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#### Abstract

Automata are the prime example of general computational systems over discrete spaces. The incorporation of fuzzy logic into automata theory resulted in fuzzy auotomata which can handle continuous spaces. Moreover, they are able to model uncertainty which is inherent in many applications. Deterministic Finite-state Automata (DFA) have been the architecture, most used in many applications, but, the increasing interest in using fuzzy logic for many new areas necessitates that the formalism of fuzzy automata be more developed and better established to fulfill implementational requirements in a well-defined manner. This need is due to the fact that despite the long history of fuzzy automata and lots of research being done on that, there are still some issues which have not been well-established and issues which need some kind of revision. In particular, we focus on membership assignment, output mapping, multi-membership resolution, and the concept of acceptance for fuzzy automata. We develop a new general definition for fuzzy automata, and based on that, develop well-defined and application-driven methodologies to establish a better ground for fuzzy automata and pave the way for forthcoming applications.
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## 1. Introduction

Automata have a long history both in theory and application [1-7]. Automata are the prime example of general computational systems over discrete spaces [8]. Among the conventional spectrum of automata (i.e. Deterministic Finite-state Automata (DFA), Non-deterministic Finite-state Automata (NFA), Probabilistic (stochastic) Automata (PA), and Fuzzy-Finite-state Automata (FFA)), DFA have been the most applied automata to different areas [9-11]. See [12] for more applications. DFA have been shown to be an appropriate tool for modeling systems and applications which can be realized as a finite set of states (including some final states) and transitions between them depending on some input strings ${ }^{1}$ e.g. all logic circuits from a simple AND gate to the control unit of a supercomputer. In this paper, we are focussing on Fuzzy Finite-state Automata (FFA), which incorporate fuzziness into the internal state representation and output of these computational systems. Fuzzy automata not only provide a systematic approach to handle uncertainty in such systems, but also are able to handle continuous spaces [15].

There is an increasing interest in using fuzzy logic in many new areas. Fuzzy logic [16] is a very efficient method for handling imprecision which is an intrinsic property of many systems [17]. It provides a nice systematic approach to incorporating approximate reasoning into such systems (in the way humans do) [18,19]. Moreover, fuzzy implementations of many applications are not only cheaper and faster but also make them more understandable for operators and end-users of the systems [20-27,17,28-31].

Fuzzy automata and their counterparts fuzzy grammars, combine the capabilities of automata and language theory with fuzzy logic in an elegant way [32-35]. They have been shown to be very useful for areas which are well-known to be handled by discrete mathematics and probabilistic approaches, e.g. structural matching methods [36], logical design [37]. In general, fuzzy automata provide an attractive systematic way for generalizing discrete applications [38,39,37,40,41]. Moreover, fuzzy automata are able to create capabilities which are hardly achievable by other tools [42]. On the other hand, the contribution of FFA to neural networks (more specifically recurrent NNs) has been considerable, and dynamical fuzzy systems are getting more and more popular and useful [43-46]. It seems that the demand for using FFA will increase considerably in coming years.

In spite of the long history and lots of research being done on fuzzy automata, it still seems that there are some issues which have not been well-established and issues

[^1]which need some kind of revision. These issues show up mostly for applicational aspects of FFA, specially when we talk about the direct representation and justification of FFA.

The rest of the paper is organized as follows: in Section 2 we present the required background, addressing some of the shortages of fuzzy automata, and present some conventions and definitions which are necessary. We also compare the realm of conventional automata emphasizing the generality of fuzzy automata. Our contributions are introduced in Section 3. They include: (1) augmented transition function, (2) multi-membership resolution, (3) output mapping, (4) analysis of the continuous operation of fuzzy automata, and (5) a new general definition for fuzzy automata (GFA: General Fuzzy Automata). In Section 4 we give some examples illustrating the capabilities achievable from these contributions. The paper ends with some concluding remarks, discussion, and future work in Section 5.

## 2. Background

In this section, we first define the basic concepts of fuzzy logic. Then, we show the insufficiency of the literature in this regard, establish some new terminology and summarize the conventional spectrum of automata in a comparative sense.

### 2.1. Fuzzy logic basics

Two basic concepts are very crucial in this paper: fuzzy sets and fuzzy power sets. There are different definitions and notations used in the literature. However, we take the approach of Klir and Yuan [17] and define these concepts as follows:

Definition 1. A fuzzy set $\mu_{Q}$ defined on a set $Q$ (discrete or continuous), is a function mapping each element of $Q$ to a unique element of the interval $[0,1]$.

$$
\begin{equation*}
\mu_{Q}: Q \rightarrow[0,1] \tag{1}
\end{equation*}
$$

Then, the fuzzy power set of $Q$ denoted as $\widetilde{P}(Q)$, is the set of all fuzzy subsets $\mu_{Q}$, which can be defined on the set $Q$.

$$
\begin{equation*}
\widetilde{P}(Q)=\left\{\mu_{Q} \mid \mu_{Q}: Q \rightarrow[0,1]\right\} \tag{2}
\end{equation*}
$$

For example, if $Q$ is the set of the states of a fuzzy automaton $\widetilde{F}$ which has three states, and possible membership values (mv) which may be attributed to these states are $\{0.1,0.3,0.4,0.6,0.7,0.95\}$, then:

$$
\begin{aligned}
& \text { Domain of } \mu_{Q}=Q=\left\{q_{1}, q_{2}, q_{3}\right\} \\
& \text { Range of } \mu_{Q}=\{0.1,0.3,0.4,0.6,0.7,0.95\}
\end{aligned}
$$

Then, at different times $t_{1}, t_{2}, \ldots$ as $\widetilde{F}$ is operating, states $q_{1}, q_{2}$, and $q_{3}$ may take different mv's. e.g. $\mu_{Q}^{t_{1}}\left(q_{1}\right)=0.3, \mu_{Q}^{t_{1}}\left(q_{2}\right)=0.7, \mu_{Q}^{t_{2}}\left(q_{3}\right)=0.6$, etc.


Fig. 1. Multi-membership of state $q_{2}$ at time $t_{4}$. See Example 1.

However, as will be seen, one of the interesting characteristics of fuzzy automata is the possibility of overlapping (simultaneous) transitions to the same state upon the same input symbol, but from different current states (see Fig. 1). This will lead to what we have called multi-membership (a next state is being forced to take several different membership values at the same time). To refer to multi-membership states we use a new notation $\mu_{q_{i}}$ with or without $t$.

To summarize, we state the following two conventions:
Convention 1. $\mu^{t}\left(q_{m}\right)$ refers to the single mv of state $q_{m}$ at time $t$.
Whenever, time is unambiguous, we omit $t$ and write simply: $\mu\left(q_{m}\right)$. For example, from Fig. 1 we can write: $\mu^{t_{3}}\left(q_{1}\right)=0.9$, or if it is understood, $\mu\left(q_{1}\right)=0.9$.

Convention 2. $\mu_{q_{m}}^{t}$ refers to the set of mv's associated with the multi-membership state $q_{m}$ at time $t$.

Again, in case of no confusion, we may write: $\mu_{q_{m}}$, e.g. in Fig. 1, we have: $\mu_{q_{2}}^{t_{4}}=\{0.2,0.4,0.5\}$ or $\mu_{q_{2}}=\{0.2,0.4,0.5\}$ as it is unambiguous.

In Section 3.2, we will show how $\mu_{q_{m}}^{t}$ is resolved to $\mu^{t}\left(q_{m}\right)$. See multi-membership resolution algorithm.

### 2.2. Insufficiency of the fuzzy automata literature

We believe that the current literature and background for fuzzy automata is not established well enough to characterize the operation of the automaton and thus fulfill the implementational requirements in a well-defined manner. We exemplify this shortage with the definition of a FFA. The following definition is generally accepted as a formal definition for FFA $[33,47,46]$.

Definition 2. A Fuzzy Finite-state Automaton (FFA) $\widetilde{F}$ is a 6-tuple denoted as: $\widetilde{F}=(Q, \Sigma, \delta, R, Z, \omega)$, where:
$Q$ is a finite set of states, $Q=\left\{q_{1}, q_{2}, \ldots, q_{n}\right\}$.
$\Sigma$ is a finite set of input symbols, $\Sigma=\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$.
$R \in Q$ is the (possibly fuzzy) start state of $\widetilde{F}$.
$Z$ is a finite set of output symbols, $Z=\left\{b_{1}, b_{2}, \ldots, b_{k}\right\}$.
$\delta: Q \times \Sigma \times Q \rightarrow(0,1]$ is the fuzzy transition function which is used to map a state (current state) into another state (next state) upon an input symbol, attributing a value in the fuzzy interval $(0,1]$ to the next state.
$\omega: Q \rightarrow Z$ is the output function which is used to map a (fuzzy) state to the output set. ${ }^{2}$

As can be seen, associated with each fuzzy transition, there is a membership value $(\mathrm{mv})$ in $(0,1]$ interval. We call this membership value the weight of the transition. The transition from state $q_{i}$ (current state) to state $q_{j}$ (next state) upon input $a_{k}$ is denoted as $\delta\left(q_{i}, a_{k}, q_{j}\right) .{ }^{3}$ Hereafter, we use this notation to refer both to a transition and its weight. Whenever $\delta\left(q_{i}, a_{k}, q_{j}\right)$ is used as a value, it refers to the weight of the transition. Otherwise, it specifies the transition itself.

There are two important problems which should be clarified in the definition of FFA. One is the assignment of membership values to the next states and the other is how output mapping is performed:
(1) State Membership assignment: There are two issues within state membership assignment, which need more elaboration. The first one is how to assign a mv to a next state upon the completion of a transition. Secondly, how should we deal with the cases where a state is forced to take several membership values simultaneously via overlapping transitions?

[^2](2) Output mapping: The most important questions concerning the generation of output, are: What is the significance of the output map in fuzzy automata? Can we ignore that and still be able to deal with applications which do need different output labels?

The two issues of membership assignment can be seen in the following example.
Example 1. Consider the Fuzzy Finite-state Automaton (FFA) $\widetilde{F}$ as:

$$
\widetilde{F}=(\Sigma, Q, R, Z, \delta, \omega)
$$

where:
$\Sigma=\{0,1\}$ : set of input symbols.
$Q=\left\{q_{0}, q_{1}, q_{2}, q_{3}, q_{4}, q_{5}\right\}:$ set of states.
$R=\left\{q_{0}\right\}$ : set of initial states. We assume the mv of $q_{0}$ is 1 at the beginning (i.e $\left.\mu^{t_{0}}\left(q_{0}\right)=1.0\right)$.
$Z=\{$ accept $\}$ : set of output labels.
$\delta: Q \times \Sigma \times Q \rightarrow(0,1]:$ transition function.
$\omega: Q \rightarrow Z:$ output map.
Here, there is a single output label. Although it can be called anything, accept seems to be more reasonable and consistent with the traditional automata terminology.

The automaton $\widetilde{F}$ and its transition table are shown in Fig. 2 and Table 1, respectively.


Fig. 2. Illustration of FFA of Example 1. A transition from the current state to the next state is shown by an arrow and the numbers on each arrow show the input symbol and the weight of transition respectively, separated by a comma ",". Thus, " $1,0.2$ " shows that the transition occurs upon input " 1 " and the transition weight is " 0.2 ".

Table 1
Transition table of FFA in Example 1

|  |  | next state |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $q_{0}$ | $q_{1}$ | $q_{2}$ | $q_{3}$ | $q_{4}$ | $q_{5}$ |
| c u | $q_{0}$ | 1, 0.5 | $\begin{aligned} & 0,0.2 \\ & 1,0.8 \end{aligned}$ | 0, 0.5 | $1,0.3$ |  |  |
| r r | $q_{1}$ |  |  | 0, 0.4 |  | 0, 0.9 | 1, 0.1 |
| e | $q_{2}$ |  | 1, 0.9 | 1, 0.9 | 0, 0.1 | 0, 0.6 |  |
| t | $q_{3}$ | 0, 0.45 |  |  |  | $\begin{aligned} & 0,0.7 \\ & 1,0.2 \end{aligned}$ |  |
| t a | $q_{4}$ |  | 1, 0.5 |  |  |  | $\begin{aligned} & 0,0.6 \\ & 1,0.1 \end{aligned}$ |
| t | $q_{5}$ | $1,0.5$ | 0, 1.0 | 0, 0.2 | 1, 0.6 |  |  |

Consider now the operation of $\widetilde{F}$ upon input string " 0110 ". The transitions are shown in Table 2.

To assign mv's to next states in this example, we use a currently accepted method which takes the weight of the transition $[46,33]$. We call this method tran-sition-based membership. The disadvantage of transition-based membership and a more general method for assigning mv's to the states will be discussed in Section 3.1.

Using transition-based membership, the mv of a next state upon each input is the weight associated with the corresponding transition. Assuming that $\widetilde{F}$ started operation at time $t_{0}$, up to the third input symbol (i.e. " 011 ") all (next) states take a unique mv , as there is a single transition to each state upon each symbol. e.g. $\mu_{q_{1}}^{t_{1}}=\{0.2\}, \mu_{q_{2}}^{t_{1}}=\{0.5\}, \mu_{q_{1}}^{t_{2}}=\{0.9\}, \mu_{q_{3}}^{t_{3}}=\{0.6\}$, etc. Since, associated with each state, there is a single mv, that can be assigned as the mv of that state at the specified time. Thus, in the above cases for example, the mv of $q_{1}$ at time $t_{1}$ is 0.2 , i.e. $\mu^{t_{1}}\left(q_{1}\right)=0.2$. Similarly, $\mu^{t_{1}}\left(q_{2}\right)=0.5, \mu^{t_{2}}\left(q_{1}\right)=0.9, \mu^{t_{3}}\left(q_{3}\right)=0.6$. But, after the fourth symbol (" 0 ") we have several states with overlapping transitions to them. For example $q_{1}$ is to take the mv 0.2 by the transition $\delta\left(q_{0}, 0, q_{1}\right)=0.2$, while at the same time, the transition $\delta\left(q_{5}, 0, q_{1}\right)=1.0$ forces it to 1.0, i.e. $\mu_{q_{1}}^{t_{1}}=\{0.2,1.0\}$. Also $q_{2}$ at time $t_{4}$ has three associated mv's simultaneously, $\mu_{q_{2}}^{t_{4}}=\{0.2,0.4,0.5\}$ (see Fig. 1). Similarly, $q_{4}$ has three simultaneous associated transitions, $\mu_{q_{4}}^{t_{4}}=\{0.6,0.7,0.9\}$ In many situations, we may need to assign a single mv to each state, at any time (e.g. we may need $\mu^{t_{4}}\left(q_{1}\right), \mu^{t_{4}}\left(q_{2}\right)$, and $\mu^{t_{4}}\left(q_{4}\right)$ in these examples). What should the mv of these states be at the specified times?

Table 2
Transitions of FFA in Example 1 upon input string " 0110 "

| time | $t_{1}$ | $t_{2}$ | $t_{3}$ | $t_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| input | 0 | 1 | 1 | 0 |
| t | $\delta\left(\mathrm{q}_{0}, 0, \mathrm{q}_{1}\right)=0.2$ | $\delta\left(\mathrm{q}_{1}, 1, \mathrm{q}_{5}\right)=0.1$ | $\delta\left(\mathrm{q}_{5}, 1, \mathrm{q}_{0}\right)=0.5$ | $\delta\left(\mathrm{q}_{0}, 0, \mathrm{q}_{1}\right)=0.2$ |
| r |  |  |  | $\delta\left(\mathrm{q}_{0}, 0, \mathrm{q}_{2}\right)=0.5$ |
| a |  |  | $\delta\left(\mathrm{q}_{5}, 1, \mathrm{q}_{3}\right)=0.6$ | $\delta\left(\mathrm{q}_{3}, 0, \mathrm{q}_{0}\right)=0.45$ |
| n |  |  |  | $\delta\left(\mathrm{q}_{3}, 0, \mathrm{q}_{4}\right)=0.7$ |
| S | $\delta\left(\mathrm{q}_{0}, 0, \mathrm{q}_{2}\right)=0.5$ | $\delta\left(\mathrm{q}_{2}, 1, \mathrm{q}_{1}\right)=0.9$ | $\delta\left(\mathrm{q}_{1}, 1, \mathrm{q}_{5}\right)=0.1$ | $\delta\left(\mathrm{q}_{5}, 0, \mathrm{q}_{1}\right)=1.0$ |
| i |  |  |  | $\delta\left(\mathrm{q}_{5}, 0, \mathrm{q}_{2}\right)=0.2$ |
| t |  | $\delta\left(\mathrm{q}_{2}, 1, \mathrm{q}_{2}\right)=0.9$ | $\delta\left(\mathrm{q}_{2}, 1, \mathrm{q}_{1}\right)=0.9$ | $\delta\left(\mathrm{q}_{1}, 0, \mathrm{q}_{2}\right)=0.4$ |
| i |  |  |  | $\delta\left(\mathrm{q}_{1}, 0, \mathrm{q}_{4}\right)=0.9$ |
| o |  |  | $\delta\left(\mathrm{q}_{2}, 1, \mathrm{q}_{2}\right)=0.9$ | $\delta\left(\mathrm{q}_{2}, 0, \mathrm{q}_{3}\right)=0.1$ |
| n |  |  |  | $\delta\left(\mathrm{q}_{2}, 0, \mathrm{q}_{4}\right)=0.6$ |

We call this problem multi-membership, which is one of the issues that has not been well-addressed in the literature and needs more elaboration. This will be the subject of Section 3.2.

### 2.3. Establishing a terminology for FFA

The terminology which is currently used for fuzzy automata, is essentially the same as the one used for other conventional automata such as DFA and PA. For example, it is not quite reasonable to use terms such as current state and next state for a FFA, as they are fuzzy and not unique. It is more sensible to talk about the set of current fuzzy states, the set of next fuzzy states, etc.

In the following, we will define some terminology to make the boundary between fuzzy automata and other types of automata more distinct, while at the same time the generality of fuzzy automata will be seen.

As we know, in the transition $\delta\left(q_{m}, a_{k}, q_{j}\right), q_{m}$ is traditionally known as the current state and $q_{j}$ as the next state. But, for the fuzzy automata, we suggest to use the terms successors and predecessors for the reasons which will become clear as we proceed.

Convention 3. Unless otherwise specified, by successors and predecessors of a state $q_{m}$ we mean states which follow $q_{m}$ or are followed by $q_{m}$, respectively, within the context of a single input symbol.

Usually we need to refer to the set of all transitions in a fuzzy automaton (the set which specifies the domain of the function $\delta$ ).

Convention 4. The set of all transitions of a fuzzy automaton $\widetilde{F}$, is denoted as $\Delta_{\widetilde{F}}$.
However, whenever it is understood we eliminate the subscript, and write simply $\Delta$.
To show which states will be activated upon an input symbol from a specific state $q_{m}$, we define the set of successors of $q_{m}$ as follows.

Definition 3 (Successor set). The successor set of a state $q_{m}$ on input symbol $a_{k}$ denoted as $Q_{\text {succ }}\left(q_{m}, a_{k}\right)$, is the set of all states $q_{j}$ which will be reached via transitions $\delta\left(q_{m}, a_{k}, q_{j}\right)$.

$$
\begin{equation*}
Q_{s u c c}\left(q_{m}, a_{k}\right)=\left\{q_{j} \mid \delta\left(q_{m}, a_{k}, q_{j}\right) \in \Delta\right\} \tag{3}
\end{equation*}
$$

It is sometimes desirable to define the successor set of a state subject to a threshold.

Definition 4 (Threshold successor set). The $\tau_{1} / \tau_{2}$ successor set of a state $q_{m}$ on input symbol $a_{k}$ denoted as $Q_{s u c c}\left(q_{m}, a_{k}, \tau_{1} / \tau_{2}\right)$, is the set of all successors of $q_{m}$ like $q_{j}$ such that $\tau_{1} \leqslant \delta\left(q_{m}, a_{k}, q_{j}\right) \leqslant \tau_{2}$.

$$
\begin{equation*}
Q_{\text {succ }}\left(q_{m}, a_{k}, \tau_{1} / \tau_{2}\right)=\left\{q_{j} \mid \delta\left(q_{m}, a_{k}, q_{j}\right) \in \Delta \wedge \tau_{1} \leqslant \delta\left(q_{m}, a_{k}, q_{j}\right) \leqslant \tau_{2}\right\} \tag{4}
\end{equation*}
$$

Similarly, we can define the predecessor set $\left(Q_{\text {pred }}\left(q_{m}, a_{k}\right)\right)$, and threshold predecessor set $\left(Q_{\text {pred }}\left(q_{m}, a_{k}, \tau_{1} / \tau_{2}\right)\right)$ of a state as follows:

$$
\begin{align*}
& Q_{\text {pred }}\left(q_{m}, a_{k}\right)=\left\{q_{j} \mid \delta\left(q_{j}, a_{k}, q_{m}\right) \in \Delta\right\}  \tag{5}\\
& Q_{\text {pred }}\left(q_{m}, a_{k}, \tau_{1} / \tau_{2}\right)=\left\{q_{j} \mid \delta\left(q_{j}, a_{k}, q_{m}\right) \in \Delta \wedge \tau_{1} \leqslant \delta\left(q_{j}, a_{k}, q_{m}\right) \leqslant \tau_{2}\right\} \tag{6}
\end{align*}
$$

In other words, $q_{m}$ is the (threshold) successor of its (threshold) predecessors

$$
\begin{align*}
& Q_{\text {pred }}\left(q_{m}, a_{k}\right)=\left\{q_{j} \mid q_{m} \in Q_{\text {succ }}\left(q_{j}, a_{k}\right)\right\}  \tag{7}\\
& Q_{\text {pred }}\left(q_{m}, a_{k}, \tau_{1} / \tau_{2}\right)=\left\{q_{j} \mid q_{m} \in Q_{\text {succ }}\left(q_{j}, a_{k}, \tau_{1} / \tau_{2}\right)\right\} \tag{8}
\end{align*}
$$

It is obvious that:

$$
\begin{align*}
& Q_{\text {succ }}\left(q_{m}, a_{k}, \tau_{1} / \tau_{2}\right) \subseteq Q_{\text {succ }}\left(q_{m}, a_{k}\right) \subseteq Q  \tag{9}\\
& Q_{\text {pred }}\left(q_{m}, a_{k}, \tau_{1} / \tau_{2}\right) \subseteq Q_{\text {pred }}\left(q_{m}, a_{k}\right) \subseteq Q \tag{10}
\end{align*}
$$

It is also noticeable that the $0 / \tau, \tau / 1$, and $\tau / \tau$ successor/predecessor sets of state $q_{m}$ give all successors/predecessors of $q_{m}$ whose transition weights are less than or equal to $\tau$, greater than or equal to $\tau$, and exactly equal to $\tau$, respectively. Successor sets are specified as follows. Predecessor sets are quite similar.

$$
\begin{align*}
& Q_{\text {succ }}\left(q_{m}, a_{k}, 0 / \tau\right)=\left\{q_{j} \mid \delta\left(q_{m}, a_{k}, q_{j}\right) \in \Delta \wedge \delta\left(q_{m}, a_{k}, q_{j}\right) \leqslant \tau\right\}  \tag{11}\\
& Q_{\text {succ }}\left(q_{m}, a_{k}, \tau / 1\right)=\left\{q_{j} \mid \delta\left(q_{m}, a_{k}, q_{j}\right) \in \Delta \wedge \delta\left(q_{m}, a_{k}, q_{j}\right) \geqslant \tau\right\}  \tag{12}\\
& Q_{\text {succ }}\left(q_{m}, a_{k}, \tau / \tau\right)=\left\{q_{j} \mid \delta\left(q_{m}, a_{k}, q_{j}\right) \in \Delta \wedge \delta\left(q_{m}, a_{k}, q_{j}\right)=\tau\right\} \tag{13}
\end{align*}
$$

Definition 5 (Active state set). Knowing that the entered input prior to time $t$ has been $a_{k}$, active states at time $t$ are those states to which there is at least one transition on the input symbol $a_{k}$. Then, the fuzzy set of all active states at $t$ (ordered pairs of states and their mv's) is called active state set at time $t$, and is denoted as $Q_{a c t}(t)$.

For example, in Fig. 2, assuming that the entered input at time $t_{0}$ is " 0 ", we have:

$$
Q_{\text {act }}\left(t_{1}\right)=\left\{\left(q_{1}, \mu^{t_{1}}\left(q_{1}\right)\right),\left(q_{2}, \mu^{t_{1}}\left(q_{2}\right)\right)\right\}=\left\{\left(q_{1}, 0.2\right),\left(q_{2}, 0.5\right)\right\}
$$

While if the entered input at $t_{0}$ is " 1 ", we will have:

$$
\begin{aligned}
Q_{a c t}\left(t_{1}\right) & =\left\{\left(q_{0}, \mu^{t_{1}}\left(q_{0}\right)\right),\left(q_{1}, \mu^{t_{1}}\left(q_{1}\right)\right),\left(q_{3}, \mu^{t_{1}}\left(q_{3}\right)\right)\right\} \\
& =\left\{\left(q_{0}, 0.5\right),\left(q_{1}, 0.8\right),\left(q_{3}, 0.3\right)\right\}
\end{aligned}
$$

Convention 5. Since $Q_{a c t}(t)$ is a fuzzy set (is a function), to show that a state $q_{i}$ belongs to $Q_{a c t}(t)$, we should write: $q_{i} \in \operatorname{Domain}\left(Q_{a c t}(t)\right)$ (alternatively, $\left(q_{i}\right.$, $\left.\mu^{t}\left(q_{i}\right)\right) \in Q_{a c t}(t)$ ). Hereafter, we simply denote it as: $q_{i} \in Q_{a c t}(t)$, if no confusion occurs.

Obviously $Q_{\text {act }}(t) \subseteq \widetilde{P}(Q)$ for all $t$. $Q_{a c t}(t)$ can be defined recursively in time as:

$$
\begin{equation*}
Q_{\text {act }}(t)=\left\{\left(q_{m}, \mu^{t}\left(q_{m}\right)\right) \mid \exists\left(q_{i} \in Q_{\text {act }}(t-1), a_{k} \in \Sigma\right) \wedge q_{m} \in Q_{\text {succ }}\left(q_{i}, a_{k}\right)\right\} \tag{14}
\end{equation*}
$$

Note that $Q_{\text {act }}\left(t_{0}\right)=\widetilde{R}$, i.e. at time $t_{0}$ the active state set, is the set of initial fuzzy states. In Fig. 2, for example: $Q_{\text {act }}\left(t_{0}\right)=\left\{\left(q_{0}, \mu^{t_{0}}\left(q_{0}\right)\right\}=\left\{\left(q_{0}, 1.0\right)\right\}\right.$

In this paper, we refer abundantly to the classes of FFA with and without final states. To distinguish between them, we use two different notations.

Convention 6. $F F A_{\text {fin }}$ refers to the class of FFA with some final states and $\mathrm{FFA}_{\text {nofin }}$ refers to the class of FFA without final states.

### 2.4. Conventional spectrum of automata

In our work, we sometimes refer to the conventional spectrum of automata. As mentioned previously, by conventional spectrum we mean: Deterministic Finite-state Automata (DFA), Non-deterministic Finite-state Automata (NFA), Probabilistic (stochastic) Automata (PA), and Fuzzy-Finite-state Automata (FFA). We have summarized and compared the conventional spectrum in Table 3 which will be referred hereafter from time to time.

We just note some points which are of our concern to pave the way for our contributions. For more details see [48,8,49,50,5,51].

Table 3
Comparison of conventional automata
(1) NFA have the characteristic of $\epsilon$-transition. An NFA can transit from one state to another on empty string $(\epsilon)$. Although this property does not make sense practically, it is very useful in developing the theory of formal languages and theorem proving. We will use this theoretically constructive property in a different sense for FFA.
(2) In NFA, like FFA overlapping of transitions is possible. However, since $\delta$ is applied non-deterministically but not probabilistically, and due to $\epsilon$-transition, there is no way to define deterministic behaviour of a NFA. However, had it been possible to do that, there would have been no vagueness and fuzziness in NFA operation as all active states, successors, and predecessors would have had an implied mv of 1 . This means that the sheer overlapping of transitions does not imply fuzziness. Moreover, any NFA $M$ can be unrolled (unfolded) to a DFA $M^{\prime}$ (which can have considerably more states and is said to be equivalent to $M$ in terms of accepting language, i.e. $L(M)=L\left(M^{\prime}\right)$ ) where at any time there is a unique active state (with an implied mv of 1) with a unique successor and a unique predecessor [49]. But, generally, there is no way to simulate the operation of a fuzzy automaton by a DFA, or any other type of automata in the conventional spectrum of automata (or even any combination of them). However, it may be possible to derive DFA which are equivalent to some specific and narrowed cases of fuzzy grammars [52]. But, this can not be generalized to a general class of fuzzy automata. See Definition 8.
(3) All transitions of a DFA and NFA have an implied weight of 1, while the weights of transitions in a PA and FFA belong to $(0,1]$. However, in all types of conventional automata, a zero-weight transition means no transition, while in our approach to fuzzy automata, a zero-weight transition does not necessarily imply no transition. That is why we will use $[0,1]$ as the fuzzy interval. See Section 3.1.
(4) Although PA and FFA seem to be similar, they have two major differences:
(a) Operationally in a PA, at any specific time, there is a single active state which has exactly one predecessor and one successor (although the successor is not predictable, if more than one potential successor exist). The weights are in fact probabilities of transition, which cause $\delta$ to be applied randomly. When the PA is put into operation, there is no vagueness in the current state, next state, and the extent to which they will be activated. At any time (upon each input symbol), one and exactly one state will be activated with an implied membership value of 1.
(b) In a PA, the sum of the weights for the transitions (from the current state) corresponding to a specific input symbol should be one, whilst there is no such requirement for a FFA.
(5) In so far as we are considering binary output mode (reject/accept or $\{0,1\}$ ), in all types of automata, input symbols (strings) are either accepted or rejected, except in FFA where the acceptance or rejection is a matter of graded membership. Hence, strings will be accepted (rejected) to some extent according to their mv's. However, some people talk about full membership and non-membership in a FFA, i.e. some inputs may be completely accepted (full membership, $\mu=1$ ) or completely rejected (non-membership, $\mu=0$ ). This is to our mind a con-
troversial issue which will be clarified later. In fuzzy automata, talking about full membership and non-membership does not seem to be very sensible in all but a degenerate case.
(6) Compared to other automata in the conventional spectrum, fuzzy automata are more general. We have included the function $\mu_{Q}$ (which maps membership values to states) in Table 3 to emphasize this point. Yet, FFA are not general enough to represent completely other automata in the conventional spectrum. That is why, we will present a new and general definition for fuzzy automata in Section 3.4 (Definition 8), which not only encompasses all types of automata (including conventional fuzzy automata as in Definition 2), but also several other computational paradigms. See also [39] for more details.

## 3. Establishing stronger definitions and methodologies for fuzzy automata

In the previous section, we addressed some shortages of the current literature of FFA. Now we introduce some solutions to deal with these shortages. We will first elaborate the two essential problems of membership assignment and output mapping. Then based on this elaboration, we will present a new and more general definition for fuzzy automata and develop a methodology to analyze the continuous operation of FFA.

### 3.1. Membership assignment

The way mv's are assigned to active states, requires further analysis. Currently, there is a generally approved approach for assigning mv to a next state (whether it is final or not), where we just use the weight of the transition, and ignore the membership value of the current state [46]. Thus, the weight of the transition will be considered as the mv of the next state. We called this approach transition-based membership. See Example 1.

Although the transition-based membership can work well for fuzzy automata realized based on certain types of fuzzy grammars, it has some disadvantages which make it unsuitable for some applications. To see the consequence of transition-based membership, consider the following example:

Example 2. Suppose in a specific FFA the membership value of the state $q_{1}$ (current state) at time $t$ is 0.01 and the weight of the transition upon input symbol $a$ to the next state $\left(q_{2}\right)$ is 1.0 . The FFA is partially shown in Fig. 3.

Using transition-based membership and assuming that the input symbol upon time $t$ is $a$, we have:


Fig. 3. A full activation caused by a weak activation.

$$
\delta\left(q_{1}, a, q_{2}\right)=1.0 \Rightarrow \mu^{t+1}\left(q_{2}\right)=1.0
$$

This means that a state which is active to an extent of $0.01\left(\mu^{t}\left(q_{1}\right)=0.01\right)$ has caused its successor to be fully activated $\left(\mu^{t+1}\left(q_{2}\right)=1.0\right)$. Obviously, such an extension without considering the level of activation of the predecessor is not always reasonable. Even, if in a specific application, the mv of $q_{2}$ becomes 1.0 in such a situation, it should be assured that mv assignment has been done considering the level of activation of the predecessor (for example the maximum of the predecessor mv and the weight of the transition may have been assigned to the successor). The goal of this simple example however, is to show the insufficiency of transition-based membership as a general membership assignment process.

### 3.1.1. Augmented transition function: A general method to assign membership values

To establish a general method to assign mv's to next states, we generalize the definition of the transition function in fuzzy automata (Definition 2). This generalization enables it to incorporate both the level of activation of the current state and the weight of the transition.

In Definition 2, $\delta$ was defined as: $\delta: Q \times \Sigma \times Q \rightarrow(0,1]$ and the weight of the transition from state $q_{i}$ to $q_{j}$ upon input $a_{k}$ was denoted as $\delta\left(q_{i}, a_{k}, q_{j}\right)$.

Now, we define a new transition function $\widetilde{\delta}$, which we call augmented transition function. $\widetilde{\delta}$ is represented as:

$$
\begin{equation*}
\widetilde{\delta}:(Q \times[0,1]) \times \Sigma \times Q \xrightarrow{F_{1}(\mu, \delta)}[0,1] \tag{15}
\end{equation*}
$$

$\widetilde{\delta}$ maps the active state (reached from its predecessor), to the fuzzy interval $[0,1]$ via function $F_{1}(\mu, \delta)$. We call $F_{1}$ the membership assignment function, which is defined as:

Definition 6 (Membership assignment function). In an FFA, membership assignment function is a mapping function which is applied via augmented transition function $\widetilde{\delta}$ to assign mv's to the active states.

$$
\begin{equation*}
F_{1}:[0,1] \times[0,1] \rightarrow[0,1] \tag{16}
\end{equation*}
$$

Function $F_{1}(\mu, \delta)$ as is seen, is motivated by two parameters:

- $\mu$ : the mv of a predecessor;
- $\delta$ : the weight of a transition.

In this new definition, the process that takes place upon the transition from state $q_{i}$ to $q_{j}$ on input $a_{k}$ is represented as:

$$
\begin{equation*}
\mu^{t+1}\left(q_{j}\right)=\widetilde{\delta}\left(\left(q_{i}, \mu^{t}\left(q_{i}\right)\right), a_{k}, q_{j}\right)=F_{1}\left(\mu^{t}\left(q_{i}\right), \delta\left(q_{i}, a_{k}, q_{j}\right)\right) \tag{17}
\end{equation*}
$$

which means that the mv of the state $q_{j}$ at time $t+1$ is computed by function $F_{1}$ using both the mv of $q_{i}$ at time $t$ and the weight of the transition.

There are many options which can be used for the function $F_{1}(\mu, \delta)$. The best option however, depends on the application at hand. It can be for example Max, Min,

Mean or any other applicable mathematical function. We can also incorporate time into its evaluation. Its exact form depends on the application. However, it should satisfy the following axioms:

Axiom 1. $0 \leqslant F_{1}(\mu, \delta) \leqslant 1$.
Axiom 2. $F_{1}(0,0)=0$ and $F_{1}(1,1)=1$.
Axiom 2 guarantees the boundary conditions. Some examples of $F_{1}(\mu, \delta)$ are: $F_{1}(\mu, \delta)=\operatorname{Mean}(\mu, \delta)=\frac{\mu+\delta}{2}$ (arithmetic mean)
$F_{1}(\mu, \delta)=\operatorname{GMean}(\mu, \delta)=\sqrt{\mu \cdot \delta}$ (geometric mean)
$F_{1}(\mu, \delta)= \begin{cases}\operatorname{Max}(\mu, \delta) & \text { if } t<t_{i} \\ \operatorname{Min}(\mu, \delta) & \text { if } t \geqslant t_{i}\end{cases}$
$F_{1}(\mu, \delta)=\operatorname{Min}\left[1,\left(\mu^{\omega}+\delta^{\omega}\right)^{1 / \omega}\right], \omega>0$ (Yager class of $t$-conorms [53])
It should be noted that transition-based membership can be considered as a special case of the augmented transition function, where we assume that $F_{1}(\mu, \delta)=\delta$. In other words, in this case, the level of activation of the predecessors ( $\mu$ ) has no significance in attribution of mv to active states. Example 1 illustrated transition-based membership.

This new method of membership assignment has several advantages and consequences
(1) The first advantage is its generality and flexibility. It not only entails all other methods reported in the literature, but also is more easily adapted to the requirements of specific applications.
(2) A more important advantage is that, together with a multi-membership resolution strategy discussed next, it paves the way to develop a general structured method to assign mv's to input strings (rather than a single input symbol) and to analyze the continuous operation of fuzzy automata as will be seen in Section 3.5.
(3) A very interesting consequence of this approach is the distinction between zeroweight transition and no transition. A zero-weight transition is possible and can cause a successor to get activated via the activation of its predecessor, provided that the function $F_{1}$ defined for the fuzzy automaton permits such a contribution. However, the practical usefulness of this characteristic remains to be seen.

The augmented transition function $(\widetilde{\delta})$ gives essentially a kind of memory to FFA to remember the previous state when it reaches a new state. The mv of the predecessor will be memorized and is used by the augmented transition function $(\widetilde{\delta})$ upon reaching a successor. This method can even be extended further to remember not only the membership value of the current active state, but also a chain of the previous states (and transitions) to give more ability to FFA. However, the usefulness of such an extension is not quite obvious yet and needs more investigation. For now, we restrict ourselves to one level of memorization.

### 3.2. Multi-membership resolution

The second issue to be addressed, is that of multi-membership, which is again a problem arising due to the fuzzy nature of FFA (see Example 1).

Very little can be found in the literature which address the problem of multimembership and how it should be treated. One of the approaches for tackling mul-ti-membership is the one taken by Omlin et al. [46]. They call multi-membership "ambiguity", and devise a method to remove ambiguities. They develop an algorithm which creates a new state for each overlapping transition, whenever the transition weights conflict, i.e. are not equal. Hence, there will be no multi-memberships after this algorithm is applied to a FFA. In [46], Omlin et al. are addressing the direct representation of FFA in Recurrent Neural Networks (RNNs). What they do (which they call ambiguity removal) is in fact a way to make their representational scheme possible. A simple example of ambiguity removal is illustrated in Fig. 4.

The disadvantage of the ambiguity removal is twofold. First, it increases the number of states significantly. Roughly speaking, it creates one new state per overlapping transitions to the same state. Second, the original FFA will change which may be unacceptable or infavorable for many applications.

In essence, however, the term ambiguity to our mind is not an appropriate name for multi-membership. Multi-membership is something inherent to the FFA and happens due to its fuzzy nature. It shows up under almost any situation. Therefore, it should be resolved in an appropriate way, based on the system under consideration to fulfill its requirements. The following reasons clarify the necessity of such a resolution:
(1) If the multi-membership active state is final, the necessity of a single mv is obvious, as a final state is usually used to produce a crisp output (after defuzzification) for the system under consideration.
(2) Even, if the multi-membership active state is not final, in some applications, we may need to assign a single mv to some intermediate (non-final) states during the normal operation of a FFA. Such a need may arise for example when we have a continuous flow of input symbols and in the meantime we need to take some actions based on the mv's of some active states, which necessitates a single mv .
(3) The mv's of successors can be computed for each mv of the current state. But, this will lead to unnecessary blow up which makes tracing the continuous operation of FFA very difficult if not impossible. Moreover, our observations show that for practical applications we do not need this way of handling multi-membership. It suffices to resolve each multi-membership active state and attribute a single mv to that state. This unified mv can then be used as the $\mu$ parameter in $F_{1}(\mu, \delta)$ function to compute the mv's of successors of that state.

Therefore, at any stage to compute the mv of the next states or to make a decision based on the mv of the current active state(s), we need a single value to be used as the


Fig. 4. Ambiguity removal. (a) FFA before ambiguity removal. (b) FFA after ambiguity removal. Note how multi-memberships of states $q_{3}$ (on input " 0 ") and $q_{5}$ (on input " 1 ") are removed by creating new states $q_{3}^{\prime}$ and $q_{5}^{\prime}$, respectively. Although after ambiguity removal states $q_{1}, q_{2}, q_{4}, q_{5}$ have overlapping transitions, they are not multi-membership, as there is no conflict and the weights of overlapping transitions are equal. For more details see [46].
level of activation of each active state. If there is only one mv associated with such a state, we have no problem. But, if the state is to take several mv's simultaneously, how can we assign a single mv to it? ${ }^{4}$

In other words, to tackle the problem of multi-membership, we need to establish a process which we call multi-membership resolution. This is done by another function $F_{2}$. We call $F_{2}$ multi-membership resolution function, and define it as:

[^3]Definition 7 (Multi-membership resolution function). In an FFA, the multi-membership resolution function, is a function which specifies the strategy, that resolves the multi-membership active states and assigns a single mv to them. It is represented as:

$$
\begin{equation*}
F_{2}:[0,1]^{*} \rightarrow[0,1] \tag{18}
\end{equation*}
$$

Then, the combination of the operations of functions $F_{1}$ and $F_{2}$ on a multi-membership state $q_{m}$ will lead to the multi-membership resolution algorithm.

Algorithm 1 (Multi-membership resolution). If there are several simultaneous transitions to the active state $q_{m}$ at time $t+1$, the following algorithm will assign a unified mv to that:
(1) Each transition weight $\delta\left(q_{i}, a_{k}, q_{m}\right)$ together with the mv of the corresponding predecessor $q_{i}$, will be processed by the membership assignment function $F_{1}$ (via augmented transition function $\delta$ ), and will produce a mv. Call this $v_{i}$.

$$
\begin{equation*}
v_{i}=\widetilde{\delta}\left(\left(q_{i}, \mu^{t}\left(q_{i}\right)\right), a_{k}, q_{m}\right)=F_{1}\left(\mu^{t}\left(q_{i}\right), \delta\left(q_{i}, a_{k}, q_{m}\right)\right) \tag{19}
\end{equation*}
$$

(2) These mv's ( $v_{i}$ 's) are not necessarily equal. Hence, they will be processed by another function $F_{2}$, called the multi-membership resolution function.
(3) The result produced by $F_{2}$ will be assigned as the instantaneous mv of the active state $q_{m}$.

$$
\begin{equation*}
\mu^{t+1}\left(q_{m}\right)=\stackrel{n}{F_{2}}\left[v_{i}\right]=\stackrel{n}{F_{2}}\left[F_{1}\left(\mu^{t}\left(q_{i}\right), \delta\left(q_{i}, a_{k}, q_{m}\right)\right)\right] \tag{20}
\end{equation*}
$$

where

- $n$ : is the number of simultaneous transitions from states $q_{i}$ 's to state $q_{m}$ prior to time $t+1$ and $q_{i} \in Q_{\text {pred }}\left(q_{m}, a_{k}\right)$, i.e. $n$ is the cardinality of the set $\mu_{q_{m}}^{t+1}$.
- $\delta\left(q_{i}, a_{k}, q_{m}\right)$ : is the weight of the transition from $q_{i}$ to $q_{m}$ upon input $a_{k}$.
- $\mu^{t}\left(q_{i}\right)$ : is the membership value of $q_{i}$ at time $t$ (possibly resolved, i.e. unified).
- $\mu^{t+1}\left(q_{m}\right)$ : is the final mv of $q_{m}$ at time $t+1$.

Similar to $F_{1}$, there are many options applicable to $F_{2}$. The best strategy should be selected based on the application at hand. However, the following axioms are the minimum requirements to be satisfied by $F_{2}$ :

Axiom 3. $0 \leqslant \underset{i=1}{F_{2}}\left(v_{i}\right) \leqslant 1$.
Axiom 4. $F_{2}(\phi)=0$.
This axiom essentially, paves the way for the $\epsilon$-transition to be incorporated into the operation of fuzzy automata.

Axiom 5. $\stackrel{n}{F_{2}}\left(v_{i}\right)=a$ if $\forall i\left(v_{i}=a\right)$.

Whenever, all predecessors of a multi-membership state produce the same mv, it is reasonable that the active state assumes this mv. This is the logic behind Axiom 5. An immediate corollary of this axiom is:

$$
\stackrel{n}{\left.{\underset{i=1}{2}}_{F_{2}}^{( } v_{i}\right)=0 \text { if } \forall i\left(v_{i}=0\right) \quad \text { and } \quad \stackrel{n}{F_{2}}\left(v_{i}\right)=1 \text { if } \forall i\left(v_{i}=1\right) . ~ . ~}
$$

Another useful corollary of this axiom is:

$$
\underset{i=1}{\frac{1}{F_{2}}}\left(v_{i}\right)=v_{i}
$$

which enables $F_{2}$ to be considered as a general process operating on all active states, no matter if they are multi-membership or not. This generalization is specifically useful for representation and learning of general fuzzy automata [54].

We are currently modeling some applications using different FFA, and applying neural network training algorithms to them. For training purposes many different strategies can be selected for $F_{2}$. We mention maximum and mean strategies as examples. However, the best-fitted strategy for any application should be selected based on the requirements of that application.

- Maximum multi-membership resolution

$$
\begin{equation*}
\left.\mu^{t+1}\left(q_{m}\right)=\operatorname{Max}_{i=1 \text { to } n} \tilde{\delta}\left(\left(q_{i}, \mu^{t}\left(q_{i}\right)\right), a_{k}, q_{m}\right)\right]=\operatorname{Max}_{i=1 \text { to } n}\left[F_{1}\left(\mu^{t}\left(q_{i}\right), \delta\left(q_{i}, a_{k}, q_{m}\right)\right)\right] \tag{21}
\end{equation*}
$$

- Arithmetic mean multi-membership resolution

$$
\begin{equation*}
\mu^{t+1}\left(q_{m}\right)=\left[\sum_{i=1}^{n} \widetilde{\delta}\left(\left(q_{i}, \mu^{t}\left(q_{i}\right)\right), a_{k}, q_{m}\right)\right] / n=\left[\sum_{i=1}^{n} F_{1}\left(\mu^{t}\left(q_{i}\right), \delta\left(q_{i}, a_{k}, q_{m}\right)\right)\right] / n \tag{22}
\end{equation*}
$$

where $n$ is the number of simultaneous transitions from $q_{i}$ 's to $q_{m}$ at time $t+1$, and $q_{i} \in Q_{\text {pred }}\left(q_{m}, a_{k}\right)$.

### 3.3. Output mapping

Generally, in most applications and systems there is some kind of final output or decision. In fuzzy clustering (classification) for example, we may have several final states each of which specify a different cluster with a specific label and its own mv. Hence, we need to attribute output values to the states of FFA. There are also some other applications where the final decision (output) of the system is a kind of acceptance or rejection, even though the system performs itself fuzzily.

However, in classical DFA and NFA there is no explicit output beyond the concept of acceptance attributed to each state, while in Moore machines an output (label) selected from a predefined output alphabet, is mapped to each state. Then DFA and NFA can be considered as specific cases of Moore machines where the output label is either acceptance (final states) or rejection (non-final states) [49].

To keep consistency with the conventional spectrum, we consider the FFA with final states $\left(\mathrm{FFA}_{\text {fin }}\right)$ as a special case of Fuzzy Moore Finite-state Automata (FMFA), where there is a binary output label set $(Z=\{$ accept, reject $\}$ ). Still, the FFA with no final state $\left(\mathrm{FFA}_{\text {nofin }}\right)$ can be considered as another special case of FMFA, where there is a single output label $(Z=\{$ accept $\}$ say $)$. The most important point however, is that in all these cases, the output activation is a matter of the extent to which these states are activated. This is the point which differentiates FFA from their classical counterparts (DFA, NFA, PA, Moore machines, Mealy machines, etc.).

### 3.4. Computational generality of fuzzy automata

During the past few years, several researchers studied the equivalence and isomorphism of fuzzy automata with other types of automata [55-57]. However, we do believe that the role of fuzzy automata goes beyond equivalence. In fact, they can represent not only other types of automata, but also several other computational paradigms [39]. To make the computational generality of fuzzy automata and its generalization capability more systematic and application-friendly, we need a more general definition. In the sequel, with the incorporation of output mapping in the sense discussed above and also the incorporation of $F_{1}$ and $F_{2}$, we present a new definition for FFA which is much more general compared to the current ones.

### 3.4.1. A new definition for fuzzy automata

Definition 8 (General fuzzy automaton). A General Fuzzy Automaton (GFA) $\widetilde{F}$ is an 8-tuple machine denoted as $\widetilde{F}=\left(Q, \Sigma, \widetilde{R}, Z, \omega, \widetilde{\delta}, F_{1}, F_{2}\right)$, where:
$Q$ is a finite non-fuzzy set of states, $Q=\left\{q_{1}, q_{2}, \ldots, q_{n}\right\}$.
$\sum_{\sim}^{\mathcal{R}}$ is a finite non-fuzzy set of input symbols, $\Sigma=\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$.
$\widetilde{R}$ is the set of fuzzy start states. $\widetilde{R} \subseteq \widetilde{P}(Q)$, see Definition 1 .
$Z$ is a finite non-fuzzy set of output labels (symbols), $Z=\left\{b_{1}, b_{2}, \ldots, b_{l}\right\}$.
$\omega: Q \rightarrow Z$ is the non-fuzzy output function.
$F_{1}:[0,1] \times[0,1] \rightarrow[0,1]$ is a mapping function, which is applied via $\widetilde{\delta}$ to assign mv's to the active states, thus called membership assignment function. See Definition 6.
$\widetilde{\delta}:(Q \times[0,1]) \times \Sigma \times Q \xrightarrow{F_{1}(\mu, \delta)}[0,1]$ is the augmented transition function.
$F_{2}:[0,1]^{*} \rightarrow[0,1]$ is a multi-membership resolution strategy which resolves the multimembership active states and assigns a single mv to them, thus called multi-membership resolution function. See Definition 7.

### 3.4.2. Specific cases of fuzzy automata

Definition 8 is very broad and general. It is actually the most general definition of an automaton (in discrete spaces), which entails other types of automata including conventional fuzzy automata, as special cases. On the other hand, the issues of out-
put mapping in fuzzy automata, needs more elaboration. In this section, we show how the generality of GFA contributes to this elaboration. For more details see [58]. Of course as will be seen, the generality of GFA is not restricted to fuzzy automata with outputs.

In deterministic realm, automata with outputs are categorized into Mealy machines [59] and Moore machines [60]. As we know however, using Moore and Mealy models is not restricted to DFA and the idea has been applied to other types of automata. For example, Bruce and Fu [48] developed a class of stochastic automata based on the Mealy model.

Following this line, we categorize GFA with outputs into Moore and Mealy models depending on whether the output labels are associated with states or transitions. This leads to Fuzzy Moore Finite-state Automata (FMFA) and Fuzzy MeaLy Fi-nite-state Automata (FMLFA), which can be considered as specific cases of GFA.

Table 4 shows four specific classes of GFA in terms of output mapping. Regarding Table 4, some points should be noted.
(1) A fuzzy automaton without final states $\left(\mathrm{FFA}_{\text {nofin }}\right)$ can also be specified as follows:
$Z$ contains a single output symbol, e.g. $Z=\{$ accept $\}$.
$\omega: Q \rightarrow Z, \omega\left(q_{i}\right)=\operatorname{accept} \forall q_{i} \in Q$. that implies: $Q_{\text {fin }}=Q$. However, due to simplicity, the definition mentioned in Table 4 is preferable.
(2) In FMLFA, it is possible to relate the output associated with the transitions only to the input symbol. This means that all transitions from state $q_{i}$ upon input $a_{k}$ will have the same output label, no matter what the successors will be. i.e. the output map is defined as: $\lambda: Q \times \Sigma \rightarrow Z$, and is represented as: $\lambda\left(q_{i}, a_{k}\right)=b_{m}$.
But, we take the general scenario and assume that every single transition may have its own output label, thus defining the output map as: $\lambda: Q \times \Sigma \times Q \rightarrow Z$, and representing it as: $\lambda\left(q_{i}, a_{k}, q_{j}\right)=b_{m}$.

Table 4
Output map for different classes of GFA

| Class of GFA | Output set ( $Z^{\text {a }}$ ) | Output map | Output assignment |
| :---: | :---: | :---: | :---: |
| FFA with final states $\left(\mathrm{FFA}_{f i n}\right)$ | $Z=\{$ accept, reject $\}$ | $\omega: Q \rightarrow Z$ | $\left\{\begin{array}{lll} \omega\left(q_{i}\right)=\text { accept } & \Rightarrow q_{i} \in Q_{\text {fin }}{ }^{\mathrm{b}} \\ \omega\left(q_{i}\right)=\text { reject } & \Rightarrow q_{i} \notin Q_{\text {fin }} \end{array}\right.$ |
| FFA without final states ( $\mathrm{FFA}_{\text {nofin }}$ ) | $Z=\phi$ | $\omega$ : not applicable |  |
| Fuzzy Moore Finite-state Automata (FMFA) | $Z=\left\{b_{1}, b_{2}, \ldots, b_{l}\right\}$ | $\omega: Q \rightarrow Z$ | at any time $t$, <br> if $q_{i} \in Q_{\text {act }}(t) \Rightarrow \gamma\left(q_{i}\right)=b_{j}$ |
| Fuzzy MeaLy Finite-state Automata (FMLFA) | $Z=\left\{b_{1}, b_{2}, \ldots, b_{l}\right\}$ | $\lambda: Q \times \Sigma \times Q \rightarrow Z$ | c |

[^4](3) Since all classes of Table 4 are specific cases of GFA, $\widetilde{\delta}$ is applied as in Definition 8, i.e.
$$
\widetilde{\delta}\left(\left(q_{i}, \mu\left(q_{i}\right)\right), a_{k}, q_{j}\right)=F_{1}\left(\mu\left(q_{i}\right), \delta\left(q_{i}, a_{k}, q_{j}\right)\right)
$$
(4) Although the output labels in FMFA and FMLFA are assigned by $\gamma$ and $\lambda$, respectively, the level to which they will be activated, will be attributed by the successors through Algorithm 1 (combination of $F_{1}$ and $F_{2}$, see [58] for more details). However, it is noticeable that other options are possible for FMLFA, which make it more complicated, but at the same time give more capabilities to it. We can for example, assume that the level of activation of output labels will be assigned by the transitions separately. Then, the mv of the states and the mv of the output labels will be two different parameters, thus implying possibly two different characteristics of the application under consideration. We will talk more about the potentials of FMLFA in concluding remarks.

To avoid confusion from now on, we use $\widetilde{F}$ to denote a general fuzzy automaton (GFA), which may be a Moore or Mealy model or neither of them. But, the Moore and Mealy FFA, whenever used, will be explicitly denoted by $\widetilde{M}$ and $\widetilde{L}$, respectively.

### 3.5. Continuous operation of GFA

As mentioned before, we are mostly focussing on the operational issues relating to GFA. Hence, no matter if we are concerned with the existence of final state(s) or not and whether or not a single mv is needed for each active state (final or non-final) reached during the operation of a fuzzy automaton, we assume that in a GFA a single mv will be assigned to each active state, after applying the multi-membership resolution algorithm.

So far, we have talked about the transition and output mapping for a single input symbol, irrespective of the type of fuzzy automaton. In practice we need to extend these concepts to a string of input symbols. In the sequel, we extend the concepts of the membership set and mv to strings of input symbols. This extension
(1) Enables us to analyze the behaviour of GFA under successive input symbols.
(2) Opens the way to talk about the equivalence of two fuzzy automata and also devising algorithms to convert different fuzzy automata to each other.

We require more new terms to analyze the continuous operation of GFA.
Definition 9 (Derivation). A derivation of an input string $x\left(x \in \Sigma^{*}\right)$ denoted as $\operatorname{der}_{i}(x)$, is an ordered set of states which are passed successively upon entrance of each symbol of the string, starting from an initial state. $i$ is an arbitrary index usually starting from 1 .

Given that $x=a_{1} a_{2} \ldots a_{k} a_{k+1} \ldots a_{m}$, we have:

$$
\begin{align*}
\operatorname{der}_{i}(x)= & \left\{q_{i_{0}} q_{i_{1}} \ldots q_{i_{k}} q_{i_{k+1}} \ldots q_{i_{m}} \mid q_{i_{0}} \in \widetilde{R} \wedge q_{i_{0}} \stackrel{\delta\left(q_{i_{0}}, a_{1}, q_{i_{1}}\right)}{\longrightarrow} q_{i_{1}} \ldots\right. \\
& \left.q_{i_{k}} \xrightarrow{\delta\left(q_{i_{k}}, a_{k+1}, q_{i_{k+1}}\right)} q_{i_{k+1}} \ldots q_{i_{m-1}} \xrightarrow{\delta\left(q_{\left.i_{m-1}, a_{m}, q_{i_{m}}\right)}^{\longrightarrow}\right.} q_{i_{m}}, 0 \leqslant k<m\right\} \tag{23}
\end{align*}
$$

A string may have several derivations. The set of all derivations of string $x$ is denoted as $D_{d e r}(x)$. Then, a threshold derivation of $x$ is a member of $D_{d e r}(x)$ subject to a threshold, as follows:

Definition 10 (Threshold derivation). A $\tau_{1} / \tau_{2}$ derivation of an input string $x$ denoted as $\operatorname{der}_{i}\left(x, \tau_{1} / \tau_{2}\right)$, is defined as:

$$
\begin{align*}
\operatorname{der}_{i}\left(x, \tau_{1} / \tau_{2}\right)= & \left\{q_{i_{0}} q_{i_{1}} \ldots q_{i_{k}} q_{i_{k+1}} \ldots q_{i_{m}} \in D_{\operatorname{der}}(x) \mid \tau_{1} \leqslant \delta\left(q_{i_{k}}, a_{k}, q_{i_{k+1}}\right)\right. \\
& \left.\leqslant \tau_{2}, 0 \leqslant k<m\right\} \tag{24}
\end{align*}
$$

Similarly, the set of all threshold derivations of $x$ is denoted as $D_{d e r}\left(x, \tau_{1} / \tau_{2}\right)$. Obviously: $D_{\text {der }}\left(x, \tau_{1} / \tau_{2}\right) \subseteq D_{\text {der }}(x)$.

Actually, we are interested in the active states of a fuzzy automaton upon entry of a string $x$. Without any loss of generality, we can use the same notation used for the active state set at a specific time $\left(Q_{\text {act }}(t)\right)$, and denote the active state set of string $x$ as $Q_{a c t}(x)$, since:

$$
\begin{equation*}
Q_{a c t}(x) \equiv Q_{a c t}\left(t_{0}+|x|\right) \tag{25}
\end{equation*}
$$

where $t_{0}$ is the starting time of operation of the GFA and $|x|$ is the length of $x$. Then, $Q_{a c t}(x)$ can be defined as:

Definition 11 (Active state set of an input string). The active state set of an input string $x$, is the fuzzy set of all active states, after string $x$ has entered the GFA.

$$
\begin{equation*}
Q_{a c t}(x)=\left\{\left(q_{i_{m}}, \mu^{t_{0}+|x|}\left(q_{i_{m}}\right)\right) \mid q_{i_{0}} q_{i_{1}} \ldots q_{i_{k}} q_{i_{k+1}} \ldots q_{i_{m}} \in D_{\operatorname{der}}(x)\right\} \tag{26}
\end{equation*}
$$

Similarly, the threshold active state set of an input string is defined as:

$$
\begin{equation*}
Q_{a c t}\left(x, \tau_{1} / \tau_{2}\right)=\left\{\left(q_{i_{m}}, \mu^{t_{0}+|x|}\left(q_{i_{m}}\right)\right) \mid q_{i_{0}} q_{i_{1}} \ldots q_{i_{k}} q_{i_{k+1}} \ldots q_{i_{m}} \in D_{d e r}\left(x, \tau_{1} / \tau_{2}\right)\right\} \tag{27}
\end{equation*}
$$

It is obvious that $Q_{\text {act }}\left(x, \tau_{1} / \tau_{2}\right) \subseteq Q_{\text {act }}(x) \subseteq \widetilde{P}(Q)$.
Here also, the $0 / \tau, \tau / 1$, and $\tau / \tau$ thresholds will give the threshold derivations and active state sets, where all transitions are less than or equal to $\tau$, greater than or equal to $\tau$, and exactly equal to $\tau$, respectively.

Example 3. For the fuzzy automaton of Example 1 (Fig. 2), assume that we use transition based membership $\left(F_{1}(\mu, \delta)=\delta\right)$, and $F_{2}()=$ Max. Then the following can be easily verified:

$$
\left.\begin{array}{cc}
\operatorname{der}_{1}(" 0110 ")=q_{0} q_{1} q_{5} q_{0} q_{1}, & \operatorname{der}_{2}(" 0110 ")=q_{0} q_{1} q_{5} q_{0} q_{2} \\
\ldots & \ldots
\end{array}\right] \ldots
$$

$$
\begin{aligned}
& D_{\text {der }}(" 0110 ")=\left\{\operatorname{der}_{1}(" 0110 "), \ldots, \operatorname{der}_{10}(" 0110 ")\right\} \\
& \quad=\left\{q_{0} q_{1} q_{5} q_{0} q_{1}, \ldots, q_{0} q_{2} q_{2} q_{2} q_{4}\right\}
\end{aligned} \quad \begin{aligned}
& \operatorname{der}_{1}(" 0110 ", 0.5 / 0.9)=q_{0} q_{2} q_{2} q_{2} q_{4}
\end{aligned} \operatorname{der}_{2}(" 0110 ", 0.5 / 0.9)=q_{0} q_{2} q_{2} q_{1} q_{4} .
$$

As was seen, for the class of $\mathrm{FFA}_{f i n}$, we defined $Q_{f i n}$. To generalize this concept to the class of fuzzy automata with several output labels (specifically FMFA), we devise a new term, State set of an output label.

Definition 12 (State set of an output label). In the FMFA $\widetilde{M}=(Q, \Sigma, \widetilde{\delta}, R, Z$, $\left.\gamma, F_{1}, F_{2}\right)$, the state set of the output label $z_{l}$ denoted as $Q_{z l}$, is the set of all states whose associated output is $z_{l}$.

$$
\begin{equation*}
Q_{z_{l}}=\left\{q_{m} \mid \gamma\left(q_{m}\right)=z_{l}\right\} \tag{28}
\end{equation*}
$$

### 3.5.1. Acceptance and rejection in GFA

Usually, when we talk about acceptance and rejection in an automaton (as we do for DFA or NFA), it is implied that some states are final, and the existence of final states in turn implies a binary output symbol set $(Z=\{$ accept, reject $\}$ ). This can not be simply generalized to fuzzy automata as the concepts of acceptance and rejection may imply quite different understanding in $\mathrm{FFA}_{f i n}, \mathrm{FFA}_{n o f i n}$, and FFA with several output symbols. Nevertheless, whatever definition we use for acceptance and rejection, a level of activation (mv) will be associated with them. Therefore, to generalize the process of calculation the extent of acceptance/rejection, we introduce a new function $F_{3}$, which we call acceptance calculation function.

Definition 13 (Acceptance calculation function). In a GFA, the extent to which an input string will be accepted/rejected will be calculated by a function $F_{3}$, represented as:

$$
\begin{equation*}
F_{3}:[0,1]^{*} \rightarrow[0,1] \tag{29}
\end{equation*}
$$

Although we presented a general definition for $F_{3}$, its type and the way it operates, depends on two parameters:

- It depends on whether $F_{3}$ is being used to calculate the extent of acceptance or the extent of rejection.
- It depends on the type of the automaton, i.e. whether it is a $\mathrm{FFA}_{f i n}, \mathrm{FFA}_{n o f i n}$, or FFA with several output symbols (FMFA or FMLFA).

Therefore, to clarify the concept of acceptance for input strings to a GFA and devise methodologies to assign mv's to them, we consider different scenarios depending on the output mapping of the GFA and whether it includes some final states or not.

Definition 14 (Acceptance in $F F A$ with final states). In the $\mathrm{FFA}_{\text {fin }}$ $\widetilde{F}=\left(Q, \Sigma, \widetilde{\delta}, \widetilde{R}, Z, \omega, F_{1}, F_{2}\right)\left(Q_{\text {fin }} \neq \phi\right)$, a string of input symbols such as $x \in \Sigma^{*}$ is said to be acceptable by $\widetilde{F}$, if starting from an initial state, at least one of the states in the active state set of $x$ is final. Otherwise $x$ is said to be rejected.

$$
\begin{align*}
& x \text { is accepted by } \widetilde{F} \Longleftrightarrow \exists q_{m} \mid q_{m} \in \operatorname{Dom}\left(Q_{\text {act }}(x)\right) \cap Q_{\text {fin }}  \tag{30}\\
& x \text { is rejected by } \widetilde{F} \Longleftrightarrow \operatorname{Dom}\left(Q_{\text {act }}(x)\right) \cap Q_{\text {fin }}=\phi \tag{31}
\end{align*}
$$

It is desirable in some applications that acceptance be conditional (subject to some thresholds). In the same manner that we defined threshold derivations and active state sets, we define the conditional acceptancelrejection as:

Definition 15. (Conditional acceptancelrejection)
$x$ is accepted by $\widetilde{F}$ subject to $\tau_{1} / \tau_{2}$ threshold

$$
\begin{equation*}
\Longleftrightarrow \exists q_{m} \mid q_{m} \in \operatorname{Dom}\left(Q_{a c t}\left(x, \tau_{1} / \tau_{2}\right)\right) \cap Q_{f i n} \tag{32}
\end{equation*}
$$

$x$ is rejected by $\widetilde{F}$ subject to $\tau_{1} / \tau_{2}$ threshold

$$
\begin{equation*}
\Longleftrightarrow \operatorname{Dom}\left(Q_{a c t}\left(x, \tau_{1} / \tau_{2}\right)\right) \cap Q_{\text {fin }}=\phi \tag{33}
\end{equation*}
$$

In an FMFA, however, it makes more sense to talk about the belonging/ disbelonging to an output label rather than acceptancelrejection.

Definition 16 (Belonging to an output label). In the FMFA $\widetilde{M}=(Q, \Sigma, \widetilde{\delta}, \widetilde{R}$, $Z, \gamma, F_{1}, F_{2}$, a string $x \in \Sigma^{*}$ is said to belong to the output label $z_{l}$, if starting from an initial state, at least one of the states in the active state set of $x$ generates output label $z_{l}$. Otherwise $x$ is said to disbelong to $z_{l}$.

$$
\begin{align*}
& x \text { belongs to } z_{l} \Longleftrightarrow \exists q_{m} \mid q_{m} \in \operatorname{Dom}\left(Q_{\text {act }}(x)\right) \cap Q_{z_{l}}  \tag{34}\\
& x \text { disbelongs to } z_{l} \Longleftrightarrow \operatorname{Dom}\left(Q_{\text {act }}(x)\right) \cap Q_{z_{l}}=\phi \tag{35}
\end{align*}
$$

Table 5
Acceptance/rejection for different classes of GFA

|  |  |  | class of GFA |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\mathrm{FFA}_{\text {fin }}$ | FMFA | $\mathrm{FFA}_{\text {nofin }}$ |
|  | accep <br> tance | name of the parameter | level of acceptance | level of belonging | degree of acceptance |
|  |  | notation | $\mu_{a c c}(x)$ | $\mu_{z_{l}}(x)$ | $\eta_{a c c}(x)$ |
|  |  | working set of $\digamma_{3}\left(S_{a c c}\right)$ | $\operatorname{Dom}\left(Q_{\text {act }}(x)\right) \cap Q_{\text {fin }}$ | $\operatorname{Dom}\left(Q_{\text {act }}(x)\right) \cap Q_{z_{l}}$ | $Q_{\text {act }}(x)$ |
|  | rejec <br> tion | name of the parameter | level of rejection | level of disbelonging | degree of rejection |
|  |  | notation | $\mu_{\text {rej }}(x)$ | $\mu_{\overline{z_{l}}}(x)$ | $\eta_{r e j}(x)$ |
|  |  | working set of $\digamma_{3}\left(S_{r e j}\right)$ | $\operatorname{Dom}\left(Q_{\text {act }}(x)\right)-Q_{f i n}$ | $\operatorname{Dom}\left(Q_{\text {act }}(x)\right)-Q_{z_{l}}$ | not applicable |
|  | condit <br> ional | name of the parameter | conditional level of acceptance | conditional level of belonging | cond. degree of acceptance |
|  |  | notation | $\mu_{a c c}\left(x, \tau_{1} / \tau_{2}\right)$ | $\mu_{z_{l}}\left(x, \tau_{1} / \tau_{2}\right)$ | $\eta_{a c c}\left(x, \tau_{1} / \tau_{2}\right)$ |
|  | accep <br> tance | working set of $F_{3}\left(S_{a c c}\right)$ | $\begin{array}{r} \operatorname{Dom}\left(Q_{\text {act }}\left(x, \tau_{1} / \tau_{2}\right)\right) \\ \cap Q_{f i n} \end{array}$ | $\begin{array}{r} \operatorname{Dom}\left(Q_{\text {act }}\left(x, \tau_{1} / \tau_{2}\right)\right) \\ \cap Q_{z_{l}} \end{array}$ | $Q_{\text {act }}\left(x, \tau_{1} / \tau_{2}\right)$ |
|  | condit <br> ional | name of the parameter | conditional level of rejection | conditional level of disbelonging | cond. degree of rejection |
|  |  | notation | $\mu_{r e j}\left(x, \tau_{1} / \tau_{2}\right)$ | $\mu_{\overline{z_{l}}}\left(x, \tau_{1} / \tau_{2}\right)$ | $\eta_{r e j}\left(x, \tau_{1} / \tau_{2}\right)$ |
|  | rejec <br> tion | working set of $\digamma_{3}\left(S_{r e j}\right)$ | $\begin{array}{r} \operatorname{Dom}\left(Q_{a c t}\left(x, \tau_{1} / \tau_{2}\right)\right) \\ -Q_{f \text { in }} \end{array}$ | $\begin{array}{r} \operatorname{Dom}\left(Q_{a c t}\left(x, \tau_{1} / \tau_{2}\right)\right) \\ -Q_{z_{l}} \end{array}$ | not applicable |

To save space, we have summarized the relevant parameters of acceptance and rejection for different classes of GFA in Table 5. However, the following points are noticeable:
(1) We have used different terms for the extent of acceptance/rejection in different classes of GFA, to emphasize on the diversity and different implications of the concept of acceptance in GFA.
(2) All parameters are calculated using function $F_{3}$ via Algorithm 2, where the working set of $F_{3}$ is either the set $S_{a c c}$ or $S_{r e j}$, accordingly. $S_{a c c}$ and $S_{r e j}$ specify the sets of states, which participate in the calculation of acceptance and rejection, respectively.

Algorithm 2 (Generic algorithm for calculating the extent of acceptance (rejection) in $G F A)$. In the GFA $\widetilde{F}=\left(Q, \Sigma, \widetilde{\delta}, R, Z, \omega, F_{1}, F_{2}\right)$, the extent of acceptance (rejection)
of an input string $x$, is the output produced by the function $F_{3}$ where its inputs are the mv's of all the states in the set $S_{a c c}\left(S_{r e j}\right)$. See Table 5.

$$
\begin{equation*}
\chi=\stackrel{n}{F_{i=1}}\left(\mu\left(q_{i}\right)\right) \tag{36}
\end{equation*}
$$

where:

- $q_{i} \in S_{a c c}\left(S_{r e j}\right)$,
- $n$ is the cardinality of the set $S_{a c c}\left(S_{r e j}\right)$.
- $\chi$ represents one of the parameters: level of acceptance or rejection $\left(\mu_{a c c}(x) / \mu_{\text {rej }}(x)\right)$, level of belonging or disbelonging $\left(\mu_{z_{l}}(x) / \mu_{\overline{z_{l}}}(x)\right)$, degree of acceptance or rejection $\left(\eta_{r e j}(x) / \eta_{r e j}(x)\right)$, or their conditionals $\left(\mu_{a c c}\left(x, \tau_{1} / \tau_{2}\right) / \mu_{r e j}\left(x, \tau_{1} / \tau_{2}\right)\right.$, etc.), accordingly.
(3) Although $F_{3}$ can be used both for calculation of acceptance and rejection, we call it acceptance calculation function to distinguish that from $F_{1}$ (membership assignment function) and $F_{2}$ (multi-membership resolution function). Similar to $F_{1}$ and $F_{2}, F_{3}$ can be any reasonable function, e.g. Max, Min, Mean, etc. However, the following axioms should be satisfied by $F_{3}$ :
Axiom 6. $0 \leqslant \underset{i=1}{F_{3}}\left(\mu\left(q_{i}\right)\right) \leqslant 1$.
Axiom 7. $F_{3}(\phi)=0$.
Axiom 8. $\stackrel{n}{F_{3}}\left(\mu\left(q_{i}\right)\right)=a$ if $\forall i\left(\mu\left(q_{i}\right)=a\right)$.
The logic behind Axioms 7 and 8 is essentially the same as Axioms 4 and 5.
(4) $\mathrm{FFA}_{f i n}$ have two interesting characteristics.
(a) As can be seen from Algorithm 2, acceptance and rejection are not necessarily complementary. For example, the level of acceptance and rejection of a string may be 0.8 and 0.6 , respectively. While inconsistent with a probabilistic paradigm, this is in keeping with fuzzy set theory.
(b) The type of the function $F_{3}$, which is used to compute $\mu_{a c c}(x)$ and $\mu_{r e j}(x)$, can be the same or different. For example $\mu_{\text {acc }}(x)$ may be computed using Max, while $\mu_{r e j}(x)$ is being computed using Min. However, for practical applications and as far as we are emphasizing on the concepts of acceptance and rejection, it is more sensible that $\mu_{a c c}(x)$ and $\mu_{r e j}(x)$ are computed using the same function.
(5) In the $\mathrm{FFA}_{n o f i n}$, we can still talk about acceptance and rejection (degree of acceptance $\left(\mu_{a c c}\right)$ or rejection $\left.\left(\mu_{r e j}\right)\right)$. Calculation of $\mu_{a c c}(x)$ is related to $Q_{a c c}(x)$. Unlike the class of $\mathrm{FFA}_{f i n}$, here it is more reasonable to assume that the degree of acceptance and rejection are complementary. Therefore, once the degree of acceptance (conditional degree of acceptance) of the string $x\left(\eta_{\text {acc }}(x) / \eta_{\text {acc }}\left(x, \tau_{1} /\right.\right.$ $\left.\tau_{2}\right)$ ) is computed, its (conditional) degree of rejection can be calculated as:

$$
\begin{equation*}
\eta_{\mathrm{rej}}(x)=1-\eta_{a c c}(x) \tag{37}
\end{equation*}
$$

$$
\begin{equation*}
\eta_{\mathrm{rej}}\left(x, \tau_{1} / \tau_{2}\right)=1-\eta_{a c c}\left(x, \tau_{1} / \tau_{2}\right) \tag{38}
\end{equation*}
$$

(6) In all cases ( $\mathrm{FFA}_{f i n}, \mathrm{FFA}_{n o f i n}$, FMFA) for the calculation of acceptance and rejection, multi-membership resolution algorithm is applied first. In this way, all states who will contribute to the calculation of acceptance and rejection will have a single mv.
(7) It is possible to incorporate $F_{3}$ into Definition 8 (general fuzzy automaton). However, due to the diversity of the meanings and implications of acceptance and rejection in different classes of GFA, we preferred not to do that.

### 3.5.2. A different approach to assigning mv to a string

For some applications, it may be useful to use the following definition to assign mv to a string. It is adapted from the mv definition of strings in a Regular Fuzzy Grammar (RFG) [52,33]. This definition is sometimes called max-min rule:

Definition 17 (Membership value of a string). The mv of a string $x$ denoted as $\mu(x)$, is the maximum membership value among all its derivations, where the mv of a derivation is the minimum transition weight encountered in that derivation.

Given that $x$ has $n$ derivations, and $x=a_{1} a_{2} \ldots a_{k \text { ak+1 }} \ldots a_{m}$, and that the $i$ th derivation of $x$ is: $\operatorname{der}_{i}(x)=q_{i_{0}} q_{i_{1}} \ldots q_{i_{k}} q_{i_{k+1}} \ldots q_{i_{m}}$, where $q_{i_{0}} \in \widetilde{R}$, the mv of $\operatorname{der}_{i}(x)$ is computed as:

$$
\mu\left(\operatorname{der}_{i}(x)\right)=\operatorname{Min}\left\{\delta\left(q_{i_{0}}, a_{1}, q_{i_{1}}\right), \ldots, \delta\left(q_{i_{k}}, a_{k+1}, q_{i_{k+1}}\right), \ldots, \delta\left(q_{i_{m-1}}, a_{m}, q_{i_{m}}\right)\right\}
$$

And the general formula to compute the mv of $x$ will be:

$$
\begin{equation*}
\mu(x)=\operatorname{Max}_{i=1 \text { to } n}\left\{\mu\left(\operatorname{der}_{i}(x)\right)\right\}=\operatorname{Max}_{i=1 \text { to } n}\left\{\operatorname{Min}_{k=1 \text { to } m}\left\{\delta\left(q_{i_{k-1}}, a_{k}, q_{i_{k}}\right)\right\}\right\} \tag{39}
\end{equation*}
$$

Two points are noticeable:
(1) To find the mv of a string, we should examine all of its derivations (exhaustive search). For an ordinary size 100 -state FFA with an average of five transitions from each state upon the same input symbol, a string of length 30 can have $5^{30}$ derivations (or even more). It takes more than 29,000 years to find the mv of such a string, assuming that each derivation can be processed in 1 ns . Therefore, finding the mv of a string using the max-min rule is in the general sense an NPhard problem. Consequently, we have to rely on heuristic methods for this approach. We are now investigating if an efficient heuristic approach can be developed by devising appropriate choices to $F_{1}, F_{2}$, and possibly $F_{3}$.
(2) The max-min rule is somehow an accepted definition for the mv of a string belonging to an RFG. Based on this specific definition, for each RFG, a Moore DFA can be derived, which accepts the language of RFG (the mv of the strings are the output labels of the derived DFA) [52]. Since max-min rule is NP-hard, the algorithm developed in [52], suffers from intractability and impracticality for large FFA and long strings.

However, other options are possible for the mv of the strings of a RFG (as we discussed here). Whether DFA acceptors (Moore or Mealy) can be derived in the general sense, is not known yet and needs more investigation.

## 4. Experimental examples

In this section, we present some examples to show different implications of acceptance, and the capabilities achieveable by the augmented transition function $\widetilde{\delta}$ (applied through function $F_{1}$ ) and multi-membership resolution (applied through function $F_{2}$ ) and their combination.

Example 4. Consider the General Fuzzy Automaton (GFA) $\widetilde{F}$ of Fig. 5. It is defined as:
$\widetilde{F}=\left(Q, \Sigma, \widetilde{\delta}, \widetilde{R}, Z, \omega, F_{1}, F_{2}\right)$, where
$Q=\left\{q_{0}, q_{1}, q_{2}, q_{3}, q_{4}\right\}:$ Set of states.
$\underset{\sim}{\Sigma}=\{a, b\} \cup \epsilon$ : Set of input symbols.
$\widetilde{R}=\left\{\left(q_{0}, \mu^{t_{0}}\left(q_{0}\right)\right)\right\}=\left\{\left(q_{0}, 1\right)\right\}$ : Start fuzzy set.
$Z=\{$ accept $\}$ : Set of output labels. There is a single output symbol. We call it accept.
$\widetilde{\delta}:(Q \times[0,1]) \times \Sigma \times Q \xrightarrow{F_{1}(\mu, \delta)}[0,1]:$ The augmented transition function.
$F_{1}$ : defined in different ways as will be seen.
$F_{2}$ : not applicable. There is no multi-membership.
Assume that $\widetilde{F}$ belongs to $\mathrm{FFA}_{f i n}$ class, and all states are final $\left(Q_{f i n}=Q\right)$. Then, $\omega$ is defined as:

$$
\omega: Q \rightarrow Z, \quad \omega\left(q_{i}\right)=\text { accept } \forall q_{i} \in Q .
$$

Suppose the mv of the successors (next states) are computed using transitionbased membership. i.e. $F_{1}(\mu, \delta)=\delta$. Then:

$$
\mu^{t+1}\left(q_{j}\right)=\widetilde{\delta}\left(\left(q_{i}, \mu^{t}\left(q_{i}\right)\right), a_{k}, q_{j}\right)=F_{1}\left(\mu^{t}\left(q_{i}\right), \delta\left(q_{i}, a_{k}, q_{j}\right)\right)=\delta\left(q_{i}, a_{k}, q_{j}\right)
$$



Fig. 5. The FFA of Example 4.

Table 6
The mv of different grammars in Example 4-a $(k>0)$

| Input string $(x)$ | $Q_{a c t}(x)$ | $\mu_{a c t}(x)^{\mathrm{a}}$ | $\mu_{r e j}(x)^{\mathrm{b}}$ | $\eta_{r e j}(x)$ |
| :--- | :--- | :--- | :--- | :--- |
| $\epsilon$ | $\left\{\left(q_{0}, 1.0\right)\right\}$ | 1.0 | 0.0 | 0.0 |
| $(a+b)^{*} a^{2 k-1}$ | $\left\{\left(q_{1}, 0.4\right)\right\}$ | 0.4 | 0.0 | 0.6 |
| $(a+b)^{*} a^{2 k}$ | $\left\{\left(q_{2}, 0.8\right)\right\}$ | 0.8 | 0.0 | 0.2 |
| $(a+b)^{*} b^{2 k-1}$ | $\left\{\left(q_{3}, 0.3\right)\right\}$ | 0.3 | 0.0 | 0.7 |
| $(a+b)^{*} b^{2 k}$ | $\left\{\left(q_{4}, 0.9\right)\right\}$ | 0.9 | 0.0 | 0.1 |

${ }^{\text {a }}$ No matter what $F_{3}$ is, $\mu_{\text {acc }}(x)=F_{3}(\mu(x))=\mu(x)$ by Axiom 8 , since there is only a single state in $Q_{\text {act }}(x)$.
${ }^{\mathrm{b}}$ No matter what $F_{3}$ is, $\mu_{r e j}(x)=F_{3}(\phi)=0$ by Axiom 7, as there is no non-final states in $Q_{a c t}(x)$, i.e. $Q_{a c t}(x)-Q_{f i n}=\phi$.
(a) (i) Since all states are final, all input strings are acceptable (the supported grammar is $\left.\widetilde{G}=(a+b)^{*}\right)$, but their level of acceptance may be different. However, it is trivial to verify that the mv of any input string depends on the last substring of the same symbol (i.e. $a^{n}$ or $b^{n}, n>0$ ) as shown in Table 6.
(ii) An interesting point is that, if we assume that $\widetilde{F}$ belongs to the class of $\mathrm{FFA}_{n o f i n}$, we can still talk about acceptance and rejection of the strings (we should talk about the degree of acceptance and rejection), and the degree of acceptance $\left(\eta_{\text {acc }}(x)\right)$ will be the same as level of acceptance $\left(\mu_{\text {acc }}(x)\right)$, but now the degree of rejection $\left(\eta_{\text {re }}(x)\right)$ will be different from level of rejection $\left(\mu_{r e j}(x)\right)$, as mentioned in the fifth column of Table 6.
(iii) We see that this GFA can be interpreted as a (deterministic) Mealy machine, if we consider the transition weights as the output labels associated with the transitions. i.e. $Z=\{0.3,0.4,0.8,0.9,1.0\}$. Also, a (deterministic) Moore machine with the same number of states (five states) and with the mv's associated with the states (rather than transitions) as the output labels, can handle grammar $\widetilde{G}$.
(b) (i) Suppose that only one type of the grammars mentioned in Table 6 is acceptable. Then, we can define the corresponding state to be a final state. As a result, the GFA of Fig. 5 will now be a FFA $_{f i n}$ with one final state. For example if only the fuzzy grammar $\widetilde{G}_{1}=(a+b)^{*} a^{2 k-1}$ is acceptable, we will have:
$Z=\{$ accept, reject $\}$ or $\{1,0\}$ : Set of output labels.
$Q_{\text {fin }}=\left\{q_{1}\right\}$
$\omega: Q \rightarrow Z:$ Output map.
$\omega\left(q_{1}\right)=1$ (accept)
$\omega\left(q_{0}\right)=\omega\left(q_{2}\right)=\omega\left(q_{3}\right)=\omega\left(q_{4}\right)=0($ reject $)$.
Then all acceptable strings have a level of acceptance (mv) of 0.4
$\forall x$ if $q_{1} \in Q_{a c t}(x) \Rightarrow \mu_{\text {acc }}(x)=0.4$

While rejected strings will have different levels of rejection, as follows:
$\forall x$ if $q_{0} \in Q_{\text {act }}(x) \Rightarrow \mu_{\mathrm{rej}}(x)=1.0$
$\forall x$ if $q_{2} \in Q_{a c t}(x) \Rightarrow \mu_{\mathrm{rej}}(x)=0.8$
$\forall x$ if $q_{3} \in Q_{\text {act }}(x) \Rightarrow \mu_{\mathrm{rej}}(x)=0.3$
$\forall x$ if $q_{4} \in Q_{a c t}(x) \Rightarrow \mu_{\mathrm{rej}}(x)=0.9^{5}$
(ii) In a similar manner, the acceptance of the fuzzy grammar $\widetilde{G}_{1}$ can be realized by a FMLFA (Fuzzy MeaLy Finite-state Automaton), with the output label mapped to all transitions leading to $q_{1}$ to be 1 (accept) and the output label mapped to all other transitions to be 0 (reject) as follows:
$Z=\{$ accept, reject $\}$ or $\{1,0\}$ : Set of output labels.
$\lambda: Q \times \Sigma \times \rightarrow Z$ : Output map.
$\lambda\left(q_{0}, a, q_{1}\right)=\lambda\left(q_{2}, a, q_{1}\right)=\ldots=1$ (accept).
$\lambda\left(q_{0}, b, q_{3}\right)=\lambda\left(q_{1}, a, q_{2}\right)=\lambda\left(q_{2}, b, q_{3}\right)=\ldots=0($ reject $)$.
It should be noted that the level of acceptance and rejection of the strings are assigned in the same way as (b-i), i.e. Eqs. (40) and (41).

Example 5. Consider again the GFA of Fig. 5. This time, assume that it belongs to the class of $\mathrm{FFA}_{\text {nofin }}$, i.e. $Q_{\text {fin }}=\phi$. Instead of transition-based membership, we use $\widetilde{\delta}$ function defined as follows:

$$
\begin{aligned}
\mu^{t+1}\left(q_{j}\right) & =\widetilde{\delta}\left(\left(q_{i}, \mu^{t}\left(q_{i}\right)\right), a_{k}, q_{j}\right)=F_{1}\left(\mu^{t}\left(q_{i}\right), \delta\left(q_{i}, a_{k}, q_{j}\right)\right) \\
& = \begin{cases}\mu^{t}\left(q_{i}\right)+\delta\left(q_{i}, a_{k}, q_{j}\right) & \text { if } 0<\mu^{t}\left(q_{i}\right)+\delta\left(q_{i}, a_{k}, q_{j}\right) \leqslant 1 \\
\mu^{t}\left(q_{i}\right)+\delta\left(q_{i}, a_{k}, q_{j}\right)-1 & \text { if } \mu^{t}\left(q_{i}\right)+\delta\left(q_{i}, a_{k}, q_{j}\right)>1\end{cases}
\end{aligned}
$$

i.e. function $F_{1}$ calculates the sum of the mv of the predecessor and the weight of transition and bounds it in the interval $[0,1]$. This bounded value is then assigned to the active state.

This mapping function makes $\widetilde{F}$ an interesting periodic fuzzy automaton. Upon periodic input strings, the active states will also be repeated with periods which are the same as the length of the strings period (we call this: state period $\left(T_{q}\right)$ ). But, the mv's associated with each state, will be different from period to period. However, the mv's will also be periodic (we call this: $m v \operatorname{period}\left(T_{\mu}\right)$ ), but their period is a multiple of the state period, i.e. $T_{\mu}=k T_{q}$, where $1<k \leqslant 10$. Some strings together with their state periods and mv periods are illustrated in Table 7. Also, the detailed operation of the automaton upon input $\left(b a^{3} b^{2} a^{4}\right)^{m}(m \geqslant 1)$ is shown in Table 8.

[^5]Table 7
Some strings together with their state periods $\left(T_{q}\right)$ and mv periods $\left(T_{\mu}\right)$ for the fuzzy automaton of Example $5(m \geqslant 1)$

| Input string | State period | $T_{q}$ | $T_{\mu}$ |
| :--- | :--- | ---: | :--- |
| $(a b)^{m}$ | $q_{1}, q_{3}, \ldots$ | 2 | 20 |
| $\left(a^{2} b^{2}\right)^{m}$ | $q_{1}, q_{2}, q_{3}, q_{4}, \ldots$ | 4 | 20 |
| $\left(b a^{3} b^{2} a^{4}\right)^{m}$ | $q_{3}, q_{1}, q_{2}, q_{1}, q_{3}, q_{4}, q_{1}, q_{2}, q_{1}, q_{2}, \ldots$ | 10 | 20 |
| $\left(a^{2} b^{3} a^{2}\right)^{m}$ | $q_{1}, q_{2}, q_{3}, q_{4}, q_{3}, q_{1}, q_{2}, \ldots$ | 7 | 70 |

Examples 4 and 5 illustrate GFA which have no transition overlaps, while this is a very essential property of the fuzzy automata. Next example shows the behaviour of a GFA under different combinations of $F_{1}$ and $F_{2}$.

Example 6. Consider the FFA in Fig. 6 with several transition overlaps. It is specified as:
$\widetilde{F}=\left(Q, \Sigma, \widetilde{\delta}, \widetilde{R}, Z, \omega, F_{1}, F_{2}\right)$ where
$Q=\left\{q_{0}, q_{1}, q_{2}, q_{3}, q_{4}\right\}:$ Set of states.
$\underset{\widetilde{R}}{\Sigma}=\{a, b\}$ : Set of input symbols.
$\widetilde{R}=\left\{\left(q_{0}, \mu^{t_{0}}\left(q_{0}\right)\right)\right\}=\left\{\left(q_{0}, 1\right)\right\}$
$Z=\phi$.
$\underset{\sim}{\omega}$ : not applicable.
$\widetilde{\delta}:(Q \times[0,1]) \times \Sigma \times Q \xrightarrow{F_{1}(\mu, \delta)}[0,1]:$ The augmented transition function. $F_{1}, F_{2}$ : varying as shown in Table 9.

Note that in this example, $Q_{f i n}=\phi$. The operation of this fuzzy automaton upon input string " $a^{2} b^{3} a^{\prime}$ " is shown in Table 9 for different membership assignment functions and multi-membership resolution strategies. In this table, we have considered different cases for combining functions $F_{1}$ and $F_{2}$. Of course not all these combinations are reasonable for this specific example (e.g. Cases 4 and 5 make all mv's 1.0). This is happening due to the small size of this fuzzy automaton which is not a practical FFA. The goal of this example however, is to show the capabilities achievable by combining membership assignment function $\left(F_{1}\right)$ and multi-membership resolution function $\left(F_{2}\right)$.

## 5. Conclusion, discussion, and future work

In our efforts to use fuzzy automata as a modeling tool for some applications, we discovered that the theoretical background of fuzzy automata is not established well enough to define operational characteristics. In particular, the following issues seemed to be of high priority to be elaborated for a better established background:

Table 8
Operation of the automaton of Example 5 upon input $\left(b a^{3} b^{2} a^{4}\right)^{m}$, where $m \geqslant 1$. For this string: $T_{q}=10$ and $T_{\mu}=20$

| Time | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | $\ldots$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Input | $b$ | $a$ | $a$ | $a$ | $b$ | $b$ | $a$ | $a$ | $a$ | $a$ | $b$ | $a$ | $a$ | $a$ | $b$ | $b$ | $a$ | $a$ | $a$ | $a$ | $\ldots$ | $\ldots$ |
| State | $q_{3}$ | $q_{1}$ | $q_{2}$ | $q_{1}$ | $q_{3}$ | $q_{4}$ | $q_{1}$ | $q_{2}$ | $q_{1}$ | $q_{2}$ | $q_{3}$ | $q_{1}$ | $q_{2}$ | $q_{1}$ | $q_{3}$ | $q_{4}$ | $q_{1}$ | $q_{2}$ | $q_{1}$ | $q_{2}$ | $\ldots$ | $\ldots$ |
| mv | 0.3 | 0.7 | 0.5 | 0.9 | 0.2 | 0.1 | 0.5 | 0.3 | 0.7 | 0.5 | 0.8 | 0.2 | 1.0 | 0.4 | 0.7 | 0.6 | 1.0 | 0.8 | 0.2 | 1.0 | $\ldots$ | $\ldots$ |



Fig. 6. The GFA of Example 6.
(1) Transition-based membership which was previously more or less the common method for assigning mv's to active states of a fuzzy automaton, has a serious drawback. The mv's of the predecessors will not be considered in assigning the activation level (mv) to successors. Specifically, there is no way to incorporate the mv of the initial fuzzy states into their successors which makes the fuzziness or nonfuzziness of the start states a moot point to discuss.
(2) Multi-membership is an essential and natural characteristic of fuzzy automata. However, for operational purposes, it is desirable to resolve the multi-membership, such that a single value can be attributed to each active state. A very important point is that the resolution strategy is preferred not to modify the structure of the FFA under consideration, i.e. no extra state and/or transition should be created.
(3) The significance of the output mapping and presence or absence of final states was not clearly defined in the literature.
(4) Another important insufficiency of the current literature is the lack of methodologies which enable us to define and analyze the continuous operation of fuzzy automata. There are many questions with no specific and well-developed answers. Questions such as: how do we refer to the set of states which are active at any time? In case we need a crisp decision as the final output of an FFA, how do the active states contribute to this decision? What do concepts of acceptance and rejection mean in a fuzzy automaton? How can we relate them to the final (and possibly crisp) output of an FFA? What is the significance of final states in an FFA?

### 5.1. Contributions

We devised a new methodology called augmented transition function $(\widetilde{\delta})$, which incorporates both the weight of the transition and the mv of a predecessor to calcu-

Table 9
Active states and their mv's at different times in Example 6

| time | 0 | 1 |  |  | 2 |  |  | 3 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| input | $\epsilon$ | $a$ |  |  | $a$ |  |  | $b$ |  |  |
| $Q_{a c t}(t)$ | $q_{0}$ | $q_{1}$ |  | $q_{4}$ | $q_{1}$ | $q_{2}$ | $q_{4}$ | $q_{2}$ | $q_{3}$ |  |
| mv ${ }^{1}$ | 1.0 | 0.4 |  | 0.5 | 0.4 | 0.8 | 0.35 | 0.1 | 0.3 |  |
| mv ${ }^{2}$ | 1.0 | 0.4 |  | 0.5 | 0.4 | 0.4 | 0.35 | 0.1 | 0.3 |  |
| $\mathrm{mv}^{3}$ | 1.0 | 0.4 |  | 0.5 | 0.4 | 0.4 | 0.35 | 0.4 | 0.4 |  |
| $m v^{4}$ | 1.0 | 1.0 |  | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |  |
| mv ${ }^{5}$ | 1.0 | 1.0 |  | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |  |
| mv ${ }^{6}$ | 1.0 | 0.4 |  | 0.5 | 0.4 | 0.4 | 0.35 | 0.25 | 0.35 |  |
| $\mathrm{mv}^{7}$ | 1.0 | 0.7 |  | 0.75 | 0.575 | 年 0.75 | 0.525 | 0.763 | 0.613 |  |
|  | 4 |  |  |  |  | 5 |  |  | 6 |  |
|  | $b$ |  |  |  |  | $b$ |  |  | $a$ |  |
|  | $q_{2}$ |  | $q_{3}$ |  | $q_{4}$ | $q_{2}$ | $q_{3}$ | $q_{4}$ | $q_{1}$ | $q_{3}$ |
|  | 0.6 |  | 0.45 |  | 0.9 | 0.1 | 0.45 | 0.9 | 0.4 | 0.2 |
|  | 0.1 |  | 0.1 |  | 0.3 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 |
|  | 0.4 |  | 0.4 |  | 0.4 | 0.4 | 0.4 | 0.4 | 0.4 | 0.2 |
|  | 1.0 |  | 1.0 |  | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
|  | 1.0 |  | 1.0 |  | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 |
|  | 0.25 |  | 0.25 |  | 0.35 | 0.175 | 0.3 | 0.25 | 0.242 | 0.175 |
|  | 0.682 |  | 0.607 |  | 0.757 | 0.641 | 0.729 | 0.754 | 0.696 | 0.421 |

${ }^{1} \digamma_{1}(\mu, \delta)=\delta, \quad \quad \digamma_{2}()=\mu^{t+1}\left(q_{m}\right)=\operatorname{Min}_{i=1 \text { to } n}\left[\digamma_{1}\left(\mu^{t}\left(q_{i}\right), \delta\left(q_{i}, a_{k}, q_{m}\right)\right)\right]$
${ }^{2} \digamma_{1}(\mu, \delta)=\operatorname{Min}(\mu, \delta), \quad \digamma_{2}()=\mu^{t+1}\left(q_{m}\right)=\operatorname{Min}_{i=1 \text { to } n}\left[\digamma_{1}\left(\mu^{t}\left(q_{i}\right), \delta\left(q_{i}, a_{k}, q_{m}\right)\right)\right]$
${ }^{3} \digamma_{1}(\mu, \delta)=\operatorname{Min}(\mu, \delta), \quad \digamma_{2}()=\mu^{t+1}\left(q_{m}\right)=\underset{i=1}{\operatorname{Max}}\left[\digamma_{1}\left(\mu^{t}\left(q_{i}\right), \delta\left(q_{i}, a_{k}, q_{m}\right)\right)\right]$
${ }^{4} \digamma_{1}(\mu, \delta)=\operatorname{Max}(\mu, \delta), \quad \digamma_{2}()=\mu^{t+1}\left(q_{m}\right)=\operatorname{Min}_{i=1 \text { to }{ }_{n}}\left[\digamma_{1}\left(\mu^{t}\left(q_{i}\right), \delta\left(q_{i}, a_{k}, q_{m}\right)\right)\right]$
${ }^{5} \digamma_{1}(\mu, \delta)=\operatorname{Max}(\mu, \delta), \quad \digamma_{2}()=\mu^{t+1}\left(q_{m}\right)=\underset{i=1 \text { to } n}{\operatorname{Max}}\left[\digamma_{1}\left(\mu^{t}\left(q_{i}\right), \delta\left(q_{i}, a_{k}, q_{m}\right)\right)\right]$
${ }^{6} \Gamma_{1}(\mu, \delta)=\operatorname{Min}(\mu, \delta), \quad \Gamma_{2}()=\mu^{t+1}\left(q_{m}\right)=\left[\sum_{i=1}^{n} \digamma_{1}\left(\mu^{t}\left(q_{i}\right), \delta\left(q_{i}, a_{k}, q_{m}\right)\right)\right] / n$
${ }^{7} \digamma_{1}(\mu, \delta)=\frac{\mu+\delta}{2}, \quad \quad \digamma_{2}()=\mu^{t+1}\left(q_{m}\right)=\operatorname{Max}_{i=1 \text { to } n}\left[\digamma_{1}\left(\mu^{t}\left(q_{i}\right), \delta\left(q_{i}, a_{k}, q_{m}\right)\right)\right]$
$n$ : The number of simultaneous (overlapping) transitions to state $q_{m}$.
late the mv of a successor. The membership assignment function $F_{1}(\mu, \delta)$ which is applied in association with $\widetilde{\delta}$, can vary from application to application. However, the
transition-based membership can be considered as a special case of the augmented transition function.

Multi-membership may happen both for final states of a FFA (if applicable) or non-final states. For operational reasons, we assume that every multi-membership state be resolved and a unified mv be attributed to that. We introduced a new function $F_{2}$ called multi-membership resolution function, which specifies the strategy which should be applied to multi-membership states. An interesting point about the process of multi-membership resolution as described here, is that, it can be considered as a primary step for defuzzification in FFA. Defuzzification as we know, is the process often done as the last step in fuzzy systems to produce a final crisp value. But, in mul-ti-membership resolution, the final result which is a single mv, is still fuzzy. In other words, multi-membership resolution is in fact membership unification. However, as most applications need to produce crisp results as the output, we have to defuzzify the results produced by a FFA. No matter if the FFA has output mapping or not, the results are usually embedded in the mv's of the active states (final or non-final), all or some of which may be multi-membership. Since the defuzzification should be done on these active states, a single mv has to be associated with each of them, which is done by multi-membership resolution. In fact, multi-membership resolution can be considered as a primary process for defuzzification. That is why we suggest multimembership resolution process to be called predefuzzification in the realm of fuzzy automata.

A new general definition for a fuzzy automaton was presented (Definition8GFA). We incorporated the membership assignment function ( $F_{1}$ ) and multimembership resolution function $\left(F_{2}\right)$ as two additional parameters into this new definition. These two parameters should be specified by the user together with other required parameters of a fuzzy automaton such as states, input symbols, transition weights, etc. $F_{1}$ and $F_{2}$ can be the same or different depending on the application.

Although, the generality of fuzzy automata has been the subject of several research efforts [ $38,37,40,41,15$ ], to the best of our knowledge, GFA as introduced here, is the most general formulation of fuzzy automata presented so far, at least in the realm of discrete spaces. Moreover, we do believe that Definition 8 can be used as the definition of a general automaton, which degenerates to other types of automata under various restrictions. In fact GFA encompasses not only other types of automata, but also several other computational paradigms [39]. Even so, the generality of GFA is so motivating and challenging that deserves lots of future research.

Regarding the significance of output mapping, we introduced the Fuzzy Moore Finite-state Automata (FMFA) and the Fuzzy MeaLy Finite-state Automata (FMLFA) for the applications where there are several output labels. While in FMFA outputs are associated with the states, in a FMLFA they are associated with the transitions. FMFA seem to be simpler and closer to justification and for the class of our applications we will rely on them whenever we deal with multiple outputs. Nevertheless, FMLFA are a challenging and open issue and seem to have many interesting characteristics. For example, since in FMFA, the output is associated with the state, it is reasonable that an output label inherits everything from the corresponding state,
e.g. the mv, the multi-membership resolution strategy, etc. But, generally in FMLFA, we can have more options. For example, to assign a mv to an output label, any of the following parameters or a combination of them can be used:

- The weight of the corresponding transition.
- The (resolved) mv of the predecessor (source state of the transition).
- The (resolved) mv of the successor (destination state of the transition).

We also believe that some of the concepts introduced here (active state set, derivation, acceptance, etc.) should be revised to become applicable to a general FMLFA. It is likely that we will see more research on FMLFA whose capabilities are yet to be discovered.

The FFA with final states are of great importance in practice, as in most applications we have to rely on some final states for final decision making. The following issues should be mentioned in this regard:
(1) The FFA with final states are specific cases of FMFA where we have a binary set of output labels, i.e. $Z=\{$ accept, reject $\}$.
(2) It is understood that the concepts of acceptance and rejection should not be necessarily complemenetary in FFA. This is particularly the case for the class of FFA with final states $\left(\mathrm{FFA}_{\text {fin }}\right)$. We assigned the terms level of acceptance $\left(\mu_{\text {acc }}(x)\right)$ and level of rejection $\left(\mu_{r e j}(x)\right)$ to refer to the acceptance and rejection of an input string $x$, respectively. The generic Algorithm 2 which is used to compute the extent of acceptance/rejection in different classes of GFA, calculates $\mu_{\text {acc }}(x)$ and $\mu_{r e j}(x)$ for the input strings in the class of FFA fin . The calculation of $\mu_{a c c}(x)$ is related to the active states which are final, while the calculation of $\mu_{r e j}(x)$ is related to the active states which are non-final. This method of calculating $\mu_{a c c}(x)$ and $\mu_{r e j}(x)$ is in fact an emphasis on the interesting and challenging issue that acceptance and rejection are not necessarily complementary in $\mathrm{FFA}_{f i n}$.
(3) For applicational reasons, we preferred that in the class of FFA without final states ( $\mathrm{FFA}_{n o f i n}$ ), acceptance and rejection be complementary. To distinguish the concept of acceptance and rejection in this class from those in the class of $\mathrm{FFA}_{\text {fin }}$, we used the terms degree of acceptance $\left(\eta_{\text {acc }}(x)\right.$ ) and degree of rejection $\left(\eta_{r e j}(x)\right)$ to refer to the acceptance and rejection of a string $x$, respectively. The calculation of $\eta_{\text {acc }}(x)$ is related to the active state set.
However, the class of $\mathrm{FFA}_{\text {nofin }}$ can still be considered as another specific case of FMFA with a single output label. It can be called anything, although accept is more consistent with the conventional spectrum of automata.
(4) Calculation of the extent of acceptance/rejection is done by a function $F_{3}$, which we called acceptance calculation function. $F_{3}$ should also be specified based on the application and the class of FFA, i.e. whether it is $\mathrm{FFA}_{\text {fin }}, \mathrm{FFA}_{n o f i n}, \mathrm{FMFA}$, or FMLFA. For the class of $\mathrm{FFA}_{\text {fin }}$, where acceptance and rejection are not necessarily complementary (and more generally for FMFA and FMLFA), $F_{3}$ can be the same or different for the calculation of acceptance and rejection depending on the requirements of the application.

A very interesting and challenging implication of our approach is that a zeroweight transition is possible and is different from no transition. A zero-weight transition may give rise to the activation of a successor due to the activation of its predecessor. This challenging issue is now under more development and we will have more to say about its usefulness in future.

As mentioned previously, the key motivation of this work was the insufficiency of the current literature to handle the applications which rely on fuzzy automata as a modeling tool. It will be interesting to see how the developed concepts and algorithms can be used in practice. Currently, we are also working on some applications which can be modelled by FFA. The achieved results and how these models can be learned by neural networks, will be reported in forth-coming papers.

To say the final word, we do believe that this is just a starting work to enrich the ground of fuzzy automata and make this appealing tool more applicational and useful.
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[^1]:    ${ }^{1}$ It is noticeable that our approach is based on the key concept of state and the behavior of the automaton is state-determined. Hence, an automaton in the scope of our approach is a discrete-time, discrete-state-space, and state-determined machine. But, there is a more general approach where the current state and inputs (and consequently the next state) are not necessarily well-defined [8]. Instead of discrete and well-defined states and inputs, we have the probability distributions of the states and/or the inputs. This gives rise to the concepts of hyperstates and hyperinputs. However, for the approach we are taking, these are not applicable. For a more detailed discussion on the role of these concepts in modern system theory and their comparison with conventional theory see $[8,13,14]$.

[^2]:    ${ }^{2}$ Omlin et al. use the same definition both in [47,46]. While the use of an output map is somehow justifiable in [47], as it talks about the deterministic representation of FFA in recurrent neural networks, the need for that is not clear in [46], and it seems that $\omega$ (output map) is just included to keep consistency with the general definition of an automaton. On the other hand, Mordeson and Malik present several definitions of FFA in their book [33]. They all contain, $Q, \Sigma, \delta$, and $Z$, but only in one of them is $\omega$ (output map) considered. Also, in their approach, start state is not of significance, while we do believe that a start state, specifically a fuzzy start state can affect the operation of a FFA significantly and produces quite different and more reasonable results.
    ${ }^{3}$ It should be noted that in $[47,46]$ the transition mapping $(\delta)$ is represented as a relation, i.e. $\delta: Q \times \Sigma \times(0,1] \rightarrow Q$. Thus, a transition from state $q_{i}$ to state $q_{j}$ upon input $a_{k}$ with the transition weight $W_{i j k}$ is denoted by: $\delta\left(q_{i}, a_{k}, W_{i j k}\right)=q_{j}[47,46]$. But, since one of our main purposes is to develop a clear methodology for assigning membership values to states based on input strings, we follow [33] and represent the transition mapping as a function, i.e. $\delta: Q \times \Sigma \times Q \rightarrow[0,1]$ to put emphasis on the attribution of membership value. Thus the above transition will be denoted as $\delta\left(q_{i}, a_{k}, q_{j}\right)=W_{i j k}$. We use the term "function" here to imply that every value in the domain is related to a unique value in the range. This constraint makes mv assignment consistent with other fuzzy set formulations. It also allows us to simplify our definitions and subsequent derivations without loss of generality.

[^3]:    ${ }^{4}$ Note that the ambiguity removal presented in [46] does not provide any answer for this question. In fact, from an applicational point of view, it makes the problem more ambiguous, should both the predecessor and the transition weight contribute to the mv assignment of the successor via $F_{1}$.

[^4]:    ${ }^{\text {a }} Z$ is a finite non-fuzzy set of output symbols.
    ${ }^{\mathrm{b}} Q_{f i n}$ is the set of final states $\left(\mathrm{Q}_{f i n} \subseteq \mathrm{Q}\right)$.
    ${ }^{\text {c }}$ At any time $t$, if $\left(q_{i} \in Q_{\text {act }}(t) \wedge\right.$ subsequent input is $\left.a_{k} \wedge q_{j} \in Q_{\text {succ }}\left(q_{i}, a_{k}\right)\right) \Rightarrow \lambda\left(q_{i}, a_{k}, q_{j}\right)=b_{m}$.

[^5]:    ${ }^{5}$ Only when $\mathrm{x}=\epsilon, \mathrm{q}_{0} \in \mathrm{Q}_{\text {act }}(\mathrm{x})$ and hence $\mu_{\mathrm{rej}}(\mathrm{x})=1.0$.

