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Abstract

Motivated by the resemblance of a multivariate series identity and a finite analogue of Euler’s pentagonal number theorem, we
study multiple extensions of the latter formula. In a different direction we derive a common extension of this multivariate series
identity and two formulas of Lucas. Finally we give a combinatorial proof of Lucas’ formulas.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

In a recent work [11] we stumbled upon a multivariate identity involving binomial coefficients (see (3.1)), which
implies the following identity:

> Il <n_rk) e e (L1)
a +x)2rk - (1 —xm)(1 + x)mn’ .

p
Foorm <nk=1 N TkF1

where 1,41 = rp. [tis easy to see thatthe x = w := (—1 £ i«/§)/2 case of (1.1) reduces to

ZH

rm <nk=1 (1 — w™)(1 4 w)™

1 — @me+h (1.2)
if m # 0 (mod 3).

=D +1) if m = 0 (mod 3),
Tk —
< Tk+1 ) )

This paper was motivated by the connection of (1.2) with some classical formulas in the literature.

E-mail addresses: jwguo@math.ecnu.edu.cn (V.J.W. Guo), zeng @math.univ-lyonl.fr (J. Zeng).
URLS: http://math.ecnu.edu.cn/~ jwguo (V.J.W. Guo), http://math.univ-lyon1.fr/~ zeng (V.J.W. Guo)(J. Zeng).

0012-365X/$ - see front matter © 2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2007.07.106


https://core.ac.uk/display/82734273?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://www.elsevier.com/locate/disc
mailto:jwguo@math.ecnu.edu.cn
mailto:zeng@math.univ-lyon1.fr
http://math.ecnu.edu.cn/~jwguo
http://math.univ-lyon1.fr/~zeng

4070 V.J.W. Guo, J. Zeng/Discrete Mathematics 308 (2008) 4069—4078

First of all, when m = 1, the formula (1.2) has a known g-analogue (see [3-5,17]) as follows:

[n/2] B . _1\n/3) nn—1)/6
X n—k| |1 q if n % 2 (mod?3),
/; 1) [ k } - {0 if 7 =2 (mod?3), (1-3)

where the g-binomial coefficient [} ] is defined by

k 1_qn—i+l
nl_ | [ ——— if0<k<n,
[(J=y= T

otherwise.

Replacing n by 3L or 3L + 1 and ¢ by 1/q in (1.3) yields

L
o 2L —
1) giGith/2 T 1= 14
j:§_:L( Va L=t (14)
= 2L —j+1
_1)igiBi-D/2 T 2, 1.5
,E_L( Vq L4 (1.5)

as mentioned in [17]. Both (1.4) and (1.5) reduce to Euler’s pentagonal number theorem [1, p. 11] when L — oc:
o o0
> (=1ig!CTIR=TTa - ¢". (1.6)
j=—00 n=1

It is then natural to look for multiple analogues of (1.3) in light of (1.2). This will be the main object of Section 2.
Secondly, as will be shown, Eq. (1.1) is also related to the two formulas of Lucas (cf. [8]):

ln/2] n+1 n+1

—k _ X —
> (” . )(x e O (1.7)
k=0 Ty
w2l
> o TE ( k )(x + )" ay) = a4y (1.8)
k=0

In Section 3 by using the multivariate Lagrange inversion formula we will prove a generalization of the formula (1.1),
which is also a common extension of Lucas’ formulas (1.7) and (1.8).

Finally, as Shattuck and Wagner [14] have recently given a combinatorial proof of (1.7) and (1.8) with x = 1 and
y = o, we shall give a combinatorial proof of Lucas’ formulas in their full generality in Section 4.

We conclude this section with some remarks. It is known (see [4]) that (1.3) is actually equivalent to an identity due to
Rogers (see [1, p. 29, Example 10]). Some modern proofs are given by Ekhad and Zeilberger [5] and Warnaar [17]. The
reader is also referred to Cigler’s paper [4] for more information and proofs of (1.3). Some known multiple and finite
extensions of Euler’s pentagonal number (1.6) can be found in [2,13,7, (6.2), 12, (1)] and the references therein. Note
also that the x + y = 1 and xy = z cases of (1.7) and (1.8) are sometimes called the Binet formulas (see [10, p. 204]).

2. Common extensions of (1.2) and (1.3)

We shall adopt the standard notation of g-series in [6]. Let
(a;:q), = —a)l—aq)---(1—aq"™", n=01,2,....

Then the g-Chu—Vandermonde formula can be written as

)3 (a: D@ N ) (@)k _ (c/a;q)n Q2.1

iso @@ \ a Y

(see [6, p. 354]). We need the following two variations of (2.1).
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Lemma 2.1. Letn>1andr,t <n.Then

I:n—r:||: i| ()( 1)s_q(n r)(n— t)|:nr_t:|’

n—r n—s S(s+2r+2t—2n+1)/2 s r
ZO[ S =l
5=l

1M1

4071

2.2)

(2.3)

Indeed, Eq. (2.2) follows from (2.1) witha =¢" ™", N =n — t and c = ¢~", and (2.3) can be derived from (2.2) by

the substitution g — ¢~

Theorem 2.2. Letm,n>1 and x3; = —1 for all 1 <k<m. Then

Z l_[ [” - rk} )x,:k _ (14 - x3m—2)" T — (raxs - 'x3m_1)n+1q’"('z’),

Tk+1 X1X4 -+ X3p—2 — X2X5 =+ X3m—1
Flyeens 3m <l’lk 1

where 13,41 =T11.

Proof. By (2.2), the left-hand side of (2.4) equals

_ 3k—2 "3k—1
> 1—[[” r O 2} ("2 )+ (% )(xyc_z)”"*z()C3k—1)r3"’1
r3i-2:r3i-1 < k=1 W

1<i<m

n —r3g—1 n —r3g 3k
< X T e e

13,6y 3 < k=1

I3k—1

(2.4)

m
— "3k—2 "3k—1 — _
= H[n r3k_2][ o ]q( g )+( ’ )+(n P OTID) (Y 2 (),

n —r3k+1
r3i—2,r3i—1 <n k=1 *

1<i<m
Note that

n — F3k4+1 0 otherwise.

Therefore, the nonzero terms in the right-hand side of (2.5) are those indexed by rj =rg = - -
-+ =r3u—1 =n — ry. Finally, since

<r3k2_2) + <r3k2_1> + (M —ry—1)m — 1) = (;)

for r3x—o + r3g—1 = n and r3x—1 + r3r+1 = n, we see that the right-hand side of (2.5) equals
n .
Z q" ) (x1xg - x3m_2) (xaxs - x3mo1)"

as desired. [

Letting x; = —1 for all 1 <k <3m in the above theorem yields a g-analogue of (1.2) for m = 0 (mod 3).

ﬁ |:n — r3k_2:| |: 3k—1 i| . { 1 if r3k—2 +r3k—1 =n and r3g—1 + r3g+1 = n for all 1<k <m,

(2.5)

=rim—andrp =rs =
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Corollary 2.3. Letm,n>1. Then

> ]‘[[ } (D (1% = (1™ @ + 1)g" ), (2.6)
Tk+1

Flyeens ram <n k=1

where r3;,+1 =711.
The following theorem gives a g-analogue of (1.2) for m s 0 (mod 3).

Theorem 2.4. Let m,n>1 and m % 0 (mod 3). Then

m n—re e e (_1)L(m+n71)m/3qun(n—l)/6 lfl’l 5_/: 2(1’1’10d 3)’
Z H[ Frtl :|q(2)(_1)k_{0 if n = 2 (mod 3), 2D

where ¥y =T71.

-1

Proof. Replacing g by ¢~ in (1.3), we get

2
[n/2] ok k2+("5k) n—k (_1)|_(2n+2)/3jqn(n—l)/3 if n _,=é Z(mod 3)’
Y (-1 - Lz 2.8)
= k 0 if n =2 (mod 3).

By (2.2), we have

n

>y [n _m} [n _1r2]q<;> (B pyrtn = 3 [n frl]q('z‘”("—”“(—l)”, 2.9)

r1=0r=0 r1=0

which is the left-hand side of (2.8). This proves the m = 2 case of (2.7).
Again, by (2.2), we see that

4
> e

Tk+1

Z Z |:n _ r3:| [n —?’r1j|q(r21 )Jr(’23)+2(nfr1)(nfr3)(_l)rlJrr3

r|—0 rq—()

n—ri

Z Z |:l’l —rli| [n ;lr3i|q( ; >+(”’2’3)+2r1”3(_1)r1+r3’

r1=0r3=0

where r5 = ry is the product of the ¢ — ¢~ ! case of the left-hand side of (2.9) and ¢""~ 1. This proves the m =4 case
of (2.7).
For m > 4, by (2.2) and (2.3), there holds

7] "1 3 n—ri—rs)(n—r oy
Z l_[[ Tk+1 :| ( 1)k_ ZZ|:n_r’§i||:l’l—3r5:|q(2)+(2)+(2 5)( 3)(_1) 1+r3

Flyenra <n k=1 r1—0r3 =0

Z Z |:n — r1i| I:Z : :2:| q('l_zrl)Jr(" r3)+(n+r1 rs)r%( 1yt
r1=0r3=0
A
r1=0

=(-1)"q(2 )Z[ } (D =1y, (2.10)
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It follows that

(%) K — (%) (%) k
> 1‘[[%} —D*=(=1"g) H[w} (=D

Flseees rm <n k=1 Tlsenm—3<n k=1

By induction we can complete the proof based on the m = 2, 4 cases. [l
The following result gives multiple extensions of (1.4) and (1.5).

Corollary 2.5. Let L,m>1. Then

i ﬁ 2L — ji | i+ (5") _pyic = [ 1 if m 2 0 (mod 3), o
S LL A ke 3L+ 1 ifm=0(mod3), :

zil 1—[ 2L — je + 1 jkjk+1+(f'§)(_1)jk [ (=pylm?/3] if m % 0(mod3), 2.12)
L+ jr+1 Tl =D"PBL+2) ifm =0(mod3), '

where j,4+1 = j1.

Proof. Take n =3L in (2.6) and (2.7), and replace r¢ by ji + L and g by 1/q. After making some simplifications, we
obtain (2.11). In much the same way, when n = 3L + | we are led to (2.12). [

For m >4, we can further generalize Theorem 2.4 as in the following two theorems.

Theorem 2.6. Letm>4,n>1and m = 1(mod3). Let s <m be a positive integer such that s = 0 (mod 3). Then

n _ . _1\Lm+n—=1m/3] mnn—1)/6
e T =] )y = [ D q if n % 2 (mod3),
> ¢ l_[[ - ]q (=D {0 ifn = 2(mod3). (2.13)

where 11 =T11.

Proof. We first prove the m =4 case. By symmetry, we may assume that s = 2. In this case, the left-hand side of (2.13)
equals

Z 1 [n ;zrli||:n ;r2i| |:I/l ;r3:||:n;lr4i|q(zl)+ +( )( 1)r1+ +ry

r4<n

n=rr=k]fn=ra] [n=n][n=n] ()2 Cpypinin
Z 2. [ H "3 ][ r4 Mrptk]q( ) (=Dt (2.14)

k=—nry,r3,ra4<n

By (2.2), for k > 0, we have
_n_VZ- _l’l—l”3_ —n_r4_ (3),_ r3_— rn 1 n—="T4 | (n—ry)(n—rg) _
Z r3 r4 _rz—i—k_q P(=D" = | n—rq | _r2+k]q =0,

ry<n - 4t -

while for k < 0, we have

n—ry n—rj3 n—rq4 (rf) 1V — n—r r3 (n—r3)(n—ra—k) —
Z r3 r4 rn+k q =D r3 n—rz—k]q 0-
ra<n - -t -k - - -t

Therefore, the right-hand side of (2.14) is independent of z. This completes the proof of (2.13) for m = 4.
For m >7, again by symmetry, we may assume that s > (m + 3) /2 > 5. We then complete the proof by induction on
m and using (2.10). 0
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Theorem 2.7. Letm>5,n>1 and m = 2 (mod 3). Let s <m be a positive integer such that s % 2 (mod 3). Then

2. A ﬁ[n } D=t = {(_])L(MM_DWW”(”])/6 A (2.15)

T 0 if n = 2 (mod3),
FlyeersFm SN k=1 k+1 f ( )
where 1y =71.

Proof. For m =5, by symmetry, we may assume that s = 3. In this case, the left-hand side of (2.15) may be written as

i Z vln—rm—k||\n—rn||ln—mr||ln—ri||n—rs
¢ r r3 r4 rs r3+k
k=—nry,...rs<n
w g U D+ +(3) L qyprrarats, (2.16)
By (2.2), for k > 0, we have
n—r3 n—r4 n—rs ("4)_ s _
ZI: r4 :||: rs i||:r3+kj|q 2(=D" =0,
ra<n
while for k < 0, we have
n—r3 n—rql|ln—rs (’25)_ rs _
) | | ) R
rs<n

Therefore, the right-hand side of (2.16) is independent of z. This completes the proof of the m = 5 case of (2.15).

For m > 8, again by symmetry, we may assume that s > (m + 3)/2. We then complete the proof by induction on m
and using (2.10). O
3. Generalization of (1.1) and Lucas’ formulas

The following identity (3.1) was already announced in [11].

Theorem 3.1. We have

) n<n_rk> o _l_x}lmmxﬁlﬁ : G.1)
o i N TR ) + xg) kT L—xpoxm 50 + x)" '

where ry41 =71.

To prove this theorem, we need the following form of the multivariate Lagrange inversion formula (see [9, p. 21]).

Lemma 3.2. Let m > 1 be a positive integer and X = (x1, ..., Xp). Suppose that x; = u;jp;(X) fori =1,...,m and
@; is a formal power series in X with complex coefficients such that ¢;(0, ..., 0) # 0. Then any formal power series
f(X) with complex coefficients can be expanded into a power series inu = (uy, ..., Uy) as follows:

fEx@) = Y XSG ) - G (0 A),

reN”

where [X"] f (X) denotes the coefficient of X" = xfl ... X" in the series f(X) and

A :det(5~— a M)
" Y Ox; 1<1,<m.
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Proof of (3.1). Let ¢; (x) = (1 4+ x;—1)(1 +x;) (1 <i <m), where xo =x,,. Then 41 = (1 —x1)/(1 +x1) and form >2

1 0 —Xm
14+ x; 14+ x,
—X1 1
l+x1 1+x 0 0
dn=| o —X2 1 0 — T—X’"
14+x 14x3 [Tezi (1 +x0)
A I
14+ xpu_1 14+ x5,

Now take

n+l n+l M

1—x - X 1
1 m
X) = || .
Fx) L=xpooxm o (T+x)"

Then

n+l n+l
1 —x) Xy

B AE S AT,

FEG X ... P (%) Ay

Note that

= — Tk+1 — Ik
r _1 Tk + 1 Tk )
]1_[ (1 +)C )n+1 F—Tk+1 kl:[l( ) ( ) 1_[( < Fett )

Also,
nH lr_n[(—l)rk ('rrk) if ri,....rm=n+1,
[x ]1_[ 1 n+l —rg—ri1 | k=1 e
1+ x) 0 otherwise.

By subtraction we derive from Lemma 4.1 that

fo= > - ’m]‘[( 1)”( ”")

r
minf{ry,...,rp} <n ket

- Z I <” - ”k) __ et
- ) (1 4 xp)/* o1’

r
ctm <n k=1 k+1

as desired. [

Remark. Strehl [16] has obtained more binomial coefficient formulas by applying the multivariate Lagrange inversion
formula.

Letting x; = x for all i in (3.1) we obtain (1.1), while letting x = (W35 = 3) /2 in (1.1) we obtain the following
remarkable identity:

Proposition 3.3. Form,n>1, we have

Z ﬁ <n — rk) _ gm@n+l) _ (ﬁ_ 3)m(n+1)
@m — (V5 =3)" 5 —

Flyeees rm<nk=l1

where 141 =711.
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To see that (1.1) is a common multiple extension of two formulas of Lucas, we first recall the following elementary
counting results (see, for example, [15, Lemma 2.3.4]).

Lemma 3.4. The number of ways of choosing k points, no two consecutive, from a collection of n — 1 points arranged

onalineis (";k ) The number of ways of choosing k points, no two consecutive, from a collection of n points arranged

onacycle is (n/(n — k)) (";k)

Now, the m = 1 case of (1.1) corresponds to

L%ZIJ (n B k) e (3.2)

S\ kS a+or d-nd+0" '
On the other hand, for r{,...,r, € {0, 1} and r,+1 = r1, the product ]_[21:1 (ik_ﬁ) equals 1 if there are no two
consecutive 1’s in the sequence r1, ..., I'y, 'm+1, and O otherwise. Thus, by Lemma 3.4, the n = 1 case of (1.1)

corresponds to the following identity:

Lm/2] B % "
m <mkk> (=) 1+x (33)

m —k A+0% A +x0)"

k=0

Clearly Lucas’ formulas (1.7) and (1.8) are equivalent to (3.2) and (3.3). When x = w the latter formulas (replacing m
by nin (3.3)) can be written as

n/2] Nk . 1 — ot 1 %f n=0,1(mod6),
Z (D = (— =10 if n =2,5(mod6), 3.4

par N L—o)d+o)" i if 4 =3,4(mod6)
and
n/2) 2 if n =0 (mod6),
Z n n—k (1) = l+o" )1 if n=1,5(mod6), 3.5)
= n—=k k T (4w | -1 if n=2,4(mod6), :

—2 if n =3 (mod6).

Motivated by the recent combinatorial proof of (3.4) and (3.5) by Shattuck and Wagner [14], we shall give a combinatorial
proof of a polynomial version of (3.2) and (3.3) in the next section.

4. Combinatorial proof of Lucas’ formulas

Letting m = —x /(1 + x) in (3.2) and (3.3), we obtain

n/2)
> <” - k) mhm + D = L (n 4 1 = my, 4.1
k 2m 4+ 1

k=0

[n/2] k

n n— k k _ n AR

Z m*m 4+ DF = (m + D" + (—m)". 4.2)
n—k k

k=0

We now give a bijective proof of (4.1) and (4.2) assuming that m is a positive integer. Obviously this is sufficient to

prove their validity.

e For any positive integer n, let [n] := {1, ..., n}. Given n > 1, let % be the set of all triples (A; f, g) suchthatAisa
subset of [n — 1] without consecutive integers, f: A — [m] and g: A — [m + 1] are two mappings (or colorings).
By Lemma 3.4 the left-hand side of (4.1) is the cardinality of .%.
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A chain is a set of consecutive integers, the cardinality being called its length. Let X be a set of integers. A chain
Y C X is called maximal if there is no other chain Y’ in X such that ¥ C Y. It is clear that X can be decomposed
uniquely as a union of its disjoint maximal chains. Let 7 be the set of all pairs (X; #) where X C [n] such that the
maximal chain containing n in X (if exists) is of even length and h: X — [m] is a mapping. Since the number of
all pairs (X; h) with X C [n] and h: X — [m] is equal to (m + 1)", the number of all such pairs (X; #) with the
maximal chain containing n being of even length, say 2k, is given by

m2k(m + 1)n72k71 — m2k(m + 1)n72k _ m2k+] (m + l)n,Qk,]
if 2k <n, and m" if 2k = n. Summing up, the cardinality of 7 equals

ln/2] Ln—=1)/2] n

k=0 k=0 k=0

i.e., the right-hand side of (4.1).

It remains to establish a bijection 0: ¥ — 7. For each (A; f,g) € &,let B={i + 1:i € A and g(i) € [m]} and
define 0(A; f,g)=(X; h)by X=AUBandh|y= fand h(i)=g(i — 1) fori € B.Itiseasy to see that (X; h) € 7.
Conversely, let (X; h) € 7, suppose X = X1 U --- U X, where X; is a maximal chain of X foreachi =1, ...,s.
Write X; ={x; 1, Xi 2, Xi 3, . . .} in increasing order. Define the tripe (A; f, g) € ¥ by A= Ule {xi1,xi3, X5, ...}
f=hlaandg(@)=hG@+1)ifi+1e€ X\Aandg(i)=m+ 1ifi+1¢ X\A. Then (A; f, g) is the unique preimage
of (X; h) under the mapping 0. This completes the proof of (4.1).

e Next consider the cyclic group Z,, = {0, 1, ...,n — 1}. Let % be the set of triples (A; f, g), where A is a subset of
7, without consecutive elements of Z,,, f: A — [m] and g: A — [m + 1] are two mappings. By Lemma 3.4 the
left-hand side of (4.2) is equal to the cardinality of %.

Let 7~ be the set of all pairs (X; k) where X C Z,, and h: X — [m] is a mapping. We define a mapping ¢: % — 7V~
as follows.

For each (A; f,g) € U, let B={i +1:i € Aand g(i) € [m]}, X=AUB, h|g = f and h(i) = g(i — 1) for
i € B.Then ¢(A; f, g) = (X; h) € V. Conversely, each (X; h) € ¥~ with XCZ, has a unique preimage under the
mapping ¢. However each (Z,; h) € ¥ has no preimage if n is odd, and has two preimages if n is even: (A1; f1, g1)
and (A2; f>, g2), where Ay ={0,2,4,...,n—2}, A, ={1,3,5,...,n—1}, fi(i) =h() and g1 (i) =h(i + 1) for
i €Ay foiy=h(i)and g2(i) =h(i + 1) fori € A,. Thus, the cardinality of % is equal to (m + 1) + (—m)". This
completes the proof of (4.2).
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