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Abstract

In a one-dimensional local ring R with �nite integral closure each nonzerodivisor has a value
in Nd, where d is the number of maximal ideals in the integral closure. The set of values
constitutes a semigroup, the value semigroup of R. We investigate the connection between the
value semigroup and the ring. There is a particularly close connection for some classes of rings,
e.g. Gorenstein rings, Arf rings, and rings of small multiplicity. In many respects, the Arf rings
and the Gorenstein rings turn out to be opposite extremes. We give applications to overrings,
intersection numbers, and multiplicity sequences in the blow-up sequences studied by Lipman.
c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

A one-dimensional local domain R is analytically irreducible, i.e., the completion R̂
is a domain, if and only if the integral closure �R of R is a DVR, �nite over R. In this
case, since �R is a DVR, every nonzero element of R has a value in N, and the set of
values v(R) constitutes a numerical semigroup, i.e., an additive submonoid of N with
�nite complement to N.
For a one-dimensional reduced Noetherian local ring R, its integral closure �R is �nite

over R if and only if the completion R̂ is reduced (cf. [12, Ch. 10]). Such a ring is
called analytically unrami�ed and these rings are the basic objects of our study in this
paper. An important class of examples of such rings are the local rings of an algebraic

∗ Corresponding author.
E-mail address: ral�@matematik.su.se (R. Fr�oberg)
1 Partially supported by NATO Collaborative Research Grant No. 970140.

0022-4049/00/$ - see front matter c© 2000 Elsevier Science B.V. All rights reserved.
PII: S0022 -4049(98)00160 -1

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Elsevier - Publisher Connector 

https://core.ac.uk/display/82730874?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


216 V. Barucci et al. / Journal of Pure and Applied Algebra 147 (2000) 215–254

curve. For analytically unrami�ed rings the set of values of nonzerodivisors constitutes
a subsemigroup S of Nd, where d is the number of maximal ideals of the integral
closure (cf. [7]).
These semigroups satisfy some fundamental conditions that follow from their def-

inition by valuations. We develop a theory on subsemigroups of Nd satisfying these
conditions and we call them good semigroups. Although the theory of these good semi-
groups is parallel to that of rings, the value semigroup of rings are not characterized
as being good.
Some of our constructions lead us to semilocal rings and to the corresponding semi-

groups. Thus, we have found it natural to consider semilocal rings and their value
semigroups throughout the paper.
Since semigroups are simpler objects than rings, we want to see what a semigroup

of a ring can reveal about the ring. The connection between rings and their value semi-
groups is particularly strict for some special classes of rings, like almost Gorenstein,
and Arf rings. We also show this strict relation between rings and their semigroups
when the multiplicity is small. In this case the class of value semigroups of rings
coincides with the class of good semigroups.
A sequence of overrings consisting of consecutive blowing-ups from R to �R is studied

by Lipman in [11]. We construct a “dual” sequence from �R to R, giving the Lipman
sequence in reverse order when R is an Arf ring. Considering the localizations of the
rings in the Lipman sequence, their multiplicities give precise geometric information
about the singularity of R, when R is local. Using the connection with the semigroups,
we are able to give a numerical characterization of the multiplicity sequences of any
semilocal ring R.

1.1. Preliminaries

Let R be a Noetherian, reduced, one-dimensional, semilocal ring such that its integral
closure �R in the total ring of fractions Q(R) of R is a �nite R-module. If P1; : : : ; Pn are
the minimal primes of R, then �R'∏n

i=1 R=Pi, where R=Pi is the integral closure of R=Pi
in its quotient �eld Q(R=Pi). Since R=Pi is a one-dimensional, Noetherian, integrally
closed domain, it is the intersection of the DVRs obtained by localizing R=Pi at its
maximal ideals. Let R=Pi=Vi;1 ∩ · · · ∩Vi; hi and denote by vi; j the valuation associated
to Vi; j. For each r ∈Q(R)'Q(R=P1)× · · ·×Q(R=Pn) we can consider the value of r,
v(r)= (v1;1(r); : : : ; vn; hn(r)). The set v(R)= {v(r) | r ∈R; r nonzerodivisor} is a subset
of NH ; H =

∑n
i=1 hi. In the same way the ring Rmi (where m1; : : : ; mr are the maximal

ideals of R) has a value semigroup vi(Rmi). The limit cases of this general situa-
tion are when R is a domain, i.e., when there is only one minimal prime, and when
each R=Pi is analytically irreducible, i.e., when each R=Pi is a DVR. In the �rst case
R=

⋂r
i=1Rmi and in the second case R=

∏r
i=1 Rmi (as we show in Proposition 3.1),

but we want to notice that, always in our hypotheses v(R)=
∏r
i=1 vi(Rmi). It is clear

that v(R)⊆ ∏r
i=1 vi(Rmi). Conversely, if (�1; : : : ; �r)∈

∏r
i=1 vi(Rmi) (�i is in general a

vector), then there exist elements x1; : : : ; xr ∈R such that vi(xi)= �i in Rmi . For each
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i pick an element yi ∈ (
⋂
j 6=imj)\mi. Then vi(yi)= 0 in Rmi and vj(yi) has only pos-

itive coordinates if j 6= i. Hence, taking su�ciently large powers of yi, the element∑r
i=1 xiy

Ni
i ∈R has value (�1; : : : ; �r).

We will all through the paper assume that R is residually rational, i.e., that all
localizations at maximal ideals of R and �R have the same residue �eld, and we will
assume that the cardinality of this �eld is at least equal to the number of maximal
ideals of �R. This is a restriction, but it is necessary to get a close correspondance
between R and its semigroup of values v(R) (and it is ful�lled e.g. if R is local with
algebraically closed residue �eld).
In order to get simpler notation and to make the arguments easier, we will assume the

following additional hypothesis: �R is a product of DVRs. This assumption is motivated
by the following remarks. If we consider the completion R̂ of R with respect to its
Jacobson radical, then R̂= R̂m1 × · · ·× R̂mr , cf. [13, Theorem 17.7]. Hence R̂ is a one-
dimensional, Noetherian, semilocal ring and, by the fact that �R is �nite over R, it
follows that R̂ is reduced. More precisely �R �nite over R implies that Rmi is �nite over
Rmi , and this fact is equivalent to the fact that R̂mi is reduced, cf. [12, Theorem 10.2],
and therefore R̂ is reduced. Now the integral closure of R̂ in its total quotient ring is
a product of DVRs, since this is true for each R̂mi , cf. e.g. [8, Section 1]. Moreover,
in the local case we have also vi(Rmi)= v̂i(R̂mi), cf. e.g. [8, Section 1]. It follows that
v(R)=

∏r
i=1 vi(Rmi)=

∏r
i=1 v̂i(R̂mi)= v̂(R̂). If �R is a product of DVRs we can use the

fact that R is a product of local rings (cf. Theorem 5.11) to simplify our arguments,
but all other results are true without this assumption.
We repeat our standing hypotheses and �x the following notation. In this paper we

study semilocal, one-dimensional, residually rational rings with not too small residue
�eld, with d minimal primes, with �nite integral closure which is a product of DVRs,
�R=V1× · · ·×Vd, and with value semigroup S = v(R)⊆Nd.

1.2. Description of the contents

In Section 2 we produce a theory for good semigroups, i.e., the semigroups satisfy-
ing the conditions listed in Proposition 2.1. Since we are interested in semilocal rings,
our setting, also at the semigroup level, is a bit more general than in previous works.
However it is natural to de�ne local semigroups and we show in Theorem 2.5 that any
good semigroup is a direct product of local ones. Using this result, it is possible to use
the d( \ ) function as in [8], which translates to the numerical level the length func-
tion for R-modules, and to reduce computations to the local case (cf. Proposition 2.12).
In Example 2.16, we give an example of a good semigroup which is not the value
semigroup of a ring.
In Sections 3 and 4 we investigate what can be said about the ring from its semi-

group of values. As we have noticed in Section 1.1, the semigroup of values of a
semilocal ring R is the direct product of the corresponding semigroups of the local-
izations of R at its maximal ideals. Section 3 begins with the more precise result that,
under the additional hypothesis that �R is a product of DVRs, the semilocal ring itself is
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the direct product of its localizations. We then show that, for the connection between
the ring and its semigroup, we get satisfying results for three classes of rings. Almost
Gorenstein rings and rings of maximal embedding dimension (in particular Arf rings)
are characterized in terms of their value semigroups in both the local (Propositions 3.7
and 3.19, Corollary 3.15) and the semilocal case. The rings of small multiplicity are
treated in Section 4. We classify completely the good semigroups of multiplicity less
than or equal to 3 (cf. Proposition 4.1 and Theorem 4.6) and we show that, in this
case, the class of good semigroups coincides with the class of value semigroups of
rings (cf. Example 4.12).
In Section 5 we construct the sequence of overrings dual to the Lipman sequence

for an Arf ring, make a similar construction for semigroups, and study multiplic-
ity sequences. We show that any Arf ring (semigroup, resp.) can be obtained by
our constructions, cf. Theorem 5.5(ii) (Theorem 5.7(ii), resp.). As a consequence,
we obtain the result that any Arf semigroup is the value semigroup of an Arf ring
(cf. Corollary 5.8). We introduce the concept of multiplicity forest of a ring. The
multiplicity forest of a ring R contains much information about the ring, e.g. all
its multiplicity sequences along the branches and also the conductor R : �R. Moreover the
multiplicity forest of a ring R is the same as the multiplicity forest of R′, the smallest
Arf overring of R (cf. Proposition 5.3) and describes completely the semigroup v(R′).
By this non severe restriction to the Arf case, all possible multiplicity forests of rings
are characterized (cf. Theorem 5.11). As an example we give all possible multiplicity
forests (in this case trees) for local rings of multiplicity 3 (cf. Example 5.16).

2. Generalities on semigroups

In this section we want to see what are the properties of the class of semigroups,
we are interested in, that we can conclude intrinsically. The semigroup of values of a
ring has been studied by many authors, and many results can be found in [7]. Since
they study rings which are not necessarily residually rational, we prefer to refer to
[8] for precise known results, even if some can be found in [7]. The scope in [8] is
semigroups of local rings. It turns out that the semilocal case is not much di�erent,
and we will refer to [8] even in the more general case if the proof is identical. Let
�=(�1; : : : ; �d) denote an element in Nd. If �; �∈Nd, we set �≥ � if �i≥ �i for all i,
and �¿� if �≥ � and � 6= �.
The set of values of a semilocal ring R constitutes a subsemigroup containing 0 of

Nd which satis�es some good properties, cf. [7, 8].

Proposition 2.1. Let S = v(R)⊆Nd. Then
(1) If �; �∈ S; then min(�; �)= (min{�1; �1}; : : : ;min{�d; �d})∈ S.
(2) If �; �∈ S; � 6= � and �i= �i for some i∈{1; : : : ; d}; then there exists i∈ S such

that �i¿�i= �i and �j ≥ min{�j; �j} for each j 6= i (and if �j 6= �j; the equality holds).
(3) There exists �∈Nd such that S ⊇ �+Nd.
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A subsemigroup of some Nd that satis�es (1)–(3) above will be called a good
semigroup. Notice that conditions (1) and (2) vanish when d=1.
First we note that the class of good semigroups is closed under projection. The proof

is immediate.

Proposition 2.2. Let S ⊆Nd be a good semigroup. If I = {i1; : : : ; il}⊆{1; : : : ; d}; then
�I (S)= {(�i1 ; : : : ; �il)∈Nl | there is a �∈ S such that �ij = �ij for j=1; : : : ; l} is a
good semigroup.

Also the following statement is easily proved:

Proposition 2.3. If S = S1× · · ·× Sr is a semigroup; then S is good if and only if all
Si are good.

Let S be a good semigroup. If E⊆Zd is such that E + S ⊆ S and � + E⊆ S for
some �∈ S, then E is called a relative ideal of S. For any �∈Zd we denote by
�(�)= {�∈Zd | �i= �i for some i∈{1; : : : ; d} and �j¿�j if j 6= i} (notice that if d=1,
�(�)= {�}). If E is a relative ideal of S we set �E(�)=�(�)∩E. If E; F are relative
ideals of S we set E −Zd F (or simply E − F)= {�∈Zd | � + F ⊆E}. This last is
also a relative ideal of S. If � is the minimum element satisfying � + Nd⊆ S, cf.
Proposition 2.1(3), (such an element exists by Proposition 2.1(1)) then we will denote
�+Nd by C(S) and call it the conductor of S. We have C(S)= S −Nd. The element

= �−(1; : : : ; 1) is called the Frobenius vector of S. This vector will play an important
role in the theory of good semigroups.

Lemma 2.4. Let S ⊆Nd be a good semigroup and let I = {i1; : : : ; il}⊆{1; : : : ; d}. We
have:
(i) If �∈ S and �i¿
i if i∈ I; then every element i of Nd such that �i¿
i if i∈ I

and �h= �h for each h =∈ I is an element of S.
(ii) �S(
)= ∅.

Proof. (i) This follows from properties (1) and (2) of good semigroups.
(ii) This follows from (i) and from the fact that 
+(1; : : : ; 1) is the minimum element

such that S ⊇ 
 + (1; : : : ; 1) +Nd.

A good semigroup S is said to be local if 0 is the only element in S which has
some coordinate equal to 0. We have chosen this name because if R is a ring, then
v(R) is local if and only if R is local.

Theorem 2.5. Every good semigroup is a direct product of good local semigroups.

Proof. Consider the subsets A⊆{1; : : : ; d} with the following property: (P) There is
an �∈ S such that �j =0 if j =∈A and �j 6=0 if j∈A.
Denote the minimal nonempty subsets verifying (P) by A1; : : : ; Ar . We claim that

A1; : : : ; Ar is a partition of {1; : : : ; d}. If Ai ∩Aj 6= ∅, then choose �∈ S such that �h=0
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if h =∈Ai and �h 6=0 if h∈Ai, and �∈ S such that �h=0 if h =∈Aj, �h 6=0 if h∈Aj. Since
�= min(�; �)∈ S and �h=0 if h =∈Ai ∩Aj; �h 6=0 if h∈Ai ∩Aj, we get by the mini-
mality of Ai and Aj that Ai=Ai ∩Aj =Aj. To prove that

⋃r
i=1Ai= {1; : : : ; d}, choose

�i ∈ S, such that �ij =0 if j =∈Ai; �ij 6=0 if j∈Ai. Assume that
⋃l
i=1Ai 6= {1; : : : ; d}

and let h be an index such that h∈{1; : : : ; d}\⋃r
i=1Ai. Applying property (2) of good

semigroups to the elements 0 and �= �1 + · · · + �l, with respect to the h’th coor-
dinate, we get that there exists �∈ S such that �j =0 if j∈

⋃r
i=1Ai and �h¿0. Set

B= {i∈{1; : : : ; d} | �i 6=0}. Then B∩Aj = ∅ for j=1; : : : ; r. It follows that there exists
a minimal subset of {1; : : : ; d} veryfying (P) and di�erent from A1; : : : ; Ar , which is a
contradiction. We have proved the claim.
Now, by Proposition 2.2 the projections SAi are good semigroups, and by minimal-

ity of Ai they are local. Clearly S ⊆ SA1 × · · ·× SAr . Let TAj = {�Aj (�) | �∈ S; �h=0 if
h =∈Aj}. Since S is a semigroup we have TA1 × · · ·×TAr ⊆ S. Now let �Aj (�) be an
element of SAj . By de�nition of Aj we can �nd an element �∈ S such that �i=0 if
i =∈Aj; �i¿0 if i∈Aj; hence �(�)∈TAj . By replacing � with a large multiple of � we
get �i=0 if i =∈Aj; �i¿�i if i∈Aj. Then i= min(�; �)∈ S and �i=0 if i =∈Aj; �i= �i
if i∈Aj. Thus �Aj (�)∈TAj so SAj =TAj and S = SA1 × · · ·× SAr .
Remark 2.6. The representation of a good semigroup as a product of good local semi-
groups is unique. Since the local components of S determine a partition A1; : : : ; Ar of
{1; : : : ; d}, we will denote this unique representation by S = SA1 × · · ·× SAr , when we
want to emphasize this partition.

2.1. Relative ideals and the function d( \ )

In the following, S will always be a good semigroup. A relative ideal of S need
not satisfy the properties (1) and (2) of good semigroups (cf. Proposition 2.1), as the
following example shows. (However (3) is always satis�ed.)

Example 2.7. Let S = {(0; 0)}∪ ((1; 1) +N2). The set E= {(1; 1)}∪ {(1; n) | n≥ 3}∪
((2; 2)+N2) is a relative ideal of S. But (1; 3); (2; 2)∈E and (1; 2)= min((1; 3); (2; 2))
=∈E. Moreover (1; 1)∈E and (1; 3)∈E, but (m; 1) =∈E for every m≥ 2.

A relative ideal E that does satisfy properties (1) and (2) will be called a good
relative ideal. If E= v(I) is the value set of a fractional ideal I of a ring R, then E
is a good relative ideal. By this fact it follows that it is possible to compute lR(I=J ),
where I ⊇ J are fractional ideals of R, in terms of the sets of values v(I) and v(J ),
cf. [7, 8]. More precisely, we have (cf. [8, Proposition 2.3]):

Proposition 2.8. If E is a good relative ideal and �; �∈E; �¡�; then all satu-
rated chains �= �(0)¡�(1)¡· · ·¡�(n) = �; �(i) ∈E; have the same length. (A chain �=
�(0)¡�(1)¡ · · ·¡�(n) = � is called saturated if it cannot be extended to a longer chain
between � and � in E:)
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Fig. 1. A picture of S.

There are relative ideals E which are not good, but satisfy the conclusion of
Proposition 2.8.

Example 2.9. Let S = {(0; 0)}∪ ((1; 1)+N2) and E= {(1; 1)}∪ ((1; 2)+N2). Then E
satis�es the conclusion of Proposition 2.8, but clearly E does not satisfy (2).

Notice also that, if E; F are good relative ideals of S, the relative ideal E−F is not
necessarily good.

Example 2.10. Let S be the semigroup consisting of the dots and let C(S)= {�∈Z2 | �
≥ (12; 12)} in Fig. 1. It is easily checked that S is a good semigroup and the subset
M = S\{0} is a good relative ideal of S, but S − M (that is depicted in Fig. 2) is
not a good relative ideal of S, because for �=(4; 3) and �=(5; 3), property (2) of
Proposition 2.1 does not hold.
If E is a good relative ideal of S and if �; �∈E; �¡�, we let dE(�; �) denote the

common length of a saturated chain in E from � to �. If �= � we set dE(�; �)= 0.
If E⊇F are good relative ideals and mE;mF are the minimal elements in E and F
respectively, then for any su�ciently large �∈F (it su�ces to take �∈F −Zd Nd) we
set d(E\F)=dE(mE; �)−dF(mF ; �). It is shown in [8] that this de�nition is independent
of the choice of �. The function d( \ ) has the following properties, cf. [8, Proposition
2.7, Corollary 2.5].

Proposition 2.11. (i) If E⊇F ⊇G are good relative ideals of S; then we have d(E\G)
=d(E\F) + d(F\G).
(ii) If E⊇F are good relative ideals of S; then d(E\F)= 0 if and only if E=F .
(iii) If R is a ring; I ⊇ J fractional ideals of R; then lR(I=J )=d(v(I)\v(J )).
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Fig. 2. A picture of S −M .

The following proposition shows that in many cases we can restrict ourselves to
local semigroups.

Proposition 2.12. If S = SA1 × · · ·× SAr is the representation of S in its local compo-
nents and if E is a good relative ideal of S; then; if EAi = �Ai(E); we have E=EA1 × · · ·
×EAr . Moreover

(i) �Ai(E) is a good relative ideal of SAi .
(ii) If �; �∈E; �¡�; then dE(�; �)=

∑r
i=1 dEAi (�Ai(�); �Ai(�)).

(iii) If E⊇F are good relative ideals of S; d(E\F)= ∑r
i=1 d(EAi\FAi).

Proof. Without loss of generality, we can assume that 0 is the smallest element in
E. Obviously, E⊆EA1 × · · ·×EAr . Let GAi = {�Ai(�) | �∈E; �h=0 if h =∈Ai}. Since E
is a relative ideal of S we have E⊇ SA1 × · · ·× SAi−1 ×GAi × SAi+1 × · · ·× SAr , for each
i=1; : : : ; r. It follows, by property (1) of good relative ideals, that E⊇GA1 × · · ·×GAr .
Now, as in the proof of Theorem 2.5, we can conclude that GAi =EAi and that E=EA1
× · · ·×EAr . The remaining statements are easy to prove.

The following lemma gives a method to compute the function d( \ ), that we will
use later (cf. [8, Corollary 2.6]).

Lemma 2.13. Let E be a good relative ideal of S; �∈Zd; and set E(�)={�∈E |�≥�}.
If �i= �+ ei ; where eij =0 if j 6= i and eii =1; then d(E(�)\E(�i))≤ 1 with equality if
and only if {�∈E | �i= �i and �j ≥ �j; if j 6= i} 6= ∅.

2.2. The canonical relative ideal K

The canonical ideal K =K(S) of S is de�ned as {�∈Zd |�S(
 − �)= ∅}, cf. [8].
The following is shown in [8], cf. [8, Proposition 3.2, Theorems 3.6, 4.1] in the local
case. Notice that, in our hypotheses, it is always possible to �nd a canonical ideal
between R and �R.
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Proposition 2.14. (i) K is a good relative ideal of S.
(ii) �K (
)= ∅.
(iii) If S is local; then 
∈K .
(iv) If R is a ring and ! a fractional ideal of R; R⊆!⊆ �R; then ! is a canonical

ideal of R if and only if v(!)=K .

Also here we can restrict to local semigroups. The proof of the following proposition
is immediate.

Proposition 2.15. If S = SA1 × · · ·× SAr is the representation of S in its local
components; then K(S)=K(SA1 )× · · ·×K(SAr ).

We now give an example to show that not all good semigroups are semigroups of
rings.

Example 2.16. Let S be the semigroup consisting of the dots and C(S)= {�∈Z2 | �≥
(25; 27)} in Fig. 3. It is easily checked that S is a good semigroup. The semigroup ideal
K consists of S and the circles in Fig. 3. We will show that S is not the semigroup
of values for any ring. So suppose that S = v(R) for some ring R and �x a canonical
ideal !, R⊆!⊆ �R. Then v(!)=K . Since lR(!=R)=d(K\S)=dK (0; 
 + (1; : : : ; 1))−
dS(0; 
+(1; : : : ; 1))= 27−25=2, there exists a fractional ideal I of R strictly between
R and !. It follows that v(I) is a good relative ideal of S such that v(I) is strictly
between S and K (cf. Proposition 2.11(ii)). But it is not di�cult to see that if we add
to S any point of K , we have to add all the points of K\S in order to make properties
(1) and (2) (of Proposition 2.1) hold. This fact means that there is no good relative
ideal of S strictly between S and K , and this is a contradiction.

We conclude this section with a partial numerical analogue of the equality lR( �R=R)=
lR(!=C), where C =R : �R (cf. e.g. [5, Lemma 19c)] for the local case).

Proposition 2.17. Let S be a semigroup and K its canonical ideal. Then we have
d(Nd\S)≥d(K\C(S)).

Proof. Using Lemma 2.13 and the additivity of the function d( \ ) we can compute
d(Nd\S)=d(Nd\C(S))−d(S\C(S)) and d(K\C(S)) moving from 0 to 
+(1; : : : ; 1)
adding step by step ei for some i. Hence, for 0≤ �¡
+(1; : : : ; 1); d(Nd\S) increases
with 1 if and only if d(S(�)\S(�i))= 0 and d(K\C(S)) increases with 1 if and only
if d(K(�)\K(�i))= 1. Fix any path from 0 to 
 + (1; : : : ; 1) and consider the path
obtained taking the points 
 + (1; : : : ; 1) − �, where � is in the �xed path. Now if
d(K(�)\K(�i))= 1, there exists �∈K; �i= �i and �j ≥ �j if i 6= j. Hence �S(
−�)= ∅
and therefore d(S(
+ (1; : : : ; 1)− �i)\S(
+ (1; : : : ; 1)− �))= 0, since any i∈Nd with
�i= 
i + 1− �i − 1= 
i − �i and �j ≥ 
j + 1− �j belongs to �(
− �).
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Fig. 3. A good semigroup which is not the semigroup of a ring.

Corollary 2.18. Let S be a semigroup. Then d(Nd\C(S))≥ 2d(S\C(S)).

Proof. By Proposition 2.17, d(Nd\S)≥d(K\C(S)). Hence d(Nd\C(S))=d(Nd\S)+
d(S\C(S))≥d(K\C(S)) + d(S\C(S)). Since K ⊇ S, the conclusion follows.

3. Some classes of (Semilocal) rings well described by their semigroups of values

If R is a semilocal ring with maximal ideals m1; : : : ; mr , we have seen in the Pre-
liminaries that v(R)=

∏r
i=1 v(Rmi), so we can reduce problems to the local case. Since

we have assumed that �R is a product of DVR’s, we can prove something more, as a
consequence of the following result, that we could not �nd in the literature:
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Proposition 3.1. Let A be a Noetherian ring such that its integral closure �A is a �nite
product of local domains (not necessarily of dimension one). Then A is a semilocal
ring isomorphic to the product of all its localizations at maximal ideals.

Proof. Let �A=A1× · · ·×Ad. Then the maximal ideals in �A are n1×A2× · · ·×Ad; : : : ;
A1× · · ·×Ad−1× nd, where ni is the maximal ideal in Ai. The minimal primes in �A
are 0×A2× · · ·×Ad; : : : ; A1× · · ·×Ad−1× 0. Spec( �A) is the disjoint union of Spec(Ai);
i=1; : : : ; d. Every maximal ideal in A is the contraction of a maximal ideal in �A, thus
A is semilocal with maximal ideals m1; : : : ; mr , say. Each minimal prime in A lies in
exactly one maximal ideal (since they are contracted from �A). Let {Pi; i∈ Ik} be the
minimal prime ideals of A which lie in mk , and let Qk =

⋂
i∈Ik Pi. The natural map

A→A=Q1× · · ·×A=Qr is injective since
⋂r
1 Qi=0 (A is reduced, since �A is reduced).

Since for any j and for any k 6= j; mj is a prime ideal that does not contain Pi, for any
i∈ Ik , we have Qk 6⊆

⋃
j 6=k mj and

⋂
j 6=k Qj 6⊆mk . Hence, if we pick a∈Qk\

⋃
j 6=k mj and

b∈ ⋂
j 6=k Qj\mk; a+b∈Qk+Qj but does not belong to any maximal ideal, so the Qj’s

are comaximal. Thus, the map is surjective, so A'A=Q1× · · ·×A=Qr =(A=Q1)m1 × · · ·
×(A=Qr)mr . Now (Q1)m1 = (

⋂
i∈I1 Pi)m1 , and the intersection can be extended to all

minimal primes since (Pk)m1 =Am1 if k 6∈ I1. Thus Q1m1 = 0m1 .

We now return to our setting of one-dimensional rings.

Corollary 3.2. If (R;m1; : : : ; mr) is a semilocal ring with �R=V1× · · ·×Vd; where Vi
is a DVR; i=1; : : : ; d; then R'Rm1 × · · ·×Rmr .

We can use the corollary above to reduce many questions on semilocal rings to the
local case.
First we need to �x some notation. Notice that if (R;m) is a local ring and S = v(R),

then S is a (good) local semigroup and v(m)= S\{0} is a good relative ideal of S. If
S is any (good) local semigroup, we will denote by M the relative ideal S\{0} (and
call it the maximal ideal of S).
If (R;m1; : : : ; mr) is a semilocal ring with �R=

∏d
i=1 Vi (a product of DVR’s), by

Corollary 3.2, R'Rm1 × · · ·×Rmr , so the Jacobson radical of R is m=
⋂r
i=1mi=

∏r
i=1

miRmi . Considering the values, we get that S = v(R) is a good semigroup, S ⊆Nd.
Of course r≤d and, assuming that the maximal ideals ni1 ; : : : ; nil of �R are those ly-
ing over the maximal ideal mi of R, we have that v(mi)= {�∈ S | �i1¿0; : : : ; �il¿0}
and M = v(m)= {�∈ S | �i¿0 for i=1; : : : ; d} are good relative ideals of S. More-
over, S = v(Rm1 )× · · ·× v(Rmr )= S1× · · ·× Sr , where for i=1; : : : ; r, Si= v(Rmi) is a
local semigroup with maximal ideal Mi= v(miRmi). It is easily checked that M =
M1× · · ·×Mr .
If S is any (good) semigroup, S ⊆Nd, we know by Theorem 2.5 that S is a product

of local semigroups, S = SA1 × · · ·× SAr , for a suitable partition A1; : : : ; Ar of {1; : : : ; d}.
Set M (Ai)= {�∈ S | �h¿0 for h∈Ai}. We have that M (Ai) is a good relative ideal
of S and, recalling that SAi = �Ai(S) (cf. Theorem 2.5), the maximal ideal of the local



226 V. Barucci et al. / Journal of Pure and Applied Algebra 147 (2000) 215–254

Fig. 4. v(R)− v(m)= S −M .

semigroup SAi is �Ai(M (Ai))=MAi . We de�ne the Jacobson radical of S to be the
relative ideal rad(S)=M =M (A1)∩ · · · ∩M (Ar)=MA1 × · · ·×MAr .
The object of this section is to recall some fundamental notions for rings and compare

them with the analogous notions for semigroups, in the local and semilocal case.

3.1. Type of rings and semigroups

3.1.1. The local case
It is well known that the type (or CM-type) of a local one-dimensional ring (R;m)

equals lR(R :m=R), see e.g. [10, Proposition 2.16]. Suppose now S is a (good) local
semigroup with maximal ideal M . When S−M is a good relative ideal of S, we de�ne
type(S)=d((S −M)\S). This de�nition extends that given for numerical semigroups
(cf. [10]). Unfortunately, S −M is not necessarily a good relative ideal, even if S is
the value semigroup of a ring, as the following example shows.

Example 3.3. The semigroup S of Example 2.10 is the semigroup of values of the fol-
lowing ring: R= k[[(t7; u6); (t6; u7); (t9; u11); (t10; u10); (t11; u9); (t11; u10); (t12; u12); (t13;
−u13); (t20; u12); (t16; u20); (t12; u20)]]= k[[x1; : : : ; x11]]=(x5− x6; x22− x7; x7− x11; x1x2− x8;
x2 x4 − x10; x1x8 − x9)∩ (x4 − x6; x21 − x7; x7 − x9; x1x2 + x8; x2 x8 + x10; x10 − x11), where
k is a �eld. In this example there is no possibility to de�ne dS−M (0; �) if �∈C(S),
in a way which is independent of the chain from 0 to � (cf. Fig. 4). On the other
hand the type of R (of course well de�ned) can be computed as d(v(R :m)\v(R)), cf.
Proposition 2.11(iii). It turns out that v(R :m), which is a good relative ideal of v(R)
since it is the set of values of a fractional ideal of R, is the subset of v(R) − v(m)
depicted in Fig. 5.

We will in the next two sections consider two classes of rings R for which it is
possible to de�ne the type of S = v(R). Since v(R :m)⊆ v(R)− v(m), notice that, when
type(S) is well de�ned, we have type(R)≤ type(S).
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Fig. 5. v(R :m).

3.1.2. The semilocal case
Let (R;m1; : : : ; mr) be a semilocal ring with Jacobson radical m=

⋂r
i=1mi. We de�ne

the type of R to be lR(R :m=R). Since m=�miRmi , we have R :m=�Rmi :�miRmi =
�(Rmi :miRmi), hence we get type(R)=

∑r
i=1 type(Rmi). In a similar way, if S is a

good semigroup, with Jacobson radical M , when S − M is a good relative ideal of
S, we de�ne type(S)=d(S − M\S). If S = S1× · · ·× Sr is the representation of S
in its local components (cf. Theorem 2.5) then, by Proposition 2.3, type(S) is well
de�ned if and only if type(Si) is well de�ned for all i=1; : : : ; r, and in this case
type(S)=

∑r
i=1 type(Si).

3.2. Almost symmetric semigroups and almost Gorenstein rings

A Gorenstein ring can be characterized by means of its semigroup of values, cf. [7,
Theorem 4.8]. We will in this section investigate a larger class of rings, the almost
Gorenstein rings. We start with local rings.

3.2.1. The local case
In this section (R;m) will always be a local ring and S a good local semigroup with

maximal ideal M = S\{0} and canonical ideal K =K(S). We denote by ! a canonical
ideal of R, such that R⊆!⊆ �R.

Lemma 3.4. For any semigroup S; we have S −M ⊆K ∪�(
).

Proof. Let �∈ S −M; � 6∈�(
). If � 6∈K , there would be a �∈�S(
 − �); � 6= 0, so
that � + �∈�S(
), a contradiction.

A ring R is called almost Gorenstein if it ful�ls the following equivalent conditions:
(1) lR( �R=R)= lR(R=(R : �R)) + type(R)− 1.
(2) type(R)= lR(!=R) + 1.
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(3) m!=m.
(4) !⊆m :m.

(cf. [5, De�nition-Proposition 20]). Gorenstein rings are exactly the almost Gorenstein
rings of type 1. We call almost Gorenstein rings of type 2 Kunz rings. Gorenstein rings
(Kunz rings, resp.) are characterized by the equality lR( �R=R)= lR(R=(R : �R)) (lR( �R=R)=
lR(R=(R : �R)) + 1, resp., cf. [5]).

De�nitions. The semigroup S is called symmetric whenever �∈ S if and only if �S(
−
�)= ∅ (cf. [7, De�nition 4.4(2)]). Since S ⊆K this is equivalent to K = S. We call S
almost symmetric if M =K +M .

Notice that any symmetric semigroup is almost symmetric.

Lemma 3.5. For a semigroup S the following conditions are equivalent:
(i) S is almost symmetric.
(ii) S −M =K ∪�(
).
(iii) type(S) is well de�ned and type(S)=d(K\S) + 1.

Proof. (i)⇔ (ii): We have K +M =M if and only if K +M ⊆M which is true if and
only if K +M ⊆ S, i.e., if and only if K ⊆ S−M . Since �(
)⊆ S−M , it follows from
Lemma 3.4 that S is almost symmetric if and only if S −M =K ∪�(
).
(ii)⇔ (iii): Since, for each �∈Nd, �≥ 
, we have �∈K ∪�(
) and since K is a

good relative ideal of S, also K ∪�(
) is. Hence, if S − M =K ∪�(
); type(S) is
well de�ned. When type(S) is well de�ned, since S −M ⊆K ∪�(
) (cf. Lemma 3.4)
we have type(S)=d(S−M\S)≤d((K ∪�(
))\K)+d(K\S)= 1+d(K\S) (where the
last equality holds since, for any �; �∈ (K ∪�(
))\K; �; �¡
 + (1; : : : ; 1); � 6= �; �
and � are not comparable). Hence type(S)= 1 + d(K\S) if and only if S − M =
K ∪�(
).

Proposition 3.6. A semigroup S is symmetric if and only if S is almost symmetric
and type(S)= 1.

Proof. We already noticed that, if S is symmetric, then S is almost symmetric. More-
over, if S is almost symmetric, by Lemma 3.5(iii), K = S (i.e., S is symmetric) is
equivalent to type(S)= 1.

If R is an almost Gorenstein ring, then v(m)−v(m)= v(!+ �R(
)), where �R(
)= {r ∈
�R | v(r)≥ 
}, since v(!+ �R(
))⊆ v(m :m)⊆ v(m)−v(m)⊆K ∪�(
)= v(!+ �R(
)). Since
!+ �R(
) is a fractional R-ideal, the type of S is de�ned if R is almost Gorenstein.

Proposition 3.7. The ring R is almost Gorenstein if and only if S = v(R) is almost
symmetric and type(S)= type(R).
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Proof. For every ring R, such that type(S) is well de�ned, we have lR(!=R)=d(K\S)
≥ type(S) − 1≥ type(R) − 1 (cf. the proof of Lemma 3.5 for the �rst inequality).
By de�nition R is almost Gorenstein if lR(!=R)= type(R) − 1, thus if and only if
both the inequalities are equalities, thus if and only if S is almost symmetric and
type(S)= type(R).

Proposition 3.7 can be made more precise for type(S)= 1 or 2. The �rst part of the
next corollary is the result from [7] mentioned above.

Corollary 3.8. (i) The ring R is Gorenstein if and only if S = v(R) is symmetric.
(ii) The ring R is Kunz if and only if S = v(R) is almost symmetric and type(S)= 2.

Proof. (i) It is well known that R is Gorenstein if and only if !=R, i.e., if and only
if K = S.
(ii) If R is Kunz, then by Proposition 3.7, S is almost symmetric and type(S)= 2.

Conversely, suppose S is almost symmetric and type(S)=2. We have type(R)≤ type(S).
If type(R)= 1, then R is Gorenstein and type(S)= 1 (cf. (i) and Proposition 3.6). So
type(R)= type(S)= 2 and, by Proposition 3.7, R is Kunz.

Remark 3.9. Notice that we can have type(R)= 2 and S = v(R) almost symmetric with
type(S)= 3 (cf. [4, Example II.1.19]).

3.2.2. The semilocal case
In this section, (R;m1; : : : ; mr) will be a semilocal ring with Jacobson radical m=

⋂r
i=1

mi, and S will be a good semigroup, S = S1× · · ·× Sr the representation of S in its
local components (cf. Theorem 2.5), M =M1× · · ·×Mr will be the Jacobson radical
of S, and K(S) the canonical ideal. The ring R is de�ned to be Gorenstein if and only
if Rmi is Gorenstein, for all i. We de�ne R to be almost Gorenstein if and only if
Rmi is almost Gorenstein, for all i. We call R Kunz if and only if Rmi is Kunz, for
all i.
We can give for S the same de�nition of symmetric and almost symmetric as in the

local case, where now M is not the maximal ideal, but the Jacobson radical of S. We
have:

Lemma 3.10. S = S1× · · ·× Sr is symmetric (almost symmetric; resp.) if and only if
Si is symmetric (almost symmetric; resp.) for all i.

Proof. For the symmetric property apply Proposition 2.15. S is almost symmetric if
and only if K(S) + M ⊆M , i.e., if and only if K(Si) + Mi⊆Mi for all i, i.e. if and
only if Si is almost symmetric for all i.

Reducing to the local case, analogous results to those in Section 3.2.1 can be stated
also in the semilocal case.
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Proposition 3.11. S = S1× · · ·× Sr is symmetric if and only if S is almost symmetric
and type(S)= r.

Proof. We only have to use Lemma 3.10, Proposition 3.6, and the equality type(S)=∑r
i= 1 type(Si).

Proposition 3.7 remains unchanged:

Proposition 3.12. The ring R is almost Gorenstein if and only if S = v(R) is almost
symmetric and type(S)= type(R).

Proof. Here we use the de�nition that R is almost Gorenstein if all localizations are,
then Proposition 3.7, Lemma 3.10, and the equalities type(R)=

∑
type(Rmi); type(S)=∑

type(Si).

Corollary 3.8 is changed to:

Proposition 3.13. (i) The ring R is Gorenstein if and only if S = v(R) is symmetric.
(ii) The ring R is Kunz if and only if S = v(R) is almost symmetric and type(Si)= 2

for each local component Si of S.

Proof. (i) Use Corollary 3.8(i) and Lemma 3.10.
(ii) Use Corollary 3.8(ii) and Proposition 3.12.

Alternatively, we could de�ne directly semilocal almost Gorenstein rings, as rings
satisfying the following equivalent conditions:
(1) lR( �R=R)= lR(R=(R : �R)) + type(R)− r.
(2) type(R)= lR(!=R) + r.
(3) m!=m.
(4) !⊆m :m.

Here R is semilocal with r maximal ideals and Jacobson radical m, and ! is a canon-
ical ideal, R⊆!⊆ �R. That the conditions are equivalent follows as in [5, De�nition-
Proposition 20], using now lR(R=m)= r. Then exactly the same results as in the local
case of Section 3.2.1 could be proved in the semilocal case, replacing 1 with r (also
Lemma 3.5, replacing �(
) with Nd(
)= {�∈Nd | �≥ 
}).

3.3. Maximal embedding dimension and Arf rings and semigroups

3.3.1. The local case
In this section we assume rings and semigroups to be local, with the same notation

as in Section 3.2.1. We denote the multiplicity of the ring R by e(R) and the embedding
dimension of R, i.e., lR(m=m2) by edim(R). It is well known that edim(R)≤ e(R) (cf. [1,
Theorem 1]) and R is said to be of maximal embedding dimension if edim(R)= e(R).
Recall that R is of maximal embedding dimension if and only if the maximal ideal
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m is a stable ideal (cf. [11, Corollary 1.10]), where an ideal in R is called stable if
z(I : I)= I for some z ∈ I (then, in our hypotheses, z is necessarily of minimal value in
I). We de�ne a semigroup ideal E of S to be stable if �+(E−E)=E for some �∈E
(then � is necessarily the minimal value in E). Note that if the good relative ideal E is
stable, then E−E=E−� is a good relative ideal of S. Hence, if S 6=Nd; M−S =M−M
and type(S) is well de�ned if M is stable. In particular, the type of S = v(R) is well
de�ned if v(m) is stable.

Proposition 3.14. The following are equivalent:
(i) The ideal I of R is stable.
(ii) v(I : I)= v(I)− v(I) and v(I) is stable.

Proof. For any ideal I and any element z ∈ I we have v(z(I : I))= v(z)+v(I : I)⊆ v(z)+
(v(I)−v(I))⊆ v(I). The ideal I is stable if and only if v(z(I : I))= v(I) for some z ∈ I ,
hence if and only if v(I : I)= v(I)− v(I) and v(z) + (v(I)− v(I))= v(I).

Corollary 3.15. Let S = v(R). The following are equivalent:
(i) R is of maximal embedding dimension.
(ii) v(m) is stable; and type(R)= type(S).

Proof. We have v(m :m)= v(m)− v(m) if and only if type(R)= type(S).

Corollary 3.16. Let S = v(R). The following are equivalent:
(i) R is almost Gorenstein of maximal embedding dimension.
(ii) S is almost symmetric; v(m) is stable; and type(R)= type(S).

Notice that e(R)= 1 if and only if R is a DVR. Otherwise if �=(�1; : : : ; �d) is the
minimal positive value in S = v(R), then e(R)= �1 + · · · + �d (cf. [14, Theorem 1]).
Moreover, since R is local, for any i≥ 1, we have �i≥ 1 and so d≤ e(R). In the same
way we can de�ne the multiplicity of a local semigroup S as e(S)=dNd(0; �)= �1 +
· · ·+ �d if �=(�1; : : : ; �d) is the minimal positive value in S.

Proposition 3.17. (i) If R is not a DVR; we have type(R)≤ e(R)− 1 with equality if
and only if m is stable.
(ii) Suppose type(S) is well de�ned. If S 6=N; then type(S)≤ e(S)−1 with equality

if and only if M is stable.

Proof. (i) Let z be an element of minimal value in m. Since R is not a DVR, we
have type(R)= lR(m :m=R)= lR(z(m :m)=zR)≤ lR(m=zR)= lR(R=zR)−1= e(R)−1 with
equality if and only if m is stable.
(ii) Since S 6=N; we have type(S)=d((S − M)\S)=d((M − M)\S). Moreover,

M − M ⊆M − �; where � is the minimal value in M . We have type(S)=d(M −
M\S)=d(�+(M−M)\�+S)≤d(M\�+S)=d(S\�+S)−1. Now, if � is su�ciently
large, we have d(S\� + S)=dS(0; �) − d�+S(0; �)=dS(0; �) − dS(0; � − �)=dS(� −
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�; �)=dNd(0; �)= e(S). Hence, type(S)≤ e(S)− 1 and the equality holds if and only
if M is stable.

Arf rings were introduced in [2] under the name canonical for a special class of
analytically irreducible rings. In [11] there is a general de�nition; a ring is called Arf
if every regular integrally closed ideal is stable (an ideal is called regular if it contains
a nonzerodivisor). If �∈Zd; we denote in the sequel the ideal {r ∈R | v(r)≥ �} of R
by R(�). Moreover we recall that �= 
+(1; : : : ; 1); where 
 is the Frobenius vector of
S = v(R).

Lemma 3.18. A regular ideal in R is integrally closed if and only if it is of the form
R(�) for some �∈Zd. In particular; R is Arf if R(�) is stable for any �∈Zd.

Proof. Let I be a regular ideal and let x∈ I be an element of minimal value. It is
shown in [11, Remark (a), p. 659] that z ∈R is integral over the ideal xR if and only
if z=x∈ �R; i.e., if and only if v(z)≥ v(x). Thus the integral closure of xR is R(v(x)).
Since xR⊆ I ⊆R(v(x)); the claim follows.

The semigroup S is called Arf if the semigroup ideal S(�)= {�∈ S | �≥ �} is stable
for any �∈Zd.

Proposition 3.19. The following are equivalent:
(1) R is Arf.
(2) S = v(R) is Arf and v(R(�) :R(�))= S(�)− S(�) for any �∈Zd.

Proof. This follows directly from Proposition 3.14.

First we show that we need only check �nitely many ideals for stability.

Lemma 3.20. If R(�) is stable for each �≤ �; then R is Arf.

Proof. Suppose that R(�) is stable for each �≤ �=(�1; : : : ; �d) and suppose that �� �;
say �1¿�1. Without loss of generality, we can assume that �∈ S. Let �′=(�1; �2; : : : ;
�d). It follows from Proposition 2.1, that (k; �2; : : : ; �d)∈ S for all k ≥ �1. This gives
v(R(�′)) − v(R(�′))= v(R(�)) − v(R(�)). We also get R(�′) :R(�′)⊆R(�) :R(�); so
v(R(�′) :R(�′))⊆ v(R(�) :R(�)). By induction on the number of coordinates �i of �
for which �i¿�i we can assume that R(�′) is stable. Thus, we have v(R(�′) :R(�′))=
v(R(�′))−v(R(�′)) by Proposition 3.14. Now v(R(�′) :R(�′))⊆ v(R(�) :R(�))⊆ v(R(�))−
v(R(�))= v(R(�′)) − v(R(�′)). This gives v(R(�) :R(�))= v(R(�)) − v(R(�)). Further-
more v(R(�′))− v(R(�′))= v(R(�′))−�′; which gives v(R(�))− v(R(�))= v(R(�))−�;
since v(R(�))−�= v(R(�′))−�′; that is v(R(�)) is stable so, by Proposition 3.14, R(�)
is stable.
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Proposition 3.21. The following conditions are equivalent:
(i) R is almost Gorenstein and Arf.
(ii) S = v(R) is Arf and almost symmetric and type(R)= type(S).

Proof. (i)⇒ (ii): This follows from Propositions 3.7 and 3.19.
(ii)⇒ (i): Proposition 3.7 gives that R is almost Gorenstein. If we can show that,

for each �≤ �; �∈ S; we have v(R(�) :R(�))= S(�)− S(�); then we can conclude, by
Proposition 3.14, that R(�) is stable and so that R is Arf by Lemma 3.20. Let �≤ � and
take a saturated chain from 0 to � through �; say 0= �0¡�1¡· · ·¡�i= �¡· · ·¡�n= �;
so n=d(S\C(S)). We can suppose that n¿0; otherwise S =N; R is a DVR and the
statement trivially holds. Then S ⊂ S(�1)−S(�1)⊂ · · ·⊂ S(�)−S(�)⊂ · · ·⊂ S(�)−S(�)
=Nd. The inclusions are strict, since �− �i+1 +Nd is contained in S(�i+1)− S(�i+1);
but not contained in S(�i) − S(�i). We have d(Nd\S)=

∑n
i=1 d((S(�i) − S(�i))

\(S(�i−1) − S(�i−1))) by Proposition 2.11(i). Since R is almost Gorenstein, we have
(cf. Proposition 3.7 and the de�nition of almost Gorenstein) d(Nd\S)= lR( �R=R)=
lR(R=(R : �R))+type(R)−1=d(S\C(S))+type(S)−1= n+type(S)−1. Now d((S(�1)−
S(�1))\(S(�0) − S(�0)))=d((M − M)\S)=d((S − M)\S)= type(S); so d((S(�i) −
S(�i))\(S(�i−1) − S(�i−1)))= 1 if i¿1. Since type(S)= type(R); we have M −M =
v(m :m). Furthermore lR( �R=R)=

∑n
i=1 lR((R(�i) :R(�i))=(R(�i−1) :R(�i−1)))= type(R)+∑n

i=2 lR((R(�i) :R(�i))=(R(�i−1) :R(�i−1))). Since the inclusions (R(�i) :R(�i))⊂
(R(�i−1) :R(�i−1)) are strict (we have that �R(�−�i+1) is contained in R(�i+1) :R(�i+1)
but not in R(�i) :R(�i)), and since v(R(�i) :R(�i))⊆ (S(�i) − S(�i)); we get equality
also for each i≥ 2.

It is shown in [11, Proposition-De�nition 3.1] that among the Arf rings between
R and �R there is a smallest R′; called the Arf closure of R. We will next give an
“algorithm” to �nd the Arf closure of a ring of our class. We need a lemma.

Lemma 3.22. The ideal I of R is stable if and only if x−1I is a ring; where x is any
element of minimal value in I .

Proof. Suppose that I is stable. Then x−1I = I : I; which is a ring. Suppose that x−1I
is a ring. We have to show that if y∈ I; then y=x∈ I : I . Let z ∈ I . Then z · y=x= x ·
z=x · y=x= x · v=x= v for some v∈ I since x−1I is a ring. Hence the claim.

Proposition 3.23. Let R(�) be a nonstable ideal of R with �≤ �. (If such an ideal
does not exist; then R=R′:) Let U be the smallest ring in �R containing x−1R(�) and
let R1 =R+ xU; where x∈R and v(x)= �. Repeat the construction on R1 if R1 is not
Arf. After a �nite number of steps we reach the Arf closure R′.

Proof. In R′ every ideal is stable so, by Lemma 3.22, x−1R′(�) is a ring for each
�∈ v(R′); v(x)= �. In particular, if �∈ v(R) and x∈R; then x−1R′(�)⊇U; so R′(�)⊇
xU . Since x−1R(�) is strictly contained in U; so also R(�) is strictly contained in R1.
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Thus R⊂R1⊆R′; and hence R′=R′1. That the process is �nite follows from the fact
that R′ is �nite over R.

Remark 3.24. Observe that, if �=(�1; : : : ; �d) is the minimal positive value in v(R);
then � is also the minimal value in v(R′).

Example 3.25. Let R= k[[(t3; u3); (t4; u5); (t5; u4)]]; k a �eld. Consider the ring
R((3; 3)). Then we reach the Arf closure in one step, since R1 = k + k(t3; u3) +
(t4; u4)k[[t]]× k[[u]]; which is Arf.

Example 3.26. Let R= k[[t6; t8; t10+t11]]; where k is a �eld of characteristic 6=2. Then
v(R)= {0; 6; 8; 10; 12; 14}∪ (16+N); which is an Arf semigroup. However R is not Arf.
Let, with the notation of Proposition 3.23, �=6 and x= t6. Then U = k[[t2; t5]]; and
thus R1 = k[[t6; t8; t10; t11; t13; t15]]; which is Arf, and so the Arf closure of R. Note that
v(R1)= {0; 6; 8}∪ (10 +N).

For future reference we also need:

Lemma 3.27. Let r ∈R be an element with v(r)≤ �; and let C =R : �R be the conduc-
tor. Then the ideal I = rR+ C is stable.

Proof. We have to show that I 2 = rI . Now I 2 = r2R+ rC + C2 = r2R+ rC = rI; since
rC =R(v(r) + �)⊇C2 =R(2�).

We now give a class of simple examples.

Example 3.28. Let �∈Nd; �≥ (1; : : : ; 1) and �= n� for some n≥ 1. Let R be a ring
such that S = v(R)= {k� | 0≤ k ≤ n − 1}∪ (� + Nd). We claim that R is Arf of type
�1 + · · · + �d − 1. For each �∈Zd; �≤ �; we have R(�)=R(k�) for some k ≤ n. Let
x∈R be an element of value �. We have R(k�)= x kR + �R(�)= x kR + C; since these
ideals have the same value set and one is included in the other. So, by Lemma 3.27,
these ideals are stable and, by Lemma 3.20, R is Arf. Moreover, since we have
v(m :m)= v(R(�) :R(�))= v(x−1R(�))= S(�) − �; then type(R)= lR((R :m)=R)=lR
((m :m)=R)=d((S(�) − �)\S)=dS(�)−�(0; n�) − dS(0; n�)= n − 1 + �1 + · · · + �d −
n= �1 + · · ·+�d−1. We have lR( �R=R)= n(�1 + · · ·+�d−1) and lR(R=C)= n; hence a
simple calculation gives that R is almost Gorenstein if and only if n=1; or d=1 and
�1 = 2; or d=2 and �1 = �2 = 1. In case d=2 it is not hard to see that m=R(�) is min-
imally generated by (t�11 ; t

�2
2 ); (t

(n+1)�1
1 ; tn�2+12 ); (t(n+1)�11 ; tn�2+22 ); : : : ; (t(n+1)�11 ; t(n+1)�2−12 );

(t(n+1)�1−11 ; t(n+1)�22 ); (t(n+1)�1−21 ; t(n+1)�22 ); : : : ; (tn�11 ; t(n+1)�22 ); where �R is the product of the
DVRs V1 and V2 with uniformizing parameters t1 and t2; respectively.

Seminormal analytically irreducible rings are normal. We will now show that if
we have d≥ 2 minimal primes, then seminormal rings are almost Gorenstein. This
generalizes [3, Corollary 5.2].
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Proposition 3.29. If R is seminormal; then R is almost Gorenstein and Arf. If; in
addition; R has d≥ 2 minimal primes; then type(R)=d − 1; in particular; if d=2;
then R is Gorenstein and; if d=3; then R is Kunz.

Proof. As in [3, Section 5], it follows that S = v(R)= {0}∪ {� | �≥ (1; : : : ; 1)}. Thus
we have a ring as in Example 3.28, with �= �=(1; : : : ; 1) and n=1; and the claim
follows from what we have proved there.

3.3.2. The semilocal case
As in the previous section it is easy to generalize the results to semilocal rings. With

the same notation and assumptions as in Section 3.2.2, if R is semilocal with Jacobson
radical m; we de�ne the multiplicity of R as e(R)=

∑r
i=1 e(Rmi) and say that R is of

maximal embedding dimension if lR(m=m2)= e(R). We de�ne the multiplicity of S as
e(S)=

∑r
i=1 e(Si); where Si are the local components of S. We use the same de�nition

as above of Arf rings and Arf semigroups in the semilocal case. It is well known that
R is Arf if and only if Rm is Arf for every maximal ideal m in R. For future reference
we also notice:

Proposition 3.30. S = S1× · · ·× Sr is Arf if and only if each local component Si of
S is Arf.

Proposition 3.14 goes through with the same proof in the semilocal case. We can
use Corollary 3.2 to show that Corollaries 3.15 and 3.16 are true in the semilocal case.
Proposition 3.17 is changed to:

Proposition 3.31. (i) If v(R) 6=Nd; we have type(R)≤ e(R) − r with equality if and
only if m is stable.
(ii) Suppose type(S) is well de�ned and S 6=Nd. Then type(S)≤ e(S) − r with

equality if and only if M is stable.

Propositions 3.19 and 3.20 go through unchanged in the semilocal case.
Proposition 3.21 can be proved by reducing to the local components of R and S. Con-

cerning the Arf closure R′ of a semilocal ring R; recall that, for each maximal ideal mi
of R there is exactly one maximal ideal m′

i of R
′ over mi and (Rmi)

′=(R′)m′
i
(cf. [11,

Theorem 3.4(i) and Corollary 3.3]). So, in our hypotheses, R′=(Rm1 )
′× · · ·× (Rmr )′

and the local results of Section 3.3.1 can be used component by component. Finally
R is seminormal if and only if Rmi is seminormal for all i. Thus the �rst part of
the statement in Proposition 3.29 holds in the semilocal case. The second part of the
statement can be used to calculate type(R)=

∑r
i=1 type(Rmi).

4. Rings of multiplicity at most 3

Our aim in this section is to classify the local rings R with low multiplicity e(R) in
terms of their semigroup of values v(R)= S. It will turn out that in this situation all
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good semigroups are semigroups of rings. In [3] rings R with two minimal primes that
are maximal with �xed conductor in �R (in the sense that every overring in �R to R has a
larger conductor in �R than R has) are classi�ed. We show that the rings of multiplicity
at most three, that are maximal with �xed conductor, are exactly the Gorenstein and
Kunz rings. Since type(S)≤ e(S)− 1≤ 2 if e(R)= e(S)≤ 3 (cf. Proposition 3.17(ii)),
it follows from Corollary 3.8 that R is Gorenstein (Kunz, resp.) if and only if S is
symmetric (almost symmetric, resp.).
Since d≤ e(R) it is easily seen that e(R)= 1 if and only if R= �R is a DVR. Sup-

pose now e(R)= 2. Then the ring R has d=1 or 2 minimal primes. Moreover, if
d=1; then 2∈ S (and so 2n∈ S for each n≥ 0), the Frobenius number 
 is odd and
S = {0; 2; 4; : : : ; 
−1}∪ (
+1+N). On the other hand, if d=2; then (1; 1)∈ S (and so
(n; n)∈ S; for each n≥ 0). It follows easily from Proposition 2.1 that S = {(0; 0); (1; 1);
: : : ; (
; 
)}∪ {(�1; �2) | (�1; �2)≥ (
 + 1; 
 + 1)}; with Frobenius vector 
(S)=
(
; 
).
We denote by �e(
) the set of good semigroups S with e(S)= e and with 
(S)= 
.

Moreover we call 
 an admissible Frobenius vector for the multiplicity e if �e(
) is not
empty. Of course if R is a ring, then v(R)∈�e(R)(
) for some admissible Frobenius
vector 
. With this terminology, we can state the above observations for rings of
multiplicity two in the following way:

Proposition 4.1. (i) The admissible Frobenius vectors for e=2 are any odd natural
number ≥ 1 (d=1) and any (
; 
); 
 ∈ N (d=2).
(ii) For a �xed admissible Frobenius vector 
 for e=2; the set �2(
) has a unique

element.

Remark 4.2. (a) It is easy to construct examples of rings for each admissible Frobenius
vector for e=2. The ring R= k[[t2; t
+2]]= k[[x; y]]=(y2 − x
+2) satis�es v(R)∈�2(
);

∈N and k[[(t; u); (0; u
+1)]]= k[[x; y]]=(y)∩ (x
+1−y)= k[[x; y]]=(y2−yx
+1) satis�es
v(R)∈�2((
; 
)).
(b) Notice that, even if we consider rings with a �xed integral closure, the unique

element S of �2(
) (where 
 is a �xed Frobenius vector for e=2) is the semigroup
of values of several rings. For example, if 
=3; and so S = {0; 2}∪ (4 +N); the two
rings R1 = k[[x2; x5]] and R2 = k[[x2 + x3; x5]] have S as semigroup of values.

The rings of multiplicity two are very special, in fact:

Corollary 4.3. The following are equivalent for a ring R:
(i) e(R)= 2.
(ii) R is Gorenstein of maximal embedding dimension.
(iii) R is Gorenstein and Arf.

Proof. (i)⇒ (iii): Suppose that e(R)= 2. Then by Proposition 4.1 if d=1; S = {0; 2;
4; : : : ; 
−1}∪ (
+1+N) (for some odd 
≥ 1) or, if d=2; S = {(0; 0); (1; 1); : : : ; (
; 
)}∪
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(N2+(
+1; 
+1)) (for some 
∈N). In both cases S is a symmetric semigroup because
for any �∈Nd; we have �∈ S if and only if �S(
 − �)= ∅. So by Corollary 3.8(i),
R is Gorenstein. Moreover in both cases S is Arf and so, by Proposition 3.21, R is
Gorenstein and Arf.
(iii)⇒ (ii): Immediate.
(ii)⇒ (i): Since R is Gorenstein, type(R)= 1 and, by Proposition 3.17(i), since R is

of maximal embedding dimension, we have 1= e(R)− 1; hence e(R)= 2.

Suppose now e(R)= 3. Since d≤ e(R); the ring R has d=1; 2; or 3 minimal primes.
Moreover:

Proposition 4.4. The admissible Frobenius vectors for e=3 are:
(1) Any natural number 
; 
 6≡ 0 (mod 3); 
≥ 2.
(2ak) (
1; 2
1 + 2k + 1); k ≥ 0 or (2
2 + 2k + 1; 
2); k ≥ 0; for any 
i ∈N.
(2b) (
1; 2
1) or (2
2; 
2); for any 
i ∈N; 
i≥ 1.
(3k) (
1; 
1 + k; 
1 + k); (
2 + k; 
2; 
2 + k); (
3 + k; 
3 + k; 
3); k ≥ 0; for any


i ∈N.

Proof. If d=1; i.e., if S ⊆N; the proof is easy.
If d=2; i.e., if S ⊆N2; since e(S)= 3; the minimal value in S\0 is (1,2) or (2,1). By

symmetry we need only consider the �rst case. Since (1; 2)∈ S then (2; 4); : : : ; (n; 2n)
∈ S for each n≥ 0. Using Proposition 2.1 it follows easily that the possibilities for

(S) are those stated in 2ak and 2b.
If d=3; i.e., if S ⊆N3; since e(S)= 3; the minimal value in S\0 is (1,1,1) and

so (n; n; n)∈ S for each n≥ 0. Using Proposition 2.1 it follows that 
(S) is nec-
essarily of one of the forms stated. Notice that if 
=(
1; 
2; 
3) is an admissible
Frobenius vector for e=3 and 
1 = max{
i}; then 
2 = 
1 or 
3 = 
1; because otherwise
(
1; 
1; 
1)∈�S(
); in contradiction to �S(
)= ∅; (cf. Lemma 2.4(ii)).

Proposition 4.5. For a �xed admissible Frobenius vector 
 for e=3; the set �3(
)
has a minimal element S (with respect to inclusion). Moreover S is minimal if and
only if S is Arf.

Proof. For reasons of symmetry we need only consider the �rst example in each case
of Proposition 4.4.
In case 1 in Proposition 4.4, S obviously contains {3n | n∈N}∪ {n | n¿
}. It is

easily checked that this set is a semigroup which is Arf. If S is not minimal, then
S contains 
 − 1 (if 
≡ 2 (mod 3)) or 
 − 2 (if 
≡ 1 (mod 3)). In both cases S(
 −
2)= {�∈ S | �≥ 
− 2} is a nonstable relative ideal, so S is not Arf.
In case 2ak ; S must contain {(n; 2n) | n∈N}∪ ((
1 + 1; 2
1 + 2k + 2) + N2)⋃ k
n=1{(x; 2
1 + 2n) | x≥ 
1 + 1}. If k =0; S must contain just the �rst two sets in

the union above (the same convention is used several times in the sequel : when k =0;
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Fig. 6. The minimal S ∈�3(3; 11).

⋃ k
n=1En is supposed to be empty). This set constitutes a semigroup which is Arf.

If S is not minimal, then S must contain {(
1; 2
1 + 2k + 1); (
1; 2
1 + 2k)}. Then
S((
1; 2
1 + 2k)) is a nonstable relative ideal, so S is not Arf (an example with k =2
is depicted in Fig. 6).
In case 2b, S must contain {(n; 2n) | n∈N}∪ ((
1 + 1; 2
1 + 1) + N2). This set

constitutes an Arf semigroup. If S is not minimal, then S must contain {(x; 2
1 − 1)
| x≥ 
1}; and then S((
1; 2
1 − 1)) is a nonstable relative ideal, so S is not Arf.
In cases 3k the minimal semigroup is {(n; n; n) | n∈N}

⋃ k
n=1{(x; 
1+n; 
1+n) | x≥ 
1+

1}∪ ((
1 + 1; 
1 + k + 1; 
1 + k + 1) +N3); which is Arf. If S is not minimal, then S
must contain {(x; 
1 + k; 
1 + k); (
1; x + k; 
1 + k); (
1; 
1 + k; x + k) | x≥ 
1}; and then
S(
) is nonstable.

Theorem 4.6. (i) For a �xed admissible Frobenius vector 
 for e=3; the set �3(
)
is �nite and linearly ordered (with respect to inclusion).
(ii) (a) If

∑d
i=1 
i+d is even; then S is maximal in �3(
) if and only if d(Nd\S)=

d(S\C(S)).
(b) If

∑d
i=1 
i + d is odd; then S is maximal in �3(
) if and only if d(Nd\S)=

d(S\C(S)) + 1.

Proof. By symmetry reasons we need only consider the �rst example in each case of
Proposition 4.4.
(i) Fix an admissible Frobenius vector 
 for e=3 and let � be the minimal value

in S\0. Notice that A= {n� | n∈N}⊆ S. Since �S(
)= ∅; also �S(
 − n�)= ∅ for all
n∈N. Set V =⋃

n∈N �(
− n�). Depending on the �xed admissible Frobenius vector 
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Fig. 7. S ∪ L3 (cf. proof of Theorem 4.6).

Fig. 8. The maximal T ∈�3(3; 11); T = S ∪ L3 ∪ L2.

we de�ne the set Li in the following way: (for the case 2ak ; with k =2; cf. Figs. 7
and 8)
(1a) If 
∈N; 
≡ 1 (mod 3); set Li= {3i − 2
− 2}.
(1b) If 
∈N; 
≡ 2 (mod 3); set Li= {3i − 2
− 1}.
(2ak) If 
=(
1; 2
1+2k+1); set Li= {(i; 2i+2k+1)}

⋃ k
n=1{(i; 2i+2n)}∪ {(x; 2i) | x¿i}.

(2b) If 
=(
1; 2
1); set Li= {(x; 2i − 1) | x≥ i}.
(3k) If 
=(
1; 
1 + k; 
1 + k); set Li= {(i; i+ k; i+ k + x) | x≥ 0}∪ {(i; i+ k + x; i+

k) | x≥ 0}∪ {(x; i; i) | x¿i}⋃k−1
n=1{(i; i + n; i + n)}.
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It is not di�cult to see that, if 
 is an admissible Frobenius vector for e=3 and if
S ∈�3(
); then
(1) Li+1 =Li + �.
(2) Li⊆ S implies that Li+1⊆ S.
(3) Li ∩ S 6= ∅ if and only if Li⊆ S.
(4) Nd⊆A∪V ∪ (⋃i≥0 Li).
The �rst and the fourth property are easily checked, the second follows from the

�rst, and the third follows applying Proposition 2.1. If 
 is a �xed admissible Frobenius
vector for e=3 and if S; T ∈�3(
); then the minimal value in S\0 and in T\0 is the
same. Supposing that i (j; resp.) is the smallest index such that Li⊆ S (Lj ⊆T; resp.),
we have that S ⊇T if and only if i≤ j. It follows that �3(
) is �nite and linearly
ordered.
We now turn to (ii). For d=1 it is well known, cf. [4, Theorem II.1.14 and Propo-

sition II.1.12], that
(a) If

∑

i + d= 
+ 1 is even (i.e., if 
 is odd) then S is maximal in �(
) if and

only if Card(N\S)=Card(S\C(S)); where �(
) is the set of all semigroups T with

(T )= 
.
(b) If

∑

i + d= 
+ 1 is odd (i.e., if 
 is even) then S is maximal in �(
) if and

only if Card(N\S)=Card(S\C(S)) + 1.
Moreover it is easy to see that, if S is maximal in �3(
); then S is maximal in �(
).
Now consider case 3k . Any S ∈�3(
) has the same conductor C. We have d(Nd\C)

=
∑

i + d=3
1 + 2k + 3. To compute d(S\C); notice that, if S is minimal in

�3(
); then d(S\C)= 
1+k+1. Moreover, if S1 = S ∪L
1 ; then d(S1\C)=d(S\C)+1;
if S2 = S ∪L
1 ∪L
1−1; then d(S2\C)=d(S\C)+2 and so on. It follows that, if

∑

i+

d=3
1 + 2k + 3 is even (i.e., if 
1 is odd), the maximal element in �3(
) is
T = S

⋃
i≥(
1+1)=2 Li (where S is the minimal semigroup), since d(T\C)= (3
1 + 2k +

3)=2 and, for any semigroup U; by Corollary 2.18 d(Nd\C(U ))≥ 2d(U\C(U )). If, on
the other hand,

∑

i + d is odd (i.e., if 
1 is even) the maximal element in �3(
) is

T = S
⋃
i≥(
1+2)=2 Li. Actually d(T\C)= (3
1 + 2k + 2)=2 and the claim follows since

d(Nd\C)= 3
1 + 2k + 3.
With similar computations in the other cases the theorem follows.

Remark 4.7. Notice that the proof of the proposition gives an explicit description of
all semigroups in �3(
).

Arf studies algebroid analytically irreducible curves in [2]. It is shown in [2] that if
R is Arf, then v(R) is an Arf semigroup, but that the converse does not hold (cf. also
Proposition 3.19 and Example 3.26). In the case of small multiplicity the situation is
better.

Proposition 4.8. Let R be a ring with v(R) Arf and e(R)≤ 3. Then R is an Arf ring.

Proof. If e(R)= 1; R is a DVR, if e(R)= 2; by Corollary 4.3 R is Arf. In both cases
the proposition trivially holds. If e(R)= 3; also e(v(R))= 3 and we have a complete



V. Barucci et al. / Journal of Pure and Applied Algebra 147 (2000) 215–254 241

classi�cation of Arf semigroups of multiplicity 3. In each case it is easy to see that
all ideals R(�) with �≤ 
 + (1; : : : ; 1) are of the form xR+ (R : �R) and thus stable by
Lemma 3.27.

Corollary 4.9. Let R be a ring with e(R)= 3; let S = v(R); and let 
= 
(S). If
∑

i+d

is even (odd; resp.); then R is Gorenstein (Kunz; resp.) if and only if S is maximal
in �3(
).

Proof. We have lR( �R=R)=d(Nd\S) and lR(R=(R : �R))=d(S\C(S)). Since R is
Gorenstein (Kunz, resp.) if and only if lR( �R=R)= lR(R=(R : �R)) (lR( �R=R)= lR(R=(R : �R))
+ 1; resp.), cf. Section 3.2.1, by Theorem 4.6(ii), the proof is complete.

Some rings of multiplicity 3 are very special:

Corollary 4.10. The following are equivalent for a ring R:
(i) R is Kunz of maximal embedding dimension.
(ii) e(R)= 3;

∑

i + d is odd and S = v(R) is maximal in �3(
).

Proof. (i)⇒ (ii): Since R is Kunz, type(R)= 2 and, by Proposition 3.17, since R is of
maximal embedding dimension, we have 2= e(R) − 1; hence e(R)= 3. Corollary 4.9
gives the remaining claims.
(ii)⇒ (i): By Theorem 4.6(ii)(b), d(Nd\S)=d(S\C(S)) + 1; this means that R is

Kunz. Moreover type(R)= 2= e(R)− 1 and so, by Proposition 3.17, R is of maximal
embedding dimension.

Corollary 4.11. The following are equivalent for a ring R:
(i) R is Kunz and Arf.
(ii) e(R)= 3;

∑

i + d is odd and S is maximal and minimal in �3(
).

(iii) S is one of the following:
(1) S = 〈3; 5; 7〉.

(2ak) S = {(0; 0)}
⋃ k
n=1{(x; 2n) | x≥ 1}∪ ((1; 2k + 2) +N2) or

S = {(0; 0)}⋃ k
n=1 {(2n; x) | x≥ 1}∪ ((2k + 2; 1) +N2)}.

(2b) S = {(0; 0); (1; 2)}∪ ((2; 3) +N2) or S = {(0; 0); (2; 1)}∪ ((3; 2) +N2).
(3k) S = {(0; 0; 0)}

⋃ k
n=1 {(x; n; n) | x≥ 1}∪ ((1; k + 1; k + 1) +N3) or

S = {(0; 0; 0)}⋃ k
n=1 {(n; x; n) | x≥ 1}∪ ((k + 1; 1; k + 1) +N3) or

S = {(0; 0; 0)}⋃ k
n=1 {(n; n; x) | x≥ 1}∪ ((k + 1; k + 1; 1) +N3).

Proof. (i)⇒ (ii): Since, if R is Arf, then R is of maximal embedding dimension, we
have by Corollary 4.10 that e(R)= 3;

∑

i + d is odd and S is maximal in �3(
).

Moreover, since R is Arf, then S is Arf (cf. Proposition 3.19) and by Proposition 4.5
this is equivalent to S minimal in �3(
).
(ii)⇔ (iii): From the description of the semigroups of �3(
) given in the proof of

Theorem 4.6, it is not di�cult to see that the only ones which are at the same time
maximal and minimal are those listed in (iii).
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(ii)⇒ (i): By Corollary 4.10, R is Kunz. By Proposition 4.5, S is Arf, and by
Theorem 4.6 we have d(Nd\S)=d(S\C(S))+1. It follows that S is almost symmetric
and type(S)= type(R)= 2. By Proposition 3.21 R is Kunz and Arf.

Example 4.12. For any admissible Frobenius vector 
 for e=3 and for any semigroup
S with

∑

i + d odd and maximal in �3(
); we give an explicit example of a ring

R such that v(R)= S. By Corollary 4.10 such a ring is Kunz of maximal embedding
dimension.
For d=1 we can trivially consider the ring R= k[[tS ]]. This is the ring k[[t3; t(
+6)=2;

t
+3]]= k[[x; y; z]]=(xz − y2; x(
+2)=2 − z2; x(
+4)=2 − yz).
For d=2; in correspondence with cases 2ak ; and 2b of Theorem 4.6, we can consider:

(2ak) The subring k[[(t; u2); (t(
1+2)=2; u
1+2k+3); (t
1+2; u2
1+2k+3)]] of k[[t]]× k[[u]];
where 
1 is even, 
1≥ 0. This is the ring

k[[x; y; z]]=(x(
1+2)=2 − y; x
1+2 − z)∩ (x
1+2k+3 − y2; x
1=2y − z):
(2b) The subring k[[(t; u2); (t(
1+3)=2; u
1+2); (t
1+2; u2
1+2)]] of k[[t]]× k[[u]]; where


1 is odd, 
1≥ 1. This is the ring
k[[x; y; z]]=(x(
1+3)=2 − y; x
1+2 − z)∩ (x
1+2 − y2; x
1+1 − z):

If d=3 we have:
(3k) The subring of k[[t]]× k[[u]]× k[[v]]

k[[(t; u; v); (t(
1+2)=2;−uk+(
1+2)=2; vk+(
1+2)=2); (t
1+1; u
1+k+2; v
1+k+2)]]:
This is the ring

k[[x; y; z]]=(x(
1+2)=2 − y; x
1+1 − z)∩ (xk+(
1+2)=2 + y; xk+
1+2 − z)∩
(xk+(
1+2)=2 − y; xk+
1+2 − z):

Remark 4.13. In the same way as we have done above for the maximal semigroups,
it is possible to give examples, for each possible semigroup S of multiplicity e(S)= 3,
of a ring R such that v(R)= S. Thus, in case e(S)≤ 3, the good semigroups coincide
with semigroups of rings (for e(S)= 2 cf. Remark 4.2(a)).
We conclude this section with an example concerning intersection numbers.

Example 4.14. Let A⊆{1; : : : ; d}, let P1; : : : ; Pd be the minimal primes of R and let
PA=

⋂
i∈A Pi. If A and B are disjoint subsets of {1; : : : ; d}, the intersection number

of the branches in A with those in B is de�ned to be IA;B= lR(R=(PA + PB)). Now
let d=3; A= {1}; B= {2}; C = {3}. Then Garcia shows (cf. [9]) that I := I{1;2};{3} −
I{1};{3} − I{2};{3}= lR(R=(R : �R)) − lR( �R=R)≤ 0 if all branches are nonsingular. We
can make this a bit more precise. That all branches are nonsingular is equivalent to
e(R)= 3. For e=3 we have a complete classi�cation (case 3k) of possible semigroups,
cf. Theorem 4.6. For a given 
, I varies between 0 and −min{
i}− 1 and is minimal
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if and only if R is Arf, while I is maximal if and only if R is Gorenstein (
1 + 
2 + 
3
odd, I=0) or Kunz (
1 + 
2 + 
3 even, I=−1).

5. The multiplicity forest of a ring

Recall that, if I is an ideal of R, the blowing up RI of I is
⋃
n¿0(I

n : I n). We have
I n : I n⊆ I n+1 : I n+1 for each n, and RI = I n0 : I n0 for some n0 since R is Noetherian.
Recall that we can associate to R, as in [11, p. 666], a sequence of semilocal rings
R=R0⊆R1⊆ · · · where Ri+1 is obtained from Ri by blowing up rad(Ri), the Jacobson
radical of Ri. We call this sequence the Lipman sequence. Since, in our hypotheses,
�R is a �nitely generated R-module, this sequence stabilizes for some n and Rh= �R, for
h≥ n. Recall also that, given a maximal ideal nj of �R the branch sequence of R along
nj is the sequence of rings (Ri)nj∩Ri (cf. [11, p. 669]) and the multiplicity sequence
of R along nj is given by the multiplicities of these rings (cf. [11, p. 669]). If R is an
Arf ring, all the overrings Ri of the Lipman sequence are also Arf (cf. [11, Corollary
2.5]). Moreover, for any ring R, the Arf closure R′ has the same multiplicity sequence
as R, cf. [11, Corollary 3.7].

Example 5.1. If R is the subring k[[(t; u2); (t; u7); (t2; u7)]] of k[[t]]× k[[u]] (cf. Exam-
ple 2ak of Section 4 with 
1 = 0 and k =2), we get the Lipman sequence R1 = k[[t]]×
k[[u2; u5]]; R2 = k[[t]]× k[[u2; u3]]; R3 =R4 = · · · = �R= k[[t]]× k[[u]].

To a local ring R with �R=V1× · · ·×Vd, a rooted tree, the blowing up tree of R,
is associated in the following way: The nodes are all local rings occurring in all
branch sequences. The root (at level 0) is R, and on level 1 there are the localizations
(at its maximal ideals) of R1 =Rrad(R), and so on. If U is a local ring in the tree
and �U =Vi1 × · · ·×Vik , then U has k minimal primes q1; : : : ; qk . We de�ne the �ne
multiplicity of U to be e(U )= (e1(U ); : : : ; ed(U )), where ej(U )= 0 if j =∈{i1; : : : ; ik}
and eij (U )= e(U=qj); j=1; : : : ; k. (Thus the usual multiplicity of U is

∑d
i=1 ei(U ).)

If we replace the local rings in the tree with their �ne multiplicities, we get the
multiplicity tree of R. If the ring R is semilocal, we de�ne the blowing up forest and
the multiplicity forest of R to be the disjoint union of the corresponding trees of all
localizations at maximal ideals of R.
In the example above we get the following blowing up tree and multiplicity tree

(Fig. 9):

Remark 5.2. Notice that, since we have assumed that �R is a product of DVR’s, by
Corollary 3.2, each ring Ri of the Lipman sequence associated to R is the direct product
of its localizations at maximal ideals, i.e., the direct product of the local rings which
appear at level i in the blowing up forest. Notice also that the multiplicity sequences
of Lipman can be read o� in our multiplicity forest moving upwards, summing the
coordinates of the vectors. In the example above, the multiplicity sequences along the
two branches are respectively 3; 1; 1; : : : and 3; 2; 2; 1; 1; : : : .
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Fig. 9. The blowing up and multiplicity trees of Example 5.1.

Proposition 5.3. If R′ is the Arf closure of R; then the multiplicity forests of R and R′

are the same.

Proof. If m is a maximal ideal of R, then R′ has exactly one maximal ideal m′

over m (cf. [11, Theorem 3.4(i)]) and the �ne multiplicity of R is the same as the
�ne multiplicity of R′, by Remark 3.24, since Arf closure commutes with localization
[11, Corollary 3.3]. We can iterate this argument since, by [11, Theorem 3.5], the Arf
closure commutes with blowing up. Thus, if R1 ((R′)1, resp.) is the �rst overring in
the Lipman sequence of R (of R′, resp.) we have (R′)1 = (R1)′.

Our aim is to descend along the Lipman sequence starting from a product of DVR’s
R0 =V1× · · ·×Vd, in the Arf case, giving a construction that permits to obtain any
Arf R ring such that �R=V1× · · ·×Vd. A similar construction in the analytically irre-
ducible case is given in [6, Corollary 4.5]. Since the multiplicity forests of R and R′

are the same (cf. Proposition 5.3), any multiplicity forest of a ring of our class is
achieved.
Notice that if aR is a minimal reduction of I (i.e., in our class of rings, if a∈R is

an element of minimal value), then the multiplicity of I equals e(I)=
∑

i vi(a).
In the following we will use the following notation : �R=V1× · · ·×Vd, where, for

h=1; : : : ; d, Vh=(Vh; Nh) is a DVR and Vh=Nh' k, and that R has r maximal ideals
n1; : : : ; nr (of course r≤d). We know, cf. Corollary 3.2, that R'Rn1 × · · ·×Rnr . Let
U =1U × · · ·× lU . With this notation, consider now the following:

Construction A. Let A1; : : : ; Al be a partition of {1; : : : ; r}. Let, for k =1; : : : ; l, RAk =∏
i∈Ak Rni (so that R=RA1 × · · ·×RAl). For every j=1; : : : ; l consider a principal ideal
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Ij = ajRAj in RAj , generated by a nonzero divisor in the Jacobson radical of RAj such
that k ,→RAj =Ij, let jU be the pullback of k ,→RAj =Ij←RAj , and let U =1U × · · ·× lU .

With this notation we can prove that:

Proposition 5.4. (1) For every j=1; : : : ; l; jU is local with maximal ideal Ij; Ij is
stable, and Ij : Ij =RAj .

(2) U is semilocal with integral closure �U = �R=V1× · · ·×Vd and with l maximal
ideals m1; : : : ; ml; where mj =1U × · · ·× j−1U × Ij × j+1U × · · ·× lU .

(3) For j=1; : : : ; l; Umj = jU and the multiplicity of the ring Umj equals the mul-
tiplicity of the ideal Ij.

(4) The Jacobson radical of U is rad(U )= I1× · · ·× Il=U :R.
(5) rad(U ) is a stable ideal of U and U rad(U ) = rad(U ) : rad(U )=R.
(6) R is Arf if and only if U is Arf.

Proof. (1) Ij is a maximal ideal of jU , because jU=Ij = k is a �eld. Moreover, since
Ij = ajRAj is principal in RAj , we have Ij : Ij = ajRAj : ajRAj =RAj , so Ij is a stable ideal.
To show that jU is local, notice that the extension jU ⊆RAj is integral. Thus, if there
is another maximal ideal n in jU , then there is in RAj a prime ideal over n, and Ij is
not contained in rad(RAj), a contradiction to our assumptions.
(2) By construction U and R share the ideal I1× · · ·× Il, so �U = �R. Since U is the

product of the local rings (jU; Ij), it has the following maximal ideals: mj =1U × · · ·×
j−1U × Ij × j+1U × · · ·× lU; j=1; : : : ; l.
(3) We have Umj =(1U × · · ·× lU )1U×···×Ij×···×lU ' (jU )Ij = jU . The multiplicity

of Umj = jU equals the sum of the values vi(i∈Aj) of an element of minimal positive
value in Umj . On the other hand, the multiplicity of the ideal Ij of RAj also equals this
sum as is noticed above.
(4) It follows from the expression of the maximal ideals in (2) that m1 ∩ · · · ∩ml=

I1× · · ·× Il. Moreover, since jU :RAj = Ij(Ij is an ideal the two rings share and is the
maximal ideal of jU ) we have U :R=(1U × · · ·× lU ) : (RA1 × · · ·×RAl)= (1U :RA1 )
× · · ·× (lU :RAl)= I1× · · ·× Il.
(5) Since we know that, by (1), for j=1; : : : ; l; Ij is stable (i.e., Ij is principal in

Ij : Ij =RAj), we get that rad(U )= I1× · · ·× Il is stable (i.e., I1× · · ·× Il is principal in
(I1× · · ·× Il) : (I1× · · ·× Il)= (I1 : I1)× · · ·× (Il : Il)=RA1 × · · ·×RAl =R). Thus we
have also U rad(U ) = rad(U ) : rad(U )=R.
(6) If U is Arf then R is Arf since, by (5), it is the blowing up of rad(U ), cf. [11,

Corollary 2.5]. Conversely assume that R is Arf. Then each RAj is Arf. Since Ij is the
maximal ideal of jU , any integrally closed ideal of jU is of the form jU (�)= Ij(�),
for some �∈ v(jU ). It follows that a−1j Ij(�)⊆ a−1j Ij =RAj is an ideal of RAj . Moreover
a−1j Ij(�)= {x=aj | x∈ Ij; v(x)≥ �}= {r ∈RAj | v(r)≥ � − v(aj)}=RAj (� − v(aj)). Since
RAj is Arf then RAj (� − v(aj))= a−1j Ij(�) is stable and therefore also Ij(�) is stable
(since if a−1j Ij(�) is principal in a

−1
j Ij(�) : a

−1
j Ij(�)= Ij(�) : Ij(�), also Ij(�) is). Hence

jU is Arf for any j, and then U is Arf.
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Theorem 5.5. Let R0 =V1× · · ·×Vd; where, for h=1; : : : ; d; Vh=(Vh; Nh) is a DVR
and Vh=Nh= k.
(i) Let R0⊇R1⊇ · · · ⊇Rn be a sequence of subrings of R0 such that; for i=1; : : : ;
n − 1; Ri+1 is obtained from Ri as in Construction A. More precisely; suppose that
A11; : : : ; A

1
l1 is a partition of {1; : : : ; d}; that, for j=1; : : : ; l1; I 1j is a principal ideal

of R0A1j
=

∏
i∈A1j Vi generated by an element a

1
j of value vh(a

1
j )= �

1
j; h (for h∈A1j ); and

that R1 = 1R1× · · ·× l1R
1 is the ring obtained from R0 as in Construction A; (with

respect to the partition and the principal ideals above). Suppose that A21; : : : ; A
2
l2 is a

partition of {1; : : : ; d} which is coarser than A11; : : : ; A1l1 and that R2 = 1R2× · · ·× l2R
2

is the ring obtained from R1 as in Construction A; with respect to the principal ideals
I 21 ; : : : ; I

2
l2 ; where I

2
j is generated by an element a

2
j of value vh(a

2
j )= �

2
j; h for h∈A2j ;

and so on. Then R=Rn is a semilocal Arf ring such that:
(1) �R=V1× · · ·×Vd and Ri=Rn−i ; for i=0; : : : ; n; where Ri is the i’th overring of

R in the Lipman sequence.
(2) For every j=1; : : : ; d consider the sequence j1; j2; : : : such that j∈A1j1 ; j∈A2j2 ; : : : ;

j∈Anjn ; then the sequence e(jnRn); e(jn−1R
n−1); : : : ; e(j1R

1); e(Vj)= 1; 1; 1; : : : equals the
sequence

∑
h∈Anjn

�njn; h; : : : ;
∑

h∈A1j1
�1j1 ; h; 1; 1; : : : and is exactly the multiplicity sequence

of R along the maximal ideal nj =V1× · · ·×Nj × · · ·×Vd of �R.
(ii) Every semilocal Arf ring R with �R=V1× · · ·×Vd can be obtained from �R as
in (i).

Proof. Applying Proposition 5.4(2) n times, we see that R is semilocal with integral
closure �R=V1× · · ·×Vd. Consider now the Lipman sequence of overrings associated
to R=Rn. By Proposition 5.4(5), we get (Ri+1)rad(R

i+1) =Ri, and so R1 =Rn−1; : : : ;
Rn=R0. To show that R is Arf, since V1× · · ·×Vd is Arf, it is enough to apply
Proposition 5.4(6). Let’s prove (2): Given a maximal ideal nj =V1× · · ·Nj × · · ·×Vd
of �R, consider the sequence j1; j2; : : : such that j∈A1j1 ; j∈A2j2 ; : : : ; j∈Anjn , we get that
nj ∩Ri= nj ∩Rn−i is the maximal ideal of jn−iR

n−i. It follows that the multiplicity se-
quence of R along nj equals e(jnR

n); e(jn−1R
n−1); : : : ; e(j1R

1); e(Vj)= 1; 1; : : : : By
Proposition 5.4(3), this is the sequence of multiplicities of the principal ideals I njn ; : : : ; I

1
j1 ;

Nj; Nj; : : :, that is the sequence
∑

h∈Anjn
�njn; h; : : : ;

∑
h∈A1j1

�1j1 ; h; 1; 1; : : : .

(ii) Suppose that R is a semilocal Arf ring with �R=V1× · · ·×Vd. Consider the
Lipman sequence associated to R; R=R0⊆R1⊆ · · ·. We know, by Lipman, that any
ring Ri is semilocal and Arf and that the sequence stops at Rn= �R=V1× · · ·×Vd.
We want to show that Ri is obtained from Ri+1 as in Construction A. Set Ri=U .
Let m1; : : : ; mr be the maximal ideals of U . By Proposition 3.1, we know that U =
Um1 × · · ·×Umr and, by [11, Corollary 2.5], for each j, Umj is a local Arf ring.
Moreover, since rad(U )=m1Um1 × · · ·×mrUmr , we have U rad(U ) = rad(U ) : rad(U )=
(m1Um1 :m1Um1 )× · · ·× (mrUmr :mrUmr )=Um1Um1

m1 × · · ·×UmrUmr
mr . To complete the

proof, it is enough to show that Umj is the pullback of the diagram k ,→UmjUmj
mj =Ij←−

U
mjUmj
mj =(mjUmj :mjUmj) where Ij is a principal ideal of U

mjUmj
mj contained in the
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Jacobson radical. In fact this is true, setting Ij =mjUmj , which is principal in U
mjUj
mj

by de�nition of blowing up and, since the extension is integral, mjUmj is contained in

the Jacobson radical of U
mjUmj
mj . Notice that, since k 'Umj =mjUmj ; k ,→U

mjUmj
mj =Ij.

Our aim now is to repeat for semigroups what we have done for rings and get results
from comparing the two constructions.
Let S be a Arf subsemigroup of Nd. We recall that all semigroups we consider are

good semigroups (cf. Section 2 for the de�nition). Since the radical ideal M = rad(S)
is stable, then M − M =M − � (where � is the minimum element in M) is also
a (good) Arf semigroup. So, setting S(0) = S and S(i+1) = rad(S(i)) − rad(S(i)), we
have a chain of Arf semigroups S = S(0)⊆ S(1)⊆ · · · and, for some n, S(n) =Nd, so
S(m) =Nd, for m≥ n. Let us call this the Lipman sequence associated to the Arf
semigroup S. Since in the following we will use only the signi�cant part of the
Lipman sequence, i.e., S = S(0)⊆ · · ·⊆ S(n) =Nd, where n is minimal, we will, with
a small abuse of terminology, call this the Lipman sequence of S. As with rings,
for any Arf semigroup we can construct the blowing up forest and the multiplic-
ity forest. We need for further results a more precise description of these forests.
Suppose S = S(0)⊆Nd: S(0) has a representation as a product of local semigroups,
S(0) = S1(0)× · · ·× Sl

0

(0). Of course the d components of Nd are partitioned in these local

semigroups, so that S1(0)⊆N|B10|; : : : ; Sl
0

(0)⊆N|Bl00 |, for a certain partition B10; : : : ; B
l0
0 of

{1; : : : ; d}. Blowing up the radical ideal of S(0) we get S(1), that also is a product of
local semigroups, S(1) = S1(1)× · · ·× Sl

1

(1), where S
1
(1)⊆N|B11|; : : : ; Sl

1

(1)⊆N|Bl11 |, for a par-

tition B11; : : : ; B
l1
1 of {1; : : : ; d} that is a re�nement of the previous one. We have in this

way the blowing up forest of S.
Suppose that the minimal positive element of the local semigroup Sj(i) is �

j
i and

denote by (� ji )h its hth component. We get the multiplicity forest of the Arf semi-
group S replacing the local semigroup S j(i) in the blowing up forest with the vector

e j(i) = (e
j
i;1; : : : ; e

j
i; d)∈Nd, de�ned in the following way: e ji; h=(�ji )h, if h∈Bji and eji; h=0

otherwise. Suppose now that S is a semigroup and S = S1× · · ·× Sr is the representation
of S in its local components (cf. Theorem 2.5). Consider the following:

Construction B. Let A1; : : : ; Al be a partition of {1; : : : ; r}. We have S = SA1 × · · ·× SAl ,
where SAj =

∏
i∈Aj Si. For any j, j=1; : : : ; l, consider an element �j∈SAj , with (�j)h¿0,

for each h∈Aj, and the principal ideal Ij = �j + SAj . Let jT = 0∪ (�j + SAj) and
T =1T × · · ·× lT .

With this notation we can prove that:

Proposition 5.6. (1) For each j; j=1; : : : ; l; jT is a local semigroup with stable max-
imal ideal Ij = �j + SAj ; and Ij − Ij = SAj .
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(2) T is a semigroup and T =1T × · · ·× lT is its representation as a product of
local semigroups.
(3) rad(T )= I1× · · ·× Il=T − S.
(4) rad(T ) is a stable ideal of T and rad(T )− rad(T )= S.
(5) S is Arf if and only if T is Arf.

Proof. (1) Since the principal ideal Ij of the semigroup SAj is a good relative ideal,
jT = 0∪ Ij is a semigroup and it is local because (�j)h¿0, for each h∈Aj, with max-
imal ideal Ij. Moreover Ij is principal in Ij− Ij =(�j+SAj)− (�j+SAj)= SAj , and so Ij
is stable.
(2) A product of semigroups is a semigroup (cf. Proposition 2.3).
(3) Since, for j=1; : : : ; l, jT is local with maximal ideal Ij, we get rad(T )=

I1× · · ·×Il. Since jT − SAj = Ij, we get T − S =(1T × · · ·× lT ) − (SA1 × · · ·× SAl)=
(1T − SA1 )× · · ·× (lT − SAl)= I1× · · ·× Il.
(4) Since Ij is stable in jT , for each j (cf. 1)), we get that rad(T )= I1× · · ·× Il

is stable and applying again (1) rad(T ) − rad(T )= (I1× · · ·× Il) − (I1× · · ·× Il)=
(I1 − I1)× · · ·× (Il − Il)= SA1 × · · ·× SAl = S.
(5) If S = S1× · · ·× Sr is Arf, then each Si is Arf, i=1; : : : ; r, by Proposition 3.30.

So also SAj is Arf, for j=1; : : : ; l. It follows that also jT = 0∪ (�j + SAj) is Arf.
Conversely, if T is Arf, then rad(T ) is stable and S = rad(T )− rad(T ) is Arf.

Theorem 5.7. (i) Consider a sequence of subsemigroups of Nd

S(0) =Nd⊇ S(1)⊇ · · ·⊇ S(n);
where S(i+1) is obtained from S(i) as T from S in Construction B. More precisely, sup-
pose that A11; : : : ; A

1
l1 is a partition of {1; : : : ; d}; that; for j=1; : : : ; l1; �

(1)
j ∈N|A1j | with

(�(1)j )h¿0 for each h∈A1j ; that jS(1) = 0∪ (�(1)j +N|A1j |); and that S(1) =
∏l1
j=1(jS

(1)).
Suppose that A21; : : : ; A

2
l2 is a partition of {1; : : : ; d} which is coarser than A11; : : : ; A1l1 ;

and that S(2) =
∏l2
j=1(jS

(2)); where jS(2) = 0∪ (�(2)j + jS(1)) for some �
(2)
j ∈ jS(1) with

(�(2)j )h¿0 for each h∈A2j ; and so on. Then; for i=0; : : : ; n; S(i) is an Arf semigroup
such that:
(1) S(i) = S(n−i) for i=0; : : : ; n; where S(i) is the ith element of the Lipman sequence

associated to the Arf semigroup S(n).
(2) The nodes e j(i) = (e

j
i;1; : : : ; e

j
i; d) of the multiplicity forest of S

(n) are the vectors

with the following components: for 0≤ i¡n; e ji; h=(�(n−i)j )h; if h∈An−ij ; and e ji; h=0
otherwise; for i≥ n; e ji; h=1 if h= j; and e ji; h=0 otherwise.
(ii) Any Arf semigroup in Nd can be obtained as in (i).
(iii) Two Arf semigroups of Nd with the same multiplicity forest are equal.

Proof. (i) By Proposition 5.6(5), since Nd is Arf, we get that S(i) is Arf for each i.
By Proposition 5.6(4), we get S(i) = S(n−i), so (1) is proved. (2) Since, for i=0; : : : ; n;
S(i) = S(n−i), also the partition B1i ; : : : ; B

li
i of {1; : : : ; d} induced by the semigroup S(i)
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coincides with the partition An−i1 ; : : : ; An−iln−i
. It follows that the blowing up forest of

S(n) is determined by the local semigroups jS(n−i) = S
j
(i). Moreover, the minimum pos-

itive element of jS(n−i) is by our construction �
(n−i)
j . So if e j(i) = (e

j
i;1; : : : ; e

j
i; d) is the

generic node in the multiplicity forest of S(n), we get, for 0≤ i¡n, e ji; =(�(n−i)j )h if

h∈Bji =An−ij , and e ji; h=0 otherwise, and, for i≥ n, the unit vectors e j(i) = (0; : : : ; 0; 1; 0;
: : : ; 0), with 1 in the jth position.
(ii) Let S be an Arf semigroup in Nd and consider the associated Lipman sequence

of semigroups S = S(0)⊆ S(1)⊆ · · · ⊆ S(n) =Nd. We have to show that S(i) is obtained
from S(i+1) as in Construction B. Set T = S(i) and suppose that T =T1× · · ·×Tr is its
decomposition in local semigroups, with maximal ideals M1; : : : ; Mr . Since rad(T )=
M1× · · ·×Mr , we have S(i+1) = rad(T ) − rad(T )= (M1 −M1)× · · ·× (Mr −Mr). For
j=1; : : : ; r; Mj−Mj is a subsemigroup of N|Aj| and A1; : : : ; Ar is a partition of {1; : : : ; d}.
We have to show that, for j=1; : : : ; r; Tj = 0∪ Ij, for some principal ideal Ij of
Mj −Mj, generated by an element �j with (�j)h¿0, for each h∈Aj. Setting Ij =Mj,
since Tj is Arf, Mj is principal in Mj − Mj and its generator �j, that is the mini-
mum positive value of Mj has only positive coordinates, i.e., (�j)h¿0, for each h∈Aj,
because Tj is local. So the proof is complete.
(iii) By (ii) any Arf semigroup is obtained applying Construction B a �nite number

of times. So an Arf semigroup is uniquely determined by the choice of the partitions
Ai1; : : : ; A

i
li of {1; : : : ; d} and of the vectors �i1; : : : ; �ili , i.e., it is uniquely determined by

its multiplicity forest.

Corollary 5.8. Any Arf semigroup is the semigroup of values of a semilocal Arf ring.

Proof. Let S be an Arf semigroup and let S = S(0)⊆ · · · ⊆ S(n) =Nd be its Lipman
sequence. Denote the blowing up forest of S with the notation introduced above. Con-
sider now the ring R0 = k[[t1]]× · · ·× k[[td]], where t1; : : : ; td are indeterminates over a
�eld k with |k| ≥d. Our aim is to apply Construction A for rings, using the numerical
information given by the multiplicity forest of S, in order to get a ring R=Rn, with
v(R)= S. More precisely, suppose that S(n−1) = S1(n−1)× · · ·× Sl

n−1

(n−1) is the decomposi-

tion in local semigroups of S(n−1) and that S1(n−1)⊆N|B1n−1|; : : : ; Sl
n−1

(n−1)⊆N|Bln−1
n−1 |, where

B1n−1; : : : ; B
ln−1

n−1 is a partition of {1; : : : ; d}. Choose, for j=1; : : : ; ln−1, a principal ideal
I 1j of R

0
Bjn−1

=
∏
i∈Bjn−1

k[[ti]] generated by an element a1j of value vh(a
1
j )= e

j
n−1; h, for

h∈Bjn−1, where e jn−1;h is the hth component of the vector e j(n−1) in the multiplicity
forest of S. Applying Construction A we get a ring R1 = 1R1× · · ·× l1R

1 (l1 = ln−1).
Now consider the partition B1n−2; : : : ; B

ln−2

n−2 of {1; : : : ; d} determined by the semigroup
S(n−2). This partition is coarser than the previous one and we can continue with
Construction A, taking into account the vectors e j(n−2) of the multiplicity forest of
S. In this way, after n steps, we get a semilocal Arf ring Rn, that, by Theorem 5.5,
has the same multiplicity forest as S. Since, by Theorem 5.7(iii), there is only one Arf
semigroup with a �xed multiplicity forest, we have v(Rn)= S.
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According to Theorem 5.7, an Arf semigroup is completely described by its mul-
tiplicity forest. If d=1, the multiplicity forest of S is just a sequence of numbers
e(0); e(1); : : : ; e(n) = 1; e(n+1) = 1; : : : and S is exactly the set {0; e(0); e(0)+e(1); e(0)+e(1)+
e(2); : : :}. This generalizes, for d≥ 1, to:

Proposition 5.9. Suppose that e1(i); : : : ; e
li
(i) are the nodes at level i in the multiplicity

forest F of the semigroup S. Then S = 0
⋃
F′{

∑
e j(i)∈F′ e

j
(i)}; where 0∈Nd and F′ ranges

over all �nite subforests of F rooted in a nonempty subset of e1(0); : : : ; e
l0
(0).

Proof. Let us argue by induction on n, where n is the length of the Lipman sequence
associated to S, i.e., the smallest integer n such that S(n) =Nd. If n=0; S = S(0) =Nd,
the multiplicity forest is the disjoint union of d lines with the unit vectors (1; 0; : : : ;
0); : : : ; (0; : : : ; 0; 1) as nodes, respectively, and in this case the statement trivially holds.
For the inductive step, let S = S(0)⊆ · · · ⊆ S(n) =Nd be the Lipman sequence of S. We
know, by Theorem 5.7, that S(0) = S(n) is obtained from S(1) = S(n−1) as in construction
B. So S(1) = S(1)A1 × · · ·× S(1)Al and S(0) =

∏l
j=1(0∪ (�j+S(1)Aj)), where A1; : : : ; Al is a

partition of {1; : : : ; d}. Since for j=1; : : : ; l any S(1)Aj is Arf and has a Lipman sequence
of length ≤ n− 1, we have by the inductive hypothesis S(1)Aj = 0∪ (

⋃
F′
∑

e j(i)∈F′′ e
j
(i)),

where F′′ ranges over all �nite subforests of F rooted in a nonempty subset of
{eh(1)|h∈Aj}. Moreover, by Theorem 5.7(i)(2), the multiplicity forest of S at level

0 is de�ned by the vectors �j. More precisely, e
j
(0) = (e

j
0;1; : : : ; e

j
0; d), where e

j
0; h=(�j)h,

if h∈Aj and e j0; h=0 otherwise. To conclude, observe that, since A1; : : : ; Al is a parti-
tion of {1; : : : ; d}, a generic element of S = S(0) is of the form

∑l
j=1 xj, where xj ∈ Nd

is such that �Aj (xj)∈ (0∪ (�j + S(1)Aj)) and (xj)h=0 if h =∈Aj.

Proposition 5.10. The following are equivalent:
(1) R is Arf.
(2) S = v(R) is Arf and the multiplicity forests of R and S are the same.

Proof. (1)⇒ (2): Suppose R is Arf. By Proposition 3.19, S = v(R) is Arf. Let R=R0⊆
R1⊆ · · · and S = S(0)⊆ S(1)⊆ · · · be the Lipman sequences associated to R and S,
respectively. We can prove by induction that, for i≥ 0, v(Ri)= S(i). The induction step
is easily checked, because Ri is Arf, so Ri+1 = rad(Ri) : rad(Ri) and, by Proposition 3.19,
v(Ri+1)= v(rad(Ri) : rad(Ri))= v(rad(Ri)) − v(rad(Ri))= rad(S(i)) − rad(S(i))= S(i+1).
Thus, in particular, the multiplicity forests of R and S coincide.
(2)⇒ (1): Let F be the multiplicity forest of R and S and let R′ be the Arf closure

of R. By Proposition 5.3, the multiplicity forest of R′ is also F. Apply (1)⇒ (2) to
the Arf ring R′. We have that v(R′) is an Arf semigroup and its multiplicity forest
is F. By Theorem 5.7(iii), we get S = v(R′). Since R⊆R′ have the same semigroup
of values and are both fractional ideals of R, we have, by Proposition 2.11(iii) that
R=R′.



V. Barucci et al. / Journal of Pure and Applied Algebra 147 (2000) 215–254 251

It is natural to ask which are the numerical conditions for a forest of vectors of Nd
in order to be the multiplicity forest of an Arf semigroup. For d=1 it is immediate that
a sequence of positive integers e(0); e(1); : : : is the multiplicity sequence of a numerical
Arf semigroup S if and only if
(1) there exists an n ∈ N such that, for m≥ n, e(m) = 1 and
(2) for each i≥ 0, e(i) =

∑r
s= 1 e(i+s), for some r≥ 1.

We generalize, this to any d≥ 1, and collect our results in:

Theorem 5.11. Let F be a forest of vectors {e j(i) = (e ji;1; : : : ; e ji; d)} of Nd. The following
are equivalent:
(1) F is the multiplicity forest of an Arf semigroup.
(2) F is the multiplicity forest of a ring.
(3) F satis�es the three conditions (a), (b) and (c) below

(a) there exists n ∈ N such that; for m≥ n; e j(m) = (0; : : : ; 0; 1; 0; : : : ; 0) (the
nonzero coordinate in the j-th position) for any j=1; : : : ; d.

(b) e ji; h=0 if and only if e
j
(i) is not in the h-th branch of the forest (the h-th

branch of the forest is the unique maximal path containing the h-th unit
vectors).

(c) e j(i) =
∑

e∈T |e j(i) e for some �nite subtree T of F, rooted in e
j
(i).

Proof. The equivalence between (1) and (2) follows from Proposition 5.3, Proposition
5.10, and Corollary 5.8.
As for the equivalence between (1) and (3), if we assume that F is a multiplicity tree

of an Arf semigroup S, properties (a) and (b) follow immediately from the de�nition.
Moreover since any Arf semigroup can be obtained as in Theorem 5.7(i), we have that
the non-zero components of e j(i) form a vector belonging to jS(n−i−1) (cf. the statement
of Theorem 5.7(i)). Applying Theorem 5.9 to this semigroup we get condition (c).
Conversely conditions (a), (b) and (c) are su�cient to construct, starting from Nd

an Arf semigroup (cf. the statement of Theorem 5.7(i)).

Example 5.12. Consider the forest (in fact tree) in N3 where the three branches con-
tinue upwards with unit vectors (Fig. 10). This is the multiplicity tree of an Arf semi-
group, since the conditions of Theorem 5.11 are satis�ed. If we replace e(0) = (4; 5; 6)
for example with (4,4,4), we have a tree that is not the multiplicity tree of an Arf semi-
group, since condition (3) of Theorem 5.11 is not satis�ed for the second component
of (4,4,4).

Corollary 5.13. Let F be the multiplicity forest of an Arf semigroup S and let FC
be the set of nodes of F which are not unit vectors. Then FC is a �nite subforest and
S −Nd= ∑

e∈FC e +N
d. If R is an Arf ring with v(R)= S and if �R=V1× · · ·×Vd;

then R : �R= t�11 V1× · · ·× t�dd Vd; where for i=1; : : : ; d; ti is the uniformizing parameter
of Vi and (�1; : : : ; �d)=

∑
e∈FC e.
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Fig. 10. A concrete example.

Proof. By Theorem 5.11 we have in particular that e j(i)≥ e j1(i+1) if e j1(i+1) covers e j(i). It
follows that FC is a subforest of F. The second part of the statement also follows from
Theorem 5.11, since the vector

∑
e∈FC e is characterized by being the smallest vector

such that all larger vectors belong to S. Since v(R)= S; R : �R is the principal ideal of
�R generated by an element of value 
(S) + (1; : : : ; 1). Since S −Nd= ∑

e∈FC e +N
d,

we have 
(S) + (1; : : : ; 1)=
∑

e∈FC e=(�1; : : : ; �d).

Example 5.14. Consider the tree of Fig. 10. As we noticed, it is the multiplicity tree
of an Arf semigroup. By Corollary 5.8, it is the semigroup of values of an Arf
ring. The proof of Corollary 5.8 indicates how to construct such a ring. Start with
R0 = k[[x]]× k[[y]]× k[[z]], where x; y; and z are indeterminates over a �eld k and
|k| ≥ 3, and let a11 = x; a12 = (y2; z2). Then R1 = k[[x]]× ((1; 1)k + y2k[[y]]× z2k[[z]])
=U1×U2. Let a2 = (x2; y3; z4). Then R2 = (1; 1; 1)k + (x2; y3; z4)R1 = (1; 1; 1)k +
(x2k[[x]]× ((y3; z4)k+(y5k[[y]]× z6k[[z]])). Now, if a3 = (x4; y5; z6), we get R=R3 =
(1; 1; 1)k+(x4; y5; z6)R2 = (1; 1; 1)k+(x4; y5; z6)k+(x6k[[x]]× ((y8; z10)k+(y10k[[y]]×
z12k[[z]]))) that has the given multiplicity tree. The multiplicity sequences along the
three branches are (15; 9; 1; 1; 1; : : :); (15; 9; 4; 1; 1; : : :), and (15; 9; 4; 1; 1; : : :). The con-
ductor R : �R=R :R0 equals (x6; y10; z12)R0 (cf. Corollary 5.13).

Example 5.15. As an example of Theorem 5.11, we give all possible multiplicity trees
for local rings of multiplicity 3. It is easy to check that the result agrees with the Arf
semigroups we have classi�ed in Section 4, cf. Proposition 4.4. Fig. 11 shows the trees.
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Fig. 11. The possible multiplicity trees for local rings R with e(R)= 3. In the case 2ak (3k , resp.), k ≥ 0
is the number of times (2,0) ((1,1,0), resp.) occur.
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