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Abstract

The well-posedness of a large class of singular partial differential equations of neutral type is discussed.
Here the term singularity means that the difference operator of such equations is nonatomic at zero. This
fact offers many difficulties in applying the usual methods of perturbation theory and Laplace transform
technique and thus makes the study interesting. Our approach is new and it is based on functional analysis
of semigroup of operators in an essential way, and allows us to introduce a new concept of solutions for
such equations. Finally, we study the well-posedness of a singular reaction–diffusion equation of neutral
type in weighted Lebesgue’s spaces.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction

Let (X,‖ · ‖) be a Banach space and p ∈ (1,∞), r > 0 be real numbers. Denote

X = X × Lp
([−r,0],X)

with norm

∥∥∥∥
(

z

ϕ

)∥∥∥∥ = ‖z‖ + ‖ϕ‖p,
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where (Lp([−r,0],X),‖ · ‖p) is the Banach space of all p-integrable functions ϕ : [−r,0] → X.
Throughout W 1,p([−r,0],X) will denote the Sobolev space, the Banach space of all absolutely
continuous functions ϕ such that the derivative ϕ′ is a p-integrable function.

The aim of this paper is to investigate the well-posedness and spectral theory of the evolution
equation

(CD)

{
ẇ(t) = ADw(t), t � 0,

w(0) = ( z
ϕ

) ∈ X ,

where AD :D(AD) ⊂ X → X is the matrix operator defined by

AD :=
(

A L

0 ∂
∂θ

)
,

D(AD) :=
{(

z

ϕ

)
∈ D(A) × W 1,p

([−r,0],X)
: z = Dϕ

}
. (1.1)

Here A :D(A) ⊂ X → X is the generator of a C0-semigroup T := (T (t))t�0 on X, D,L:
W 1,p([−r,0],X) → X are linear and bounded. We will focus on operators D that are nonatomic
at zero, that is, for all ε > 0 there exists δ � r such that

‖Dϕ‖ � ε sup
θ∈[−r,0]

∥∥ϕ(θ)
∥∥

for any ϕ ∈ W 1,p([−r,0],X) with supp(ϕ) ⊆ [−δ,0]. If μ : [−r,0] → L (X) is a function of
bounded variation which is continuous at zero then the following operator

Dϕ =
0∫

−r

dμ(θ)ϕ(θ), ϕ ∈ W 1,p
([−r,0],X)

, (1.2)

is nonatomic at zero (see [16, p. 256]). We note that the operator AD is closely related to neutral
equations with difference operator D and delay operator L (see e.g., [5,28]).

Generally, in neutral equations, the authors consider the difference operator D given by
Dϕ = ϕ(0) − Kϕ, where K is nonatomic at zero (we say that D is atomic at zero). In this
case the Cauchy problem (CD) have been studied quite intensively in the literature, see e.g., [16,
Chapter 9], [18,20,22], which investigate the phase space C([−r,0],X) and [5,9,25] which treat
the Lp-setting. In these references the state space X is of finite dimension, so that the opera-
tors K and L are represented as in (1.2), due to Riesz’s representation theorem [1, p. 248]. This
makes the study of neutral equations on C([−r,0],R

n) and R
n × Lp([−r,0],R

n) similar (see
e.g., [17]). The situation is quite different when X is an infinite-dimensional space, where K and
L are not necessarily represented as in (1.2). The authors of [14] (see also [2]) show that extra
assumptions on K and L (see the conditions (H) and (H′) in Section 2) should be imposed to
guarantee the well-posedness of (CD). These conditions are related to the left shift semigroup on
Lp([−r,0],X), and are always satisfied if D and L are given by (1.2), see [15, Theorem 3]. The
work [14] is based on the feedback theory of regular linear system [26], [27, Chapter 7], [32] in
an essential way and gives a new approach to tackle the well-posedness of (CD) (see Remark 3.4
for comments on this approach). New results on nonautonomous neutral equations with atomic
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difference operators in Banach spaces can be found in [12, Section 6]. It is shown in [23,24]
that neutral equation with atomic difference operators can be studied as hyperbolic systems (see
also [10] for new results on such systems).

But it is of much importance to consider the case of nonatomic operators D and it is natural to
expect such a situation in control problems, such as aeroelastic systems (see e.g., [4]) and large-
scale or interconnected systems with time lag. To the best of our knowledge, the well-posedness
of (CD) for nonatomic operator D have been only discussed in few papers e.g., [5,6,19,21,29].
These works consider finite dimensional state spaces and A ≡ 0, and mainly based on Laplace
transform technique. It has been observed that certain neutral equations may be well posed over
some choices of state spaces, while being ill-posed over others (see e.g., [5,19,21]). Several
concepts of well-posedness for (CD) were introduced in [6]. In [28] one can find some conditions
for the well-posedness of (CD), the variation of constants formulae for the solutions as well as the
relations between alternative well-posedness notions. A typical example of nonatomic operator
D is the following singular integral:

Dψ =
0∫

−r

|θ |−αψ(θ) dθ, α ∈ (0,1), ψ ∈ C
([−r,0],R

n
)
.

In this case the neutral equation is well-posed on R
n × Lp([−r,0],R

n) only for p(1 − α) < 1
(see e.g. [5,21]). This eliminates the Hilbert space R

n ×L2([−r,0],R
n) which is very important

for control problem and aeroelastic model. It is shown in [3] and [19,29] that weighted L2-spaces
are the most appropriate state spaces for which well-posedness, dissipativity estimates as well as
differentiability of the semigroup solution are guaranteed. This is important in the investigation
of numerical analysis for control and identification of some particular models (such as a fluid-
structure problem).

By analyzing in profile the aforementioned references it seems that general well-posedness re-
sults for (CD) are yet unknown, and the relations between alternative well-posedness notions are
not quite understood. This makes the question of finding general results for the well-posedness
of (CD) with D nonatomic at zero very interesting.

Our interest here is to treat the well-posedness of (CD) for D nonatomic at zero using a unified
approach mainly based on functional analysis of semigroup of operators and indirectly on the
closed-loops of well-posed linear systems. In fact, in the previous work [14] we have established
that in the case of atomic operators D the matrix operator AD coincides with the generator of an
appropriate closed-loop system. As we will see in this paper, this is not the case for nonatomic
operators D (see Remark 3.4). We will see that the generation property of AD follows from a
subspace semigroup of a certain closed-loop system. In contrast to the previous aforementioned
references, especially, we are interested in working on Banach spaces and with general operators
D and L. In addition we characterize σ(AD), the spectrum of AD.

The organization of this paper is as follows. In Section 2, we present the framework and
state our main results, i.e., Theorems 2.3 and 2.4. In this section we also present several results
concerning the well-posedness and spectral theory of difference equations as well as of neutral
equations with nonatomic difference operators. In Section 3, we prove the main theorems of this
paper. Finally, in Section 4 we investigate the well-posedness of a singular reaction–diffusion
equation of neutral type in a bounded domain of R

n.
We would like to emphasize that to the best of our knowledge, this paper is the first where the

well-posedness of (CD) on X is proved for X Banach space and D nonatomic at zero.
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2. Framework and main results

Let us introduce some notations and objects we will be working with. First we denote by
S := (S(t))t�0 the left shift semigroup on Lp([−r,0],X) given by

(
S(t)ϕ

)
(θ) =

{
0, t + θ � 0,

ϕ(t + θ), t + θ � 0

for t � 0 and θ ∈ [−r,0]. Its generator is the operator given by

Qϕ = ∂ϕ

∂θ
, D(Q) = {

ϕ ∈ W 1,p
([−r,0],X)

: ϕ(0) = 0
}
.

The Yosida extension of P :W 1,p([−r,0],X) → X with respect to Q is the linear operator

PYϕ := lim
λ→+∞PλR(λ,Q)ϕ, D(PY) := {

ϕ ∈ Lp
([−r,0],X)

: this limit exists in X
}
.

(2.1)

Denote

eλ :X → Lp
([−r,0],X)

, (eλx)(θ) := eλθx, λ ∈ C. (2.2)

Moreover, we define

φ(t)u = χ{θ∈[−r,0]: t+θ�0}(·)u(t + ·) (2.3)

for t � 0 and u ∈ Lp(R+,X). We set

W
1,p

0,loc(R+,X) := {
u ∈ W

1,p

loc (R+,X): u(0) = 0
}
.

It is a dense subspace of L
p

loc(R+,X). We note that (t 
→ φ(t)u) ∈ C(R+,W 1,p([−r,0],X)) for

any u ∈ W
1,p

0,loc(R+,X), by Lemma 2.11.

Definition 2.1. We say that a linear and bounded operator P :W 1,p([−r,0],X) → X satisfies the
condition (H) if the following hold:

α∫
0

∥∥PS(t)ϕ
∥∥p

dt � γ
p

1 ‖ϕ‖p
p (H1)

for all ϕ ∈ D(Q), constants α > 0 and γ1 := γ1(α) > 0, the estimate

β∫ ∥∥Pφ(t)u
∥∥p

dt � γ
p

2 ‖u‖p
p (H2)
0
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holds for any u ∈ W
1,p

0,loc(R+,X), constants β > 0 and γ2 := γ2(β) > 0, and

Range(eλ) ⊂ D(PY) for some (hence all) λ ∈ ρ(Q). (H3)

Moreover, we need the following definition.

Definition 2.2. We say that P :W 1,p([−r,0],X) → X satisfies (H′) if P satisfies (H) and the
constant γ2 > 0 in (H2) satisfies γ2(β) → 0 as β → 0.

Observe that (H2) implies that the operator F
P∞ :W 1,p

0,loc(R+,X) → L
p

loc(R+,X) defined by

(FP∞u)(t) := Pφ(t)u, t � 0, can be extended to a linear and bounded operator on L
p

loc(R+,X).
Moreover, if P :W 1,p([−r,0],X) → X satisfies (H′) then

(
IX − F

P∞
)−1 exists in L

p

loc(R+,X). (H4)

This observation allows us to use linear systems feedback theory to prove the main theorems. On
the other hand, one can see that if P satisfies (H) then

W 1,p
([−r,0],X) ⊂ D(PY) and (PY)|W 1,p([−r,0],X) = P. (2.4)

As examples of P satisfying the condition (H′), we can include the case when P is given by (1.2)
(see [15, Theorem 3]). Thus, by Riesz’s representation theorem the condition (H′) is always
satisfied if X has a finite dimension.

For u : [−r,∞) → X such that u(s) = ϕ(s) for a.e. s ∈ [−r,0] we set

u(t + ·) := S(t)ϕ + φ(t)u, t � 0. (2.5)

If P satisfies the condition (H) then

u(t + ·) ∈ D(PY) a.e. t � 0, (2.6)

and the function

t ∈ [0,+∞) 
→ PYu(t + ·) ∈ X (2.7)

is locally p-integrable (see [15, Section 4]).
The following two theorems are the main results of this paper.

Theorem 2.3. Let the operators D and L satisfy the conditions (H′) and (H), respectively. Then
AD generates a strongly continuous semigroup TD := (TD(t))t�0 on X . Moreover, for any( z

ϕ

) ∈ X the unique solution of the Cauchy problem (CD) satisfies

TD(t)

(
z

ϕ

)
=

(
z(t)

u(t + ·)
)

(2.8)

for t � 0, where u : [−r,+∞) → X is such that u(s) = ϕ(s) for a.e. s ∈ [−r,0], and the function
z(·) : [0,∞) → X satisfies the following two equations:
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z(t) = T (t)z +
t∫

0

T (t − τ)LYu(τ + ·) dτ,

z(t) = DYu(t + ·) (2.9)

for t � 0, where LY and DY are the Yosida extensions of L and D defined by (2.1).

Proof. See Section 3 for a proof. �
Let us now consider the nonhomogeneous Cauchy problem

(CD)F

{
ẇ(t) = ADw(t) + F(t), t � 0,

w(0) = ( z
ϕ

) ∈ X ,

where F = (
f

0

)
with f ∈ L

p

loc([0,∞),X) is a forcing term.

Theorem 2.4. Let the operators D and L satisfy the conditions (H′) and (H), respectively. Then
for any

( z
ϕ

) ∈ X and f ∈ L
p

loc([0,∞),X) the problem (CD)F has a unique solution given by

w(t) =
(

z(t)

u(t + ·)
)

(2.10)

for t � 0, where u : [−r,+∞) → X is such that u(s) = ϕ(s) for a.e. s ∈ [−r,0], and the function
z(·) : [0,∞) → X satisfies the following two equations:

z(t) = T (t)z +
t∫

0

T (t − τ)
[
LYu(τ + ·) + f (τ)

]
dτ,

z(t) = DYu(t + ·) (2.11)

for t � 0, where LY and DY are the Yosida extensions of L and D defined by (2.1).

Proof. See Section 3 for a proof. �
In order to characterize the spectrum of AD and compute R(λ,AD), the resolvent operator of

AD, for any λ ∈ ρ(AD) we consider the linear operator

QDϕ = ∂ϕ

∂θ
, D(QD) = {

ϕ ∈ W 1,p
([−r,0],X)

: Dϕ = 0
}
. (2.12)

The operator QD is related to difference equations (see e.g. [21]). The following result shows
general conditions for which QD generates a C0-semigroup on Lp([−r,0],X).

Proposition 2.5. Assume that D is nonatomic at zero and satisfies the condition (H′). Then
QD generates a C0-semigroup SD := (SD(t))t�0 on Lp([−r,0],X). If u ∈ L

p

loc([−r,+∞),X)

is such that u(s) = ϕ(s) for a.e. s ∈ [−r,0], then

u(t + · ;ϕ) = SD(t)ϕ and DYu(t + ·) = 0, t � 0, (2.13)
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where we set u(t + ·) := u(t + · ;ϕ), where DY is the Yosida extension of D defined by (2.1). On
the other hand, Θ := {λ ∈ C: Deλ ∈ L (X) is invertible} ⊂ ρ(QD) and

R(λ,QD) = (
I − eλ(Deλ)

−1D
)
R(λ,Q) for λ ∈ Θ. (2.14)

Proof. We want to apply Theorem 2.3. We consider AD with A ≡ 0 and L ≡ 0, so that A and L

satisfy the conditions of Theorem 2.3, which means that the semigroup TD exists. Moreover, by
(2.10) and the first equation in (2.9) this semigroup satisfies

TD(t)

(
z

ϕ

)
=

(
z

u(t + · ;ϕ
)

(2.15)

for any
( z

ϕ

) ∈ X . This shows that the first and the second components of TD(t)
( z

ϕ

)
are inde-

pendent. We then set SD(t)ϕ := u(t + · ;ϕ) for t � 0 and u : [−r,∞) → X with u(s) = ϕ(s) for
−r � s � 0, so that (SD(0)ϕ)(s) = u(s) = ϕ(s). The exponential boundedness and the strong
continuity of SD follow by those of TD using (2.15). Moreover, by (2.15) we obtain

(
z

SD(t + τ)ϕ

)
=

(
z

u(t + · ;u(τ + · ;ϕ))

)
=

(
z

SD(t)u(τ + · ;ϕ)

)
=

(
z

SD(t)SD(τ )ϕ

)

for any t, τ � 0 and
( z

ϕ

) ∈ X . Thus SD is a C0-semigroup on W 1,p([−r,0],X). Now for ϕ ∈
Lp([−r,0],X) and t > 0 we have

∥∥∥∥SD(t)ϕ − ϕ

t
− ∂ϕ

∂θ

∥∥∥∥
p

=
∥∥∥∥TD(t)

( 0
ϕ

) − ( 0
ϕ

)
t

−
(

0
∂ϕ/∂θ

)∥∥∥∥. (2.16)

Observe that ϕ ∈ D(QD) if and only if
( 0

ϕ

) ∈ D(AD). Thus, by (2.16) one can see that QD is the
generator of SD.

Let λ ∈ C such that Deλ is bijective. Let ψ ∈ Lp([−r,0],X) and put ϕ = eλ(Deλ)
−1 ·

DR(λ,Q)ψ −R(λ,Q)ψ . Thus ϕ ∈ D(QD) and (λ−QD)ϕ = ψ . Our aim follows by the closed-
ness of QD. To show (2.14) let λ ∈ ρ(QD) and u ∈ L

p

loc([−r,+∞),X) such that u(θ) = ϕ(θ)

for a.e. θ ∈ [−r,0]. By combining (2.5) and (2.13) we have

SD(t)ϕ = S(t)ϕ + φ(t)u, t � 0. (2.17)

By tacking Laplace transform in both sides of (2.17) one obtains

R(λ,QD)ϕ = R(λ,Q)ϕ + eλû(λ),

where û denotes the Laplace transform of u. Moreover, using the definition of the domain of QD
we obtain that û(λ) = −(Deλ)

−1DR(λ,Q)ϕ for λ ∈ Θ . Thus (2.14) follows. �
Remark 2.6. If we assume in Proposition 2.5 that X = C

n then we have λ ∈ ρ(QD) if and only
if the n × n matrix Deλ is invertible. From the proof of Proposition 2.5 it suffices to show that
Deλ is injective whenever λ ∈ ρ(QD). In fact, let λ ∈ ρ(QD) and let z ∈ X such that Deλz = 0.
Then eλz ∈ ker(λ − QD) = {0}, so that z = 0.
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Theorem 2.7. Let the operators D and L satisfy the conditions (H′) and (H), respectively. Then
for λ ∈ Θ := {λ ∈ C: Deλ ∈ L (X) is invertible}, we have λ ∈ ρ(AD) if and only if λ ∈ ρ(A +
Leλ(Deλ)

−1). Furthermore,

R(λ,AD)

=
(

R(λ,A + Leλ(Deλ)
−1) R(λ,A + Leλ(Deλ)

−1)LR(λ,QD)

eλ(Deλ)
−1R(λ,A + Leλ(Deλ)

−1) [I + eλ(Deλ)
−1R(λ,A + Leλ(Deλ)

−1)L]R(λ,QD)

)

for any λ ∈ Θ .

Proof. Let λ ∈ Θ and define a linear and operator on X by

Jλ =
(

I 0
−eλ(Deλ)

−1 I

)
.

Then Jλ is invertible. Observe that for
( z

ϕ

) ∈ D(AD) we have ϕ − eλ(Deλ)
−1z ∈ D(QD) and

that (λ − QD)(ϕ − eλ(Deλ)
−1z) = (λ − ∂/∂θ)ϕ. Thus

Jλ

[
D(AD)

] ⊂ D(A) × D(QD) and λ − AD =
(

λ − A − Leλ(Deλ)
−1 −L

0 λ − QD

)
Jλ.

This ends the proof. �
In the rest of this section we introduce new definition of the solution of the nonhomogeneous

neutral equation

(Nf )

{
d
dt

Du(t + ·) = ADu(t + ·) + Lu(t + ·) + f (t), t � 0,

limt→0 Du(t + ·) = z, u(θ) = ϕ(θ), a.e. − r � θ � 0.

Here the operators A,D,L are as above. Moreover, we assume that D is nonatomic at zero
and the initial history function ϕ ∈ Lp([−r,0],X). We denote by (N0) the equation (Nf ) with
f = 0.

Definition 2.8. A classical solution of the equation (Nf ) is a function u : [−r,∞) → X satisfying

(i) u(·) ∈ W
1,p

loc ([−r,∞),X) and (t 
→ Du(t + ·)) ∈ W
1,p

loc ([0,∞),X),
(ii) Du(t + ·) ∈ D(A) for all t � 0,

(iii) u(θ) = ϕ(θ) on [−r,0] and Kϕ = z, and
(iv) u satisfies (Nf ).

A weaker solution of (Nf ) is defined as follows.

Definition 2.9. A generalized solution of the initial value problem (Nf ) is a pair (z(·), u(·)) with
z(·) : [0,∞) → X and u(·) : [−r,∞) → X are such that

(i) z(·) is continuous, u(t + ·) ∈ D(DY) ∩ D(LY) for a.e. t � 0,
(ii) u(θ) = ϕ(θ) for a.e. θ ∈ [−r,0], and
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(iii) for any z ∈ X and t � 0,

z(t) = T (t)z +
t∫

0

T (t − τ)
[
LYu(τ + ·) + f (τ)

]
dτ,

z(t) = DYu(t + ·),

where LY and DY are the Yosida extension of L and D defined by (2.1).

Proposition 2.10. Let the operators D and L satisfy the conditions (H′) and (H), respectively.
Then the neutral equation (Nf ) has a unique generalized solution.

Proof. It is an immediate consequence of Theorem 2.4. �
To show the relationship between the generalized solutions and classical solutions of (Nf )

we need the following technical result.

Lemma 2.11. Let p ∈ (1,∞). Define a function ζ(t, ·) = u(t +·) for t � 0 and u : [−r,∞) → X.
The following are equivalent:

(i) u ∈ W
1,p

loc ([−r,∞),X).
(ii) ζ ∈ C1(R+,Lp([−r,0],X)).

(iii) ζ ∈ C(R+,W 1,p([−r,0],X)).

Proof. The proof is similar to that given in [1, Lemma 4.1, p. 256], where X = R
�, � � 1, was

considered. �
Proposition 2.12. Let the operators D and L satisfy the conditions (H′) and (H), respec-
tively, and let (z(·), u(·)) be the generalized solution of (Nf ) with initial condition z ∈ X

and ϕ ∈ Lp([−r,0],X). If u ∈ W 2,p([−r,∞),X),
( z

ϕ

) ∈ D(AD) and f ∈ W 1,1(R+,X) then
u : [−r,∞) → X is a classical solution of (Nf ).

Proof. Set g(t, ·) = u(t + ·) and h(t, ·) = d
dt

u(t + ·). Since u̇ ∈ W 1,p([−r,∞),X) then
by Lemma 2.11 we have h ∈ C(R+,W 1,p([−r,0],X)). From this we deduce that g ∈
C1(R+,W 1,p([−r,0],X)) and the function R+ � τ 
→ Lu(τ + ·) (which has sense by (2.4))
is in C1(R+,X). We put ψ(τ) := Lu(τ + ·) + f (τ) for τ � 0. Then by (2.4) we get

t∫
0

T (t − τ)
[
LYu(τ + ·) + f (τ)

]
dτ =

t∫
0

T (t − τ)ψ(τ) dτ and z(t) = Du(t + ·)

for t � 0. Thus our aim now follows from [7, Chapter 7, Corollary 7.6]. �
Definition 2.13. The neutral equation (Nf ) is well-posed in the strong sense if (N0) has a unique
classical solution, and this solution depends continuously on the initial data.
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Proposition 2.14. Let the operators D and L satisfy the conditions (H′) and (H), respectively. If
the initial conditions of (Nf ) satisfy

( z
ϕ

) ∈ D(AD) then (Nf ) is well-posed in the strong sense.

Proof. It is a consequence of Theorem 2.3 and the definition of well-posed Cauchy problems [7,
Chapter 2, Section 6]. �
3. Proof of the main results

The object of this section is to prove Theorems 2.3 and 2.4. To that purpose we need some
notation and notions.

Let X ⊕ be a Banach space (in fact we shall use this notation in some proofs below) and let
T = (T(t))t�0 be a C0-semigroup on X ⊕ with generator (A,D(A)). The completion of X ⊕
with respect to the norm ‖x‖−1 = ‖R(λ,A)x‖ for some λ ∈ ρ(A), is called the extrapolation
space associated with X ⊕ and A (or T). We denote this space by X ⊕

−1. Note that the norms
‖ · ‖−1 are independent of the choice of λ. The extension of T on X ⊕

−1 is a C0-semigroup which
we denote by (T−1(t))t�0, and whose generator we denote by A−1. For more details and refer-
ences on extrapolation theory we refer, e.g., to [7, Chapter II].

Let us consider another Banach space U and a family of bounded linear operators Φ(t) :
Lp([0, t],U) → X ⊕, t � 0, which satisfy the equation

Φ(t + s)u = Φ(t)(u|[s,s+t]) + T(t)Φ(s)(u|[0,s]) (3.1)

for u ∈ Lp([0, s + t],U) and t, s � 0. It is shown in [31] that there exists a linear bounded
operator B :U → X ⊕

−1 such that

Φ(t)u =
t∫

0

T−1(t − σ)Bu(σ)dσ (3.2)

for any t � 0 and u ∈ Lp([0, t],U).
If C :D(A) → U is a linear and bounded operator then its Yosida extension with respect to A

is defined as in (2.1), and will be denoted by CY (see also [30] for details on this operator).
We say that C :D(A) → U satisfies the condition (W) if the following hold:

• For any z ∈ D(A),

α∫
0

∥∥CT(t)z
∥∥p

dt � ϑ
p

1 ‖z‖p
p (W1)

for constants α > 0 and ϑ1 := ϑ1(α) > 0.
• For a.e. t � 0 and u ∈ L

p

loc(R+,U),

Φ(t)u ∈ D(CY) and t 
→ CYΦ(t)u ∈ U is measurable. (W2)
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• For any u ∈ Lp([0, t],U),

β∫
0

∥∥CYΦ(t)u
∥∥p

dt � ϑ
p

2 ‖u‖p
p (W3)

for constants β > 0 and ϑ2 := ϑ2(β) > 0.
• For some (hence all) λ ∈ ρ(A), and all v ∈ U ,

Range
(
R(λ,A−1)B

) ⊂ D(CY) and lim
μ→+∞CYR(μ,A−1)Bv = 0. (W4)

• The operator F∞ :Lp

loc(R+,U) → L
p

loc(R+,U) defined by F∞u = CYΦ(·)u satisfies

(IU − F∞)−1 exists in L
p

loc(R+,U). (W5)

The following perturbation theorem is due to Weiss [32] in Hilbert spaces and Staffans [27,
Chapter 7].

Theorem 3.1. Assume that C :D(A) → U satisfies (W). Then the operator

R = A−1 + BCY, D(R) := {
Z ∈ D(CY): (A−1 + BCY)Z ∈ X ⊕}

(the sum is defined in X ⊕
−1) generates the unique C0-semigroup U = (U (t))t�0 on X satisfying

U (σ )Z ∈ D(CY) for almost every σ � 0 and

U (t)Z = T(t)Z +
t∫

0

T−1(t − τ)BCYU (σ )Z dτ

for Z ∈ X ⊕, t � 0, where CY is the Yosida extension of C with respect to A as in (2.1).

The following remark summarizes the concept of feedback theory of linear systems and will
be used later.

Remark 3.2. Let C satisfies (W1)–(W4). Then we say that (A,B,C) generates a regular systems
(Σ) with state space X ⊕, control space U and output space U (see [32] for more general
definitions). The system Σ is completely determined by the following differential system:

(Σ)

{
ẇ(t) = A−1w(t) + B�(t), t � 0,

y(t) = Cw(t), t � 0,

where � : [0,∞) → U is a locally p-integrable function. Moreover, w(t) ∈ D(CY) almost
everywere t � 0, and the function

[0,∞) �
→ CYw(t) ∈ U
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is a locally p-integrable and it is an extension of the function y (see [27,32]). We then write
y(t) = CYw(t) for almost every t � 0. The functions w,� and y are respectively called the
state trajectory, the input function and output function of (Σ). The state trajectory of (Σ) is
given by

w(t) = T(t)w(0) + Φ(t)�, t � 0. (3.3)

We now assume that C satisfies all the conditions in (W). Then we say that the system (Σ) has
IU as an admissible feedback operator (see [27, Chapter 7], [32] for more general definitions). If
we choose the feedback law �(t) = y(t) = CYw(t) for a.e. t � 0, then (3.2) and Theorem 3.1
say that w(t) = U (t)w(0) for t � 0. Then the C0-semigroup U is obtained from a feedback
property of a regular system. Let us now consider the feedback law � = y + �c, where �c is
another input (consign) function. As shown in [32] and [27, Chapter 7] there exists a regular
system (Σ)I with state space X ⊕, control space U and output space U , generated by the triple
(R,B,CY). This system (Σ)I is called the closed loop of (Σ) and has the same state trajectory
w and output function y as of (Σ). In addition �c is the control function of (Σ)I and

w(t) = U (t)w(0) +
t∫

0

U−1(t − τ)B�(τ)dτ, t � 0.

In the rest of this section we prove the main results of the paper. Let AD be the operator
defined by (1.1). Moreover define the linear operator

Aδ0 =
(

A L

0 ∂ϕ
∂θ

)
, D(Aδ0) =

{(
z

ϕ

)
∈ D(A) × W 1,p

([−r,0],X)
: ϕ(0) = z

}
.

We note that (see e.g. [11]) if L satisfies (H1) in Section 2 then the operator Aδ0 generates a
C0-semigroup Tδ0 on X . Moreover,

Tδ0(t)

(
x

ψ

)
=

(
x(t)

x(t + ·)
)

=
(

T (t)z + ∫ t

0 T (t − τ)LYx(τ + ·) dτ

x(t + ·)
)

(3.4)

for t � 0 and
( x

ψ

) ∈ X , where x : [−r,∞) → X is such that x(s) = ψ(s) for s ∈ [−r,0].
Define

X ⊕ = X × X .

We now introduce the linear operator A ⊕ :D(A ⊕) → X ⊕,

A ⊕ =
(

AD 0
0 Aδ0

)
, D(A ⊕) = D(AD) × D(Aδ0).

We first prove the following technical result.

Lemma 3.3. Assume that the operators D and L satisfy the conditions (H′) and (H), respectively.
Then the operator
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G = A ⊗,

D(G ) = {
(z,ϕ, x,ψ) ∈ D(A) × W 1,p

([−r,0],X) × D(A) × W 1,p
([−r,0],X)

:

(ϕ − ψ)(0) = z − Dϕ, ψ(0) = x
}

(3.5)

generates a C0-semigroup T ⊕ = (T ⊕(t))t�0 on X ⊕.

Proof. We shall use Theorem 3.1. For this we first define A :D(A) ⊂ X ⊕ → X ⊕ by

A =
(

A 0
0 A

)
, D(A) = D(A ) × D(A ),

where A :D(A ) ⊂ X → X is given by

A =
(

A L

0 ∂
∂θ

)
, D(A ) = D(A) × D(Q).

As shown in [13], the operator A generates a C0-semigroup W = (W (t))t�0 on X given by

W (t) =
(

T (t) R(t)

0 S(t)

)
, t � 0. (3.6)

Here

R(t) :Lp
([−r,0],X) → X, R(t)ϕ =

t∫
0

T (t − τ)LYS(τ)ϕ dτ.

Thus A generates a diagonal C0-semigroup T = (T(t))t�0 on X ⊕. Let us define

Γ (t)u =
(∫ t

0 T (t − τ)LYφ(τ)udτ

φ(t)u

)
(3.7)

for t � 0 and u ∈ L
p

loc(R+,X), where φ(t) are given by (2.3). We now consider U := X ×X and
define the family

Φ(t)

(
u

v

)
=

(
Γ (t)u

Γ (t)v

)
(3.8)

for t � 0 and
( u

v

) ∈ L
p

loc(R+,U). Using [13] one can see that Φ(t) satisfy (3.1) with respect to the
semigroup T. By taking Laplace transform in (3.8) one can see that the operator B ∈ L (U,X ⊕

−1)

representing Φ(t) satisfies

R(λ,A−1)B

(
u

v

)
=

⎛
⎜⎝

R(λ,A)Leλu0
eλu0

R(λ,A)Leλv0

⎞
⎟⎠ := Bλ, λ ∈ ρ(A). (3.9)
eλv0
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We introduce the operator C :D(A) → U defined by

C :=
(

I −D −I 0
0 0 −I 0

)
.

Let us now prove that C satisfies the condition (W) with respect to A and (Φ(t))t�0. Using (3.6)
and the fact that D satisfy (H1) one can see by a short computation that C satisfies (W1) with
respect to the semigroup T. If we denote by CY the Yosida extension of C with respect to A then

X × [
D(DY) ∩ D(LY)

] × X × [
D(DY) ∩ D(LY)

] ⊂ D(CY),

CY =
(

I −DY I 0
0 0 I 0

)
on X × [

D(DY) ∩ D(LY)
] × X × [

D(DY) ∩ D(LY)
]
, (3.10)

where LY and DY are the Yosida extensions of L and D defined by (2.1) (see also [13] for
somehow similar result.) On the other hand, using the fact that φ(t)u ∈ [D(DY) ∩ D(LY)],
(3.7), (3.8) and (3.10) one can see that Φ(t) and C satisfy (W2). Moreover, by using (H2) and
Holder’s inequality, we obtain

β∫
0

∥∥∥∥CYΦ(t)

(
u

v

)∥∥∥∥
p

dt � cpγ2(β)p‖u‖p
p + cp

β∫
0

∥∥∥∥∥
t∫

0

T (t − τ)LYφ(t)(u + v)dτ

∥∥∥∥∥
p

dt

+
β∫

0

∥∥∥∥∥
t∫

0

T (t − τ)LYφ(t)v dτ

∥∥∥∥∥
p

dt

� cp

(
γ

p

2 (β) + κ(β)
)(‖u‖p

p + ‖v‖p
p

)
(3.11)

for any u,v ∈ L
p

loc(R+,U), where γ2(β) → 0 is given in (H2) which is associated to D, and
κ(β) → 0 as β → ∞. Thus (W3) holds. By combining (H3), (3.9) and (3.10) one easily show
that (W4) holds as well. By choosing a sufficiently small β > 0 in (3.11) the condition (W5) is
satisfied. Thus thanks to Theorem 3.1 the following operator

R = A−1 + BCY, D(R) := {
Z ∈ D(CY): (A−1 + BCY)Z ∈ X ⊕}

, (3.12)

generates a unique C0-semigroup U = (U (t))t�0 on X ⊕.
Let G be the operator defined by (3.5). Next we prove that G = R.
First, due to (2.4) and (3.10) we have

X × W 1,p
([−r,0],X) × X × W 1,p

([−r,0],X) ⊂ D(CY).

We show that D(R) ⊂ D(G ) and R = G on D(R). For this, let (z,ϕ, x,ψ) ∈ D(R) and
λ ∈ ρ(A). From (3.9) and (3.12) we have

R(z,ϕ, x,ψ) = A−1
(
(z,ϕ, x,ψ) − BλCY(z,ϕ, x,ψ)

)
+ λBλCY(z,ϕ, x,ψ) ∈ X ⊕. (3.13)
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In particular we have (z,ϕ, x,ψ) − BλCY(z,ϕ, x,ψ) ∈ D(A) and CY(z,ϕ, x,ψ) =
C(z,ϕ, x,ψ). Now using the expression of Bλ in (3.9) we have

(z,ϕ, x,ψ) − BλCY(z,ϕ, x,ψ) =
⎛
⎜⎝

z − R(λ,A)Leλ(z − Dϕ + x)

ϕ − eλ(z − Dϕ + x)

x − R(λ,A)Leλx

ψ − eλx

⎞
⎟⎠ ∈ D(A), (3.14)

which implies that z, x ∈ D(A), ϕ,ψ ∈ W 1,p([−r,0],X), and ψ(0) = x and (ϕ − ψ)(0) =
z−Dϕ. In particular, (z,ϕ, x,ψ) ∈ D(G ). Combining (3.13) together with (3.9) and (3.14), and
using the expressions of A and C one obtains that R(z,ϕ, x,ψ) = G (z,ϕ, x,ψ). The converse
can be obtained in a similar way. This ends the proof. �
Proof of Theorem 2.3. We shall use the concept of feedback theory summarized in Remark 3.2.
We have seen in the proof of Lemma 3.3 that the triple (A,B,C) generates a regular system (Σ)

with IU as admissible feedback operator. Let w(t) := (z(t), h(t; ·), x(t), g(t; ·)), t � 0, be the
state trajectory of (Σ). Now let (z,ϕ, x,ψ) ∈ X ⊕ such that z(0) = x, h(0; ·) = ϕ, x(0) = x and
g(0; ·) = ψ . Then

w(t;u,v) = T(t)(z,ϕ, x,ψ) + Φ(t)

(
u

v

)

=

⎛
⎜⎜⎝

T (t)z + ∫ t

0 T (t − s)LYu(τ + ·) dτ

u(t + ·)
T (t)x + ∫ t

0 T (t − s)LYv(τ + ·) dτ

v(t + ·)

⎞
⎟⎟⎠ (3.15)

for t � 0 and u,v ∈ L
p

loc([−r,∞),X) and u(θ) = ϕ(θ) and v(θ) = ψ(θ) for a.e. θ ∈ [−r,0].
Moreover, if we denote by y(·) : [0,∞) → U = X × X the output function of (Σ) then

y(t) = CYw(t;u,v) =
(

z(t) − DYh(t; ·) + x(t)

x(t)

)
(3.16)

for almost every t � 0, due to Remark 3.2 and (3.10), where h(t; ·) = u(t + ·). If we consider the
feedback law

( u
v

) = y (which has a sense as IU is an admissible feedback operator for Σ ) then
the semigroup U (t) obtained in Lemma 3.3 can be written as

U (t;u,v)(z,ϕ, x,ψ) = (
z(t), u(t + ·), x(t), v(t + ·)), t � 0.

Let us consider the case when u = v and consider the following closed subspace:

E = {
(z,ϕ, x,ψ) ∈ X ⊕: ϕ = ψ

}
.

Then for all (z,ϕ, x,ψ) ∈ E we have

U (t;u,u)(z,ϕ, x,ψ) = (
z(t), u(t + ·), x(t), u(t + ·)), t � 0.
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Thus U (t;u,u)E ⊂ E for any t � 0. The feedback law
( u

u

) = y shows that x(t) = u(t) and
z(t) = DYu(t + ·) for a.e. t � 0. Then, by (3.4) we have

U (t;u,u)(z,ϕ, x,ϕ) =
⎛
⎝DYu(t + ·)

u(t + ·)
Tδ0(t)

( x
ϕ

)
⎞
⎠ , t � 0.

Since E is (U (t;u,u))t�0-invariant closed subspace of X ⊕, then by [7, p. 61] the restriction
of U (t;u,u) on E define a strongly continuous semigroup (U|(t;u,u))t�0 on E with generator
(G|,D(G|))

G| = G , D(G|) = D(G ) ∩ E = D
(
A ⊕) ∩ E . (3.17)

Put

TD(t)

(
z

ϕ

)
:=

(
z(t; z,ϕ·)
u(t + · ;ϕ)

)
=

(
DYu(t + ·)
u(t + · ;ϕ)

)
, t � 0.

Then

U|(t;u,u)(z,ϕ, x,ϕ) =
(

TD(t)
( z

ϕ

)
Tδ0(t)

( x
ϕ

))
(3.18)

for any (z,ϕ, x,ϕ) ∈ E and t � 0. In particular∥∥∥∥TD(t)

(
z

ϕ

)∥∥∥∥ �
∥∥U|(t;u,u)(z,ϕ,0, ϕ)

∥∥ � Meωt

∥∥∥∥
(

z

ϕ

)∥∥∥∥
for any

( z
ϕ

) ∈ X , t � 0, and constants ω ∈ R and M � 1. Since Tδ0(t) is a strongly continuous
semigroup on X , then by using (3.18) one can see that (TD(t))t�0 is a C0-semigroup on X .
Let us now compute the generator of this semigroup. For this we consider (z,ϕ, x,ϕ) ∈ D(G|).
Then by (3.17) we have

( z
ϕ

) ∈ D(AD) and
( x

ϕ

) ∈ D(Aδ0). Now using (3.18) we get

∥∥∥∥1

t

[
TD(t)

(
z

ϕ

)
−

(
z

ϕ

)]
− AD

(
z

ϕ

)∥∥∥∥
=

∥∥∥∥1

t

[
U|(t;u,u)(z,ϕ, x,ϕ) − (z,ϕ, x,ϕ)

] − G|(z,ϕ, x,ϕ)

∥∥∥∥
−

∥∥∥∥1

t

[
Tδ0(t)

(
z

ϕ

)
−

(
x

ϕ

)]
− Aδ0

(
x

ϕ

)∥∥∥∥.

This shows that AD is the generator of TD. Finally, the rest of the proof follows from (3.15). �
Proof of Theorem 2.4. Theorem 2.3 implies that the nonhomogeneous Cauchy problem (CD)F
has a unique mild solution given by

w(t) = TD(t)

(
z

ϕ

)
+

t∫
TD(t − τ)

(
f (τ)

0

)
dτ (3.19)
0
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for any t � 0 and
( z

ϕ

) ∈ X . Let us now show an explicit expression for w in terms of L and f .
For this let the operators A,B and C be as in the proof of Lemma 3.3. Using [13] and [14] one
can see that

B =
⎛
⎜⎝

0 0
B 0
0 0
0 B

⎞
⎟⎠

where B ∈ L (X, (Lp([−r,0],X))−1) is such that (λ − Q−1)eλ = B for any λ ∈ C. We now set
U := X × X × X and introduce a new operator B : U → X ⊕

−1,

B =
⎛
⎜⎝

0 0 IX

B 0 0
0 0 0
0 B 0

⎞
⎟⎠ .

Define

Φ̃(t)� =
t∫

0

T−1(t − τ)B�(τ)dτ

for t � 0 and � ∈ L
p

loc([0,∞),U). Now it is not difficult to show that Φ̃ satisfies (3.1). Moreover,
if � = (u, v, f ) then by (3.8) we have

Φ̃(t)� = Φ(t)

(
u

v

)
+

t∫
0

T(t − τ)
(
f (τ),0,0,0

)
dτ

=

⎛
⎜⎜⎝

∫ t

0 T (t − τ)[LYφ(τ)u + f (τ)]dτ

φ(t)u∫ t

0 T (t − τ)LYφ(τ)v dτ

φ(t)v

⎞
⎟⎟⎠ , t � 0. (3.20)

On the other hand, we define a linear operator C :D(A) → U by

C :=
(

I −D −I 0
0 0 −I 0
0 0 0 0

)
.

Similarly to the proof of Lemma 3.3 it can be verified that C satisfies the condition (W) with
respect to A and Φ̃ . Then by Theorem 3.1 the following operator

R = A−1 + BCY, D(R) := {
Z ∈ D(CY): (A−1 + BCY)Z ∈ X ⊕}

,

generates a unique C0-semigroup U = (U(t))t�0 on X ⊕, where CY is the Yosida extension of C

with respect to A. Observe that D(CY) = D(CY) and CY = [CY 0]. Thus BCY = BCY and by
the proof of Lemma 3.3 we have R = G and U = U . Now using the background of Remark 3.2
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we have (A,B,C) generates a regular system ˜(Σ) with IU as admissible feedback operator.

Moreover, the closed-loop system ˜(Σ)
I

associated to ˜(Σ) is generated by the triple (G ,B,CY).
Let us consider the feedback law ω = ỹ + ωc with ω = (u,u,f ) the control function of ˜(Σ) and
ỹ = ( y

0

)
the output function of ˜(Σ), where y is given by (3.16), and ωc is another new control

function. Now Remark 3.2 shows that the state trajectory of ˜(Σ)
I

is given by

ω̃(t;u,u,f ) = U|(t;u,u)(z,ϕ, x,ϕ) + Φ̃(t)ωc (3.21)

for (z,ϕ, x,ϕ) ∈ E and t � 0. Now choose ωc = (0,0, f ) and use the fact that Bωc = (f,0,0,0)

and (3.21) one can see that

ω̃(t;u,u,f ) = U|(t;u,u)(z,ϕ, x,ϕ) +
t∫

0

U|(t − τ ;u,u)
(
f (τ),0,0,0

)
dτ. (3.22)

Moreover, by using (3.18) and (3.19) one obtains that

ω̃(t;u,u,f ) =
(

w(t)

Tδ0(t)
( x

ϕ

))
, t � 0. (3.23)

Since ω̃(· ;u,u,f ) is also the state trajectory of ˜(Σ) corresponding to the input ω = (u,u,f )

then by using (3.20) we obtain

ω̃(t;u,u,f ) = T(z,ϕ, x,ϕ) + Φ̃(t)ω = (
z(t), u(t + ·), x(t), u(t + ·)), (3.24)

where

z(t) = T (t)z +
t∫

0

T (t − τ)
[
LYu(τ + ·) + f (τ)

]
dτ, t � 0,

and

x(t) = T (t)x +
t∫

0

T (t − τ)LYu(τ + ·) dτ, t � 0.

Now using the feedback law � = ( y

0

) + �c and (3.16) one can see that

x(t) = u(t) and z(t) = DYu(t + ·)

for almost every t � 0. Now by combining (3.23), (3.24) and (3.4) we have

w(t) =
(

z(t)

u(t + ·)
)

, t � 0.

This ends the proof. �
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Remark 3.4. Here we discuss the difference between well-posedness of neutral equations in the
case of atomic and nonatomic difference operators.

Assume that D is atomic, that is Dϕ = ϕ(0) − Kϕ and K :W 1,p([−r,0],X) → X and con-
sider the neutral equation (N0) defined above. This equation can be written as

ż(t) = Az(t) + Lu(t + ·),
u(t) = z(t) + Ku(t + ·). (3.25)

It is shown in [13] that under the condition (H) on L the solution z(·) : [0,∞) → X of the first
equation in (3.25) satisfies

w(t) = W (t)

(
z

ϕ

)
+ Γ (t)u =

(
z(t)

u(t + ·)
)

(3.26)

for any
( z

ϕ

) ∈ X , t � 0, and u ∈ L
p

loc([−r,∞),X) with u(θ) = ϕ(θ) for a.e. θ ∈ [−r,0], where
W and Γ are defined above. On the other hand, the second equation in (3.25) can be written as

u(t) = [I K]w(t), t � 0. (3.27)

Thus the solution of (N0) can be easily obtained if we close the open loop (3.26) by the in-
put (3.27). To that purpose it suffices to assume that K satisfies (H′) and check that the operator
C := [I K] :D(A ) → X satisfies (W) with respect to A and Γ (t), and then use Theorem 3.1.
It turns that the particular form of the atomic operator D helps to use the feedback theory in a
simple way.

Now if D is a nonatomic operator then one can not obtain a relation like (3.27). Thus one can
not proceed using a direct feedback theory to solve (N0). To overcome this problem we have used
an augmented equation by introducing a C0-semigroup (U (t))t�0 on X ⊕ (see Lemma 3.3). In
the proof of Theorems 2.3 and 2.4 we have seen that the restriction of the semigroup U on an
appropriate closed subspace helps to solve (Nf ).

4. Well-posedness in weighted spaces

In this section we study the well-posedness of a singular neutral equation in weighted spaces.
Here we propose a new approach different from that used in [21] and [29].

We consider the singular neutral reaction–diffusion equation

d

dt

( 0∫
−r

c|θ |− 1
2 u(t + θ, x) dθ

)

=
n∑

k=1

∂2

∂x2
k

( 0∫
−r

c|θ |− 1
2 u(t + θ, xk) dθ

)

+ a

0∫
u(t + θ, x) dξ(θ) + f (t, x), x ∈ Ω, t � 0,
−r



2088 S. Hadd / Journal of Functional Analysis 254 (2008) 2069–2091
0∫
−r

c|θ |− 1
2 u(t + θ, x) dθ = 0, x ∈ ∂Ω, t � 0,

x(θ, x) = ϕ(θ, x), a.e. (θ, x) ∈ [−r,0] × Ω, (4.1)

where c, a > 0 are some constants, x = (x1, . . . , xn), Ω ⊂ R
n is a bounded open set with bound-

ary ∂Ω and ξ : [−1,0] → [0,1] is a function of bounded variation (one can consider ξ as the
Cantor function, see [8, Example I.8.15], which is singular with total variation 1).

To adopt the previous abstract result we first define

Aψ := �ψ, D(A) =
{

ψ ∈ H 1
0 (Ω):

n∑
k=1

∂2

∂x2
k

ψ(x1, . . . , xn) ∈ L2(Ω)

}
.

Thus A is the Dirichlet-Laplace, and then generates a C0-semigroup (T (t))t�0 on X := L2(Ω).
On the other hand, we set g(θ) = c|θ |−1/2 and η := aξ I : [−r,0] → L (X) which is a function
of bounded variation. We now define

Dϕ =
0∫

−r

ϕ(θ)g(θ) dθ and Lϕ =
0∫

−r

dη(θ)ϕ(θ) (4.2)

for ϕ ∈ C([−r,0],X). Note that D is bounded on C([−r,0],X); however it is unbounded oper-
ator on L2([−r,0],X). One easily shows that D is nonatomic at zero.

To discuss the well-posedness of (4.1) we need some weighted L2-spaces. Let L2
g([−r,0],X)

denotes the Lebesgue space L2([−r,0],X) weighted by g, that is,

‖ϕ‖2,g :=
( 0∫

−r

∥∥ϕ(θ)
∥∥2

g(θ) dθ

)1/2

< ∞.

It is to be noted that L2
g([−r,0],X) endowed with the norm ‖ · ‖2,g is a Banach space, which

is densely and continuously embedded in L2([−r,0],X) with ‖ϕ‖2 � cr1/2‖ϕ‖2,g for ϕ ∈
L2

g([−r,0],X). Further, as in [28, Observation 2.1], W
1,2
g ([−r,0],X) is continuously injected in

W 1,2([−r,0],X), where W
1,2
g ([−r,0],X) is the Sobolev space associated with L2

g([−r,0],X)

defined by

W 1,2
g

([−r,0],X) =
{
ϕ ∈ W 1,2([−r,0],X)

:
∂ϕ

∂θ
∈ L2

g

([−r,0],X)}
.

It is not difficult to show that L2
g([−r,0],X) is (S(t))t�0-invariant subspace. So that the

restriction of S(t) to L2
g([−r,0],X), denoted by Š(t), is a strongly continuous semigroup on

L2
g([−r,0],X) generated by the following operator:

D(Q̌) :=
{
ϕ ∈ W 1,2([−r,0],X)

:
∂ϕ ∈ L2

g

([−r,0],X)
and ϕ(0) = 0

}
,

∂θ
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Q̌ϕ = ∂ϕ

∂θ
.

We note that eλ ∈ L2
g([−r,0],X) for all λ ∈ C.

Let us now define the space

Xg := X × L2
g

([−r,0],X)
with the norm

∥∥∥∥
(

z

ϕ

)∥∥∥∥ = ‖z‖ + ‖ϕ‖2,g.

We introduce the operator

ˇAD :=
(

A L

0 ∂
∂θ

)
,

D( ˇAD) :=
{(

z

ϕ

)
∈ D(A) × W 1,p

([−r,0],X)
: ϕ ∈ L2

g

([−r,0],X)
and z = Dϕ

}
.

Theorem 4.1. The operator ˇAD generates a C0-semigroup ŤD := (ŤD(t))t�0 on Xg . Moreover
the singular neutral Eq. (4.1) is well-posed in strong sense.

Proof. It suffices to verify that the operators L and D satisfy the condition (H) and (H)′ with
respect to Š. Let us first show (H1). Let ϕ ∈ D(Q̌) and α ∈ (0, r/2). By Hölder’s inequality we
obtain

α∫
0

∥∥DS(t)ϕ
∥∥2

X
dt �

α∫
0

( −t∫
−r

g(s)
∥∥ϕ(t + s)

∥∥ds

)2

dt

�
α∫

0

( 0∫
t−r

√
g(s)

(√
g(s)

∥∥ϕ(s)
∥∥)

ds

)2

dt

�
α∫

0

0∫
t−r

g(s) ds

0∫
t−r

g(s)
∥∥ϕ(s)

∥∥2
ds dt

� α‖g‖1‖ϕ‖2
2,g.

This shows that (H1) is verified for D with γ1(α) = √
α‖g‖1. The fact that L satisfies (H1)

follows from [15, Theorem 3] and ‖ϕ‖2 � r1/2‖ϕ‖2
2,g .

By [15, Theorem 3] L satisfies (H2). Let us show that D satisfies (H2) as well. For this let
u ∈ W

1,2
loc (R+,X) with u(0) = 0 and let β > 0. A similar argument as above shows that

β∫ ∥∥Dφ(t)u
∥∥2

X
dt �

τ∫ ( 0∫
g(s)

∥∥u(t + s)
∥∥ds

)2

dt
0 0 −t
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� γ

β∫
0

0∫
−t

g(s)
∥∥u(t + s)

∥∥2
ds dt

= γ

β∫
0

t∫
0

(t − σ)−
1
2
∥∥u(σ )

∥∥2
dσ dt

= γ

β∫
0

β∫
σ

(t − σ)−
1
2 dt

∥∥u(σ )
∥∥2

dσ

= 2γ

β∫
0

(β − σ)
1
2
∥∥u(σ )

∥∥2
dσ

= 2γβ
1
2

β∫
0

∥∥u(σ )
∥∥2

dσ. (4.3)

This shows that D satisfies (H2). Observe that φ(t)u ∈ L2
g([−r,0],X) for any u ∈ L2

loc(R+,X)

and t � 0. In fact for t > r we have,

0∫
−r

g(s)
∥∥(

φ(t)u
)
(s)

∥∥2
ds =

0∫
−r

g(s)
∥∥u(t + s)

∥∥2
ds �

‖u‖2
2√

t − r
.

Now for t ∈ (0, r) we have

0∫
−r

g(s)
∥∥(

φ(t)u
)
(s)

∥∥2
ds �

∥∥φ(r)u
∥∥2‖g‖1 � ‖g‖1‖u‖2

2.

The fact that L satisfies (H3) follows from [15, Theorem 3 and Corollary 1]. Since R(λ, Q̌) is
the restriction of R(λ,Q) on L2

g([−r,0],X) for λ ∈ C then for z ∈ X and μ > Reλ,

∥∥DμR(μ, Q̌)eλz
∥∥ � μ

μ − Reλ

0∫
−r

g(θ)eμθ dθ‖z‖.

Using Lebesgue’s dominated convergence theorem one shows that DμR(μ, Q̌)eλz goes to zero
as μ → +∞. Now if we set F

D∞u = Dφ(·)u for u ∈ W
1,2
0,loc(R+,X) by choosing a small β in (4.3)

one can see that D satisfies (H4). Now by proceeding exactly as in the proofs of Theorems 2.3
and 2.4 (see Section 3) our aim follows. �
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