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1. INTR~DLJCTI~N 

The Euclidean algorithm forms a convenient tool for deriving certain 
properties of commutative rings such as the unique factorization property 
or the elementary divisor theorem, but owing to the different forms which 
the norm function used for the algorithm can take, the class of rings to which 
it applies is not very clearly defined and from a theoretical point of view it is 
more satisfactory to establish these properties directly for the wider class of 
principal ideal domains. Now there is an analogue of the Euclidean algorithm 
for certain noncommutative rings; in particular, such a “weak” algorithm 
exists in free associative algebras over a field [5] and in free products of skew 
fields [4, 81. Again the weak algorithm takes different forms in these rings 
(owing to the different ways of defining the norm function), but in each case 
it can be shown that in a ring with a weak algorithm all right ideals are free, 
as modules over the ring. The parallel with commutative rings suggests the 
problem of finding a class of rings which (i) includes the rings with a weak 
algorithm, (ii) reduces to principal ideal domains in the commutative case and 
which also has most of the properties derived by means of the weak 
algorithm. 

An obvious solution is to take the class of rings in which all right ideals 
are free modules. An integral domain satisfying this condition and a further 
condition given in Section 2, is called a free ideal ring, or jir, for short. For 
some purposes it is more convenient to consider locally free ideal rings 
(localfirs), in which only the finitely generated right ideals need be free. This 
class generalizes firs, while it is included in the class of weak Bezout rings 
defined in 171. In all we have the following table, in which the left-hand 
column represents the commutative case and any move upwards (or to the 
right) leads to a wider class: 

Bezout rings locally free ideal rings 
principal ideal domains free ideal rings 
Euclidean domains rings with a weak algorithm 
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‘I’he main result proved here (Theorem 4.2) gives certain suflicient con- 
ditions under which the free product of a family of local firs exists and is 
again a local fir. These conditions show in particular that the fwr product 
of any family of local fifirs (over a skew field) is ugain a local fir. 

A corresponding result, with an additional condition, is sho~,~ to hold for 
firs, and this leads to generalizations of theorems in refs. 4, 5 and 8. Since 
every principal ideal domain (commutative or not) is a fir, we find in parti- 
cular that firs include (a) free products of fields’ (over a given field), (b) free 
associative algebras over a commutative field, and (c) the group algebra of a 
free group over a commutative field. C‘ase (a) \vas proved in ref. 4, while 
part of(b) was essentially treated in ref. 5; cast (c) is believed to be new and 
it improves the known result, that the group algebra of a free group over a 
commutative field is hereditary (cf. Cartan-Eilenberg [Z, chap. 1. 5-61 and 
h4. Auslander [l]). 

The proof of the above results occupies Section 4. ‘I’he exact definition 
and basic properties of firs and local firs are given in Section 2; besides, 
this section contains some results on the structure of finitely generated 
modules over (local) firs. It turns out that with each such module &!I an 
invariant Y(,W), the rank of M, can be associated; this is ~~ ~1 if and only if ;V1 
cannot be finitely defined; otherwise it is an integer (positive, negative or 
zero) which is essentially the excess of the number of generators over the 
number of independent defining relations in these generators. The proof of 
the main theorem uses an existence theorem for free products of associative 
rings which may be of independent interest. A ring R is said to be an 
augmented K-ring if K is a subring of R which is also a direct summand of R, 
as right K-module. With this definition we have the following theorem: 

If K is any ring, then the free product of any family of augmented K-rings, 
taken over A’, exists. 

This overlaps (but is not included in) the results of ref. 3. In particular it 
leads to a shorter proof of the existence of free products over a field. 

In conclusion we remark that the conjecture that every free product of 
fields is embeddable in a field [4] may now be replaced by the more general 
conjecture that every local fir is embeddable in a field. This may possibly be 
easier to verify than the original conjecture, since it allows an induction 
hypothesis to be made. 

’ \Ve shall use the term “field” throughout in the fence of an associative but not 
necessarily commutative division ring. To stress this fact we occasionally use the 

prefix “skew.” 
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2. ~IODULES OVER FIRS AND LOCAL FIRS 

Throughout, all rings are understood to be associative, with a unit element, 
denoted by 1, which acts as identity on all modules. Moreover, a subring 
of a ring R is understood to contain the 1 of R. If M is any right R-module, 
then a subset S of ,I1 is R-independent, if the only relation 

between different elements of X is the trivial one in which a, = 0 
(i = I, ..., 12). Thus M has an independent generating set (also called a hasis) 
if and only if it is a free R-module. Different bases of a free R-module need 
not contain the same number of elements (cf. Leavitt [II] for counter 
examples), but in any case, if M has an infinite basis, then all bases of M 
are infinite of the same cardinal [9]. We shall say that R is a ring with inva- 
riant basis number if all bases of a free R-module M have the same number 
of elements. This number is then called the rank of M and is denoted by r(:M). 
Thus the rank is only defined for free modules, but we shall see later how to 
extend it in certain cases. 

DEFINITION I. A free ideal ring (j&) is an integral domain R with inva- 
riant basis number, such that all right ideals of R are free R-modules. 

It is not known whether an integral domain, in which all right ideals are 
free, necessarily has an invariant basis number. Thus the definition may be 
redundant, but essential use is made of the invariance of the basis number, 
and it may be noted in passing that anv ring embeddable in a field must 
have invariant basis number. 

Strictly speaking, the above definition refers to a right fir; a left fir is then 
a ring R whose opposite ring R” is a right fir. Again it is not known whether 
every left fir is a right fir, but this seems likely to be true. In any case the 
symmetry will be established for the class of local firs to which we now turn. 

DEFINITION 2. A locally free ideal ring (local$r) is an integral domain R 
with invariant basis number, in which all finitely generated right ideals are 
free. 

,4 module is said to be locally free if all its finitely generated submodules 
are free. We note that a free module need not be locallv free; a criterion for 
this to happen is given by 

PROPOSITION 2.1. Let R be any ring, then the free R-modules are locally 
free if and only if R is locally free, as right R-module. 

4 



Proof. If all R-modules are locally free then R itself, being free, is also 
locally free. Conversely, assume that R is locally free, let F be a free R-module 
and N a finitely generated submodule of F. A finite generating set of :V 
involves only finitely many generators from a basis of F, and u-e may map the 
remaining basis elements to zero without affecting hr. Thus F may be taken 
to be finitely generated, by a set of r elements, say; \ve shall use induction 
on r. The submodule F’ of F generated hy the first Y 1 elements of the 
given basis is free on Y - 1 free generators and is such that F:F’ g R. 
Writing N’ = Nn F’, we have 

Since N is finitely generated, so is N/N‘ and hence (N + F’)/F’ is a finitely 
generated submodule of F/F’; the submodules of F/F’ E R are just the right 
ideals; therefore N/N’ is free and we have 

where N” is a free submodule of N. Now N’ z N/N” is again finitely gene- 
rated, and is a submodule of F’. By the induction hypothesis hT' is free and 
hence by (I), N is free, as we wished to show. 

It follows in particular that over a local fir, all free modules are locally 
free. Over a fir it can be shown more generally that every submodule of a 
free module is free, This follows, e.g., from Theorem 1.5.3 in ref. 2. 

In any ring with invariant basis number, any free module F has a rank 
r(F); consider now a local fir R, and any finitely generated R-module M, say 

where F is free of finite rank. If h’ is finitely generated, it is also free, by 
Prop. 2.1, and we may put 

r(M) = r(F) ~ r(N) . (2) 

If N is not finitely generated we put r(M) = ~ m. If we have another 
presentation of M, say 

M g Y/N’ , 

where F’ is again free of finite rank, then by Schanuel’s theorem [12, p. 1011 

F@N’gF’@N, 
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hence N’ is finitely generated if and only if A7 is finitely generated, and when 
this is the case, then 

Y(F) - Y(N) = r(F’) - Y(W) . 

This shows that for any module M which has a finite presentation, the 
number r(M) defined in (2) is finite and is independent of the presentation 
chosen, while for a module which can be finitely generated but not finitely 
presented, r(M) is necessarily - 03. We call Y(M) the vank of M and note 
that for free modules this agrees with the rank as previously defined. \;Z’e also 
note the following immediate consequence of the definitions. 

PROPOSITION 2.2. Let M be any module over a local fir. If M has a finite 
generating set X qf n elements, then 

with equality if axd only if M is free on S. 
All that has been said applies in particular to modules over a fir. We note 

how-ever, that even over a fir R, submodules of finitely generated modules 
need not be finitely generated. They are so if and only if R is right Noethe- 
rian; for completeness we note the following characterization of Noetherian 
firs. 

THEOREM 2.3. For any fir R the follozuing conditions aye equivalent: 

(i) R is a principal right ideal domain, 

(ii) R is Fight Noetherian, 

(iii) R satisfies the right multiple condition ?f Ore: 

aRnbRf0 forany a, b E R, a, b # 0. (3) 

Proof. Clearly (i) implies (ii) in any ring, and Goldie has shown that for 
integral domains (ii) * (iii) (IO) ( c . a so ref. 6). Now assume (iii) and let a be f 1 
any right ideal of R. Given a, b E a, a, b # 0, there exist a’, b’ E R such that 

ab’ = ba’ # 0 (4) 

by (3). But by hypothesis a is free; now (4) shows that no basis of a can 
contain more than one element, hence r(a) < 1 and this means that a is 
principal. Thus R is a principal right ideal domain, i.e. (i) holds. 

Since (3) holds trivially in any commutative integral domain, we have the 



Theorem 2.3 shows that over a local fir (or even a fir) which is not a 
principal ideal domain, neither submodules nor quotients of a finitely prc- 
sented module ;%4’ need be finitely presented; to obtain examples we need on11 
take 121 = R. On the other hand, n-hen >lI has a submodule M’ such that 
both M’ and M~icI’ are finitely presented, then so is 144, by the following 

PROPOSITIOIS 2.4. Given an exact sequence 

0 --f M’ + M -* M” --f 0 (5) 

of modules ovey a local$fir, if M’ and &I” are finitely generated, then so is M, and 

r(M) = r(lv’) -1 r(M”). (6) 

In particular it follows from (6) that under the given conditions, M is$nitely 
presented if and only if both M’ and M” are. 

Proof. Take resolutions of &I’, M” using finitely generated free modu- 
les F’, F” and complete them to a commutative diagram 

(7) 

with exact rows and columns, where F = F’ :>-J ZJ” and hence 

r(F) =- r(F’) T Y(,“) (8) 

(cf. ref. 2, Prop. 1.2.5). Now assume that N’ and LV” arc finitely generated, 
then in particular N” is free (Prop. 2.1), so the top row splits and N is also 
finitely generated free, and further 

r(N) = r(N’) + r(N”); (9) 

now (6) follows bv subtracting (9) from (8). If N is finitely generated then so 
is N”, again it follows that N” is free, the top row splits and N’ is also 
finitely generated (as homomorphic image of N), so that this case has been 
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reduced to the previous one. The only remaining possibility is that A’ and at 
least one of A”, N” cannot be finitely generated. Then r(M) and one (at 
least) of Y(M’), Y(M”) are -~- 03, and so (6) still holds in this case. This com- 

pletes the proof. 
In order to establish the left-right symmetry of the definition of a local 

fir WC need to examine the different bases in a free module more closely. 
\Vc recall that a square matrix over a ring R is said to be unimodulur. if it 
has a (tlvo-sided) inverse over R. 

LEMMA 2.5. Let F be a free module over a local $iy R, with a basis 

2"l > ..., v,. , and let u1 , ..., u, be a finite generating set of F (not necessarily a 
basis). Then n > Y and there is a &modular ma& P over R such that 

(Ul 9 ..‘, u,) P = (v, ) . . . . vu, ) 0, a**, 0). (10) 

Proof. By Prop. 2.2, Y < n; we shall use latin indices i, j, k for the range 1 
to n and the greek indices p, CJ for the ranges 1 to Y and Y + 1 to n respectively. 
Since the U, and the v,, are two generating sets of F, there exist pip , ip2 E R 
such that 

VP = c f&Pip > 

ui = 2 v/& . 

(11) 

(12) 

Write s = n - Y, then the presentation of F in terms of the ui has s inde- 
pendent defining relations, i.e., there exists n-tuples a,, , which are right 
R-independent, such that 

C uiaio = 0, (13) 

and in every relation between the ui the coefficients are linear combinations 
of the a,,, . By (11) and (12) 

uj = z VP&j = z %Pi,i,j ? 

i.e., 

hence by (13), there exist elements bOj E R such that 

If we put pi, = a, , $nj = - bGj , then (14) may be written as 

(14) 
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or, putting P = (Q P = (jij), 

Pli=I. (15) 

Hence P(pP - I) = 0 and it will follow that itr = I if we can show that P 
is not a left zero-divisor. Thus assume that @ij~i = 0, i.e. 

Applying this relation to ui and summing over i we obtain 

z %PipCp I- 2 wh& = 0, 

i.e., by (II) and (13), 

Ihpcp = 0. 

Since the v,., are ~-independent, we have cp c= 0 and (16) reduces to 

But the ft-tuples ajo are also K-independent, hence c, = 0 and so cI = 0 
for i 7; 1, -*-, n. This shows that P is not a left zero-divisor, whence PP = I, 
and together with (15) this states that P is unimodular, Moreover, by (1 I) 
and (13), 

Thus (or, OS., un) P = (z’r , I**, v,. , 0, **a, 0), as we wished to show. 
This lemma leads to a useful characterization of local firs: 

‘rHEORER1 2.6. For my ring R, the folIowing three conditions are equivalevtt: 

(i) R is a tocaI$r, 

(ii) g&en any elenaeats a, , *pm, a, , b, , **f, b,a FT’ R stdt that 

c aabi = 0 (bi not all zero), (17) 

there exists a mimod&r matrix P = (f$) such thut xp,b, -;L: 0 fw at least 
one index i. 
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Proof. (i) * (ii). Given 2~ elements ai , b+ satisfying (13, let a be the 
right ideal of R generated by the ai, then a is free, and hence by Lemma 2.5, 
there is a unimodular matrix V = (pi3) which transforms the ai into a basis 
of n, followed by zeros. Now (17) is a nontrivial relation between the n, , 
therefore r(a) < n and at least one zero must occur, i.e., &z~~i?l :1= 0. 

(ii} G+ (iii). Given 2n elements a, , 6, satisfying (lg), we may assume that 
none of the 6, vanishes (since otherwise the conclusion follows trivially) and 
use induction on n. By (ii) there is a unir~odular matrix Q = (qtj) such that 
%zjqtj = 0 for some j, say j = n. Put uj L: &$qij , 6: = cgiif?, where 
($ij> = Q-r, then the a; do not all vanish and 

by induction there exists a unimodular (n - 1) x (ZZ - I) matrix 8 = (sap> 
such that Es&L = 0 for some cL = I, .a*, n - 1. Now 

is a matrix with the required properties. 

(iii) 3 (i). Let ab = 0, a f 0, then by (iii) for n = I, there exists a unit u 
in R such that ub = 0; hence b = 0 and it follows that R is an integral 
domain. Next we show that R is locally free (as R-module); let a be a right 
ideal of R with a finite generating set a, , I**, a, (n >, 0). We may assume 
without loss of generality, that ai # 0 (i = 1, -a., n) and we shall show by 
induction on la, that either a is free on a, , *+*, a, or a is free on fewer than n 
free generators. For n = 0 this holds trivially, so let n > 0. If the ai do not 
form a basis of a, then there is a relation x apb, = 0 in which the hi are not 
all zero, Now the ap are not all zero, so there is a unimodular matrix P = (pfj) 
such that Cp,jb, = 0 for some i, say i = 1. Write P-l = (&), a; = .Za$,, , 
61 = Cpijb, , then the elements ai , e**, ai again generate a and since 6; = 0, 

Consider the ideal c say, generated by ai , s*=, ai . Since the b, are not all 
zero, neither are the b; and (19) shows that ai , s.0, Q: are R-dependent. By 
the induction hypothesis, c is free, with a basis cs , *--, c, say, where r < TZ - 1. 
Now the elements a, 1 ct , *a*, c, generate a; noting that Y -+- I < n and 
applying the induction hypothesis once more we conclude that either a 
is free on a,, c1 , *me, c, or a is free on fewer than Y + I elements. 
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?‘o show that R is a local fir it now only remains to verify- that R has invar- 
iant basis number. If there exists a free right R-module with bases of ~1 and 
II elements respectively, where vz + YI, then m and tz are finite, by the remark 
at the beginning of this section, and the matrices of transformation between 
these bases are an m x IZ matrix P and an tz :x nz matrix Q such that 

PQ=I,, QP=I,. (20) 

Conversely, a pair of matrices P, Q satisfying (20) leads to a free R-module 
with bases of no and n elements respectively. Thus we have to show that (20) 
with m # n is impossible. Let us assume then that (20) holds, with m < n 

say, and use induction on m. Since R is an integral domain, (20) cannot hold 
with wz = 1 (and m < n), so we may take vz >, 1. Now the second equation 
(20) shows that if P = (pi,), Q = &), then 

c %iPil = 0 C&f 1). (21) 

Since the qai are not all zero, there exists a unimodular m x nz matrix 
C = (c?,) such that at least one of piI == x c,,pjr is zero. Choose C such that 
the number of nonzero pi, is minimal; then the nonzero pi, are left R-inde- 
pendent, for if pi, is nonzero for i < Y and zero for i > Y, say, then any 
nontrivial relation 

z a,pil = 0 (ui E R not all zero) 

would allow us to reduce the number of nonzero pi, by a unimodular trans- 
formation, applied to pi, , .*., p:, . Now write C-l = (E,), qij = C qaiEij , 

then by (21), 

and by the independence of&, , .*., pi, this means that qLi = 0 for a: > I and 
i < Y. Thus if we replace P, Q by P’ = CP, Q’ = QC-r respectively, the 
relations (20) still hold, while qb = 0 for 01 # 1. From the first relation (20) 
it now follows that the first column of P’ consists of a nonzero element 
(in fact a unit) followed by zeros. Dropping the dashes from P’, Q’, we thus 
have 

P= 
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Here Y, is an (m - I) X (Yr ~ 1) matrix and Qi an (71 - 1) X (m ~ 1) 
matrix and since P, Q satisfy (20), so do P, , Qi . But this contradicts the in- 
duction hypothesis, therefore (20) with ?n # n is impossible, as we wished 
to show. 

From the symmetry of the conditions (ii) and (iii) we derive the 

COROLLARY. A ring R is a local@ if and only if its opposite, RO is a local jiq. 
If M is a right R-module then its dual M* is defined by the equation 

M* = Hom(M, R); this is a left R-module in a natural way (cf., e.g., ref. 2, 
chap. II), i.e., a right module over the opposite ring R”. When R is a local 
fir and M finitely generated, M* is described by 

PROPOSITIOK 2.7. Let M he a finitely generated R-module, zhere R is a 
Local jifir, and let k be the maximal rank qf a free direct summand of M: 

,12f = M, 0 Rk, (22) 

where Ill, does not have R as direct summand (and k 3 0). Then the dual of M is 

&I* = R”’ (as left R-module). (23) 

For we have, by (22), 

Horn (M, R) r Horn (Mr , R) @ Horn (Rl;, R). 

Here the first summand on the right is zero, for any homomorphism MI + R 
has as image a finitely generated right ideal of R, which must be free, and 
therefore lifts to a direct summand of M, . By hypothesis M, has no free 
direct summand of rank greater than zero, so Horn (M, , R) = 0. Further, 
Horn (RL , R) G R” and this establishes (23). 

From this Proposition it follows that if M is a finitely presented R-module, 
with the resolution 

O+R’“-,R”-+M-tO 

then the exact cohomology sequence gives 

therefore 

O+M*+R”+R”+Extl(M,R)+O, 

r (Extl (M, R)) = Y(M*) - r(M). (24) 

In particular this shows that as left R-module Extl (M, R) is again finitely 
presented. 

We now consider the differences between firs and local firs in more detail. 
For this purpose we recall the following definition from ref. 7: A weak Bezout 
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ring is an integral domain in which any two principal right ideals with a 
nonzero intersection have a sum and intersection which are again principal. 
In ref. 7 it was shown in effect that every fir is a weak Bezout ring (Theorem 
6.2). The same proof shows actually that every local fir is a weak Bezout 
ring. Further, it v~as shown [7, Theorem 5.5, (‘or. I] that a u-eak Bezout ring 
is a unique factorization domain if and only if every nonunit t#- 0 in R has a 
prime factorization. Thus to show that firs are unique factorization domains 
we have to prove the existence of prime factorizations. Q’hether this holds 
we do not know but we can establish it for rings which are left as well as 
right firs. 

THEOREM 2.8. If both Rand its opposite are$rs then R is a unique factorixa- 
tion domain. 

Proof. We first show that there is no infinite strictly ascending chain of 
principal right ideals 

a,RCa,RC*.*. (25) 

For, given such a chain, let (ci) be a basis for the right ideal generated by 
a,,a,,***, then cr = x! aiui = a,~, for a suitable u E R, because a, , .**, 
a, E a,aR. We may assume that u is not a unit, increasing TZ by 1, if necessary. 
Now a, = E civi , hence 

Since the ci are right R-independent, vru 71 I, and hence uvr = 1, because R 
is an integral domain. But this contradicts the fact that u is not a unit, hence 
no chain (25) exists. By symmetry it follows that no strictly ascending chain of 
principal left ideals exists, either. Now let n E R be any nonunit (# 0), 
then either a is prime or we can write n = b,c, , where 6, , cr are nonunits. 
If cX is not prime, then cr = b,c, , where b, , ca are nonunits; continuing in 
this way, we obtain an ascending chain of principal left ideals 

RaCRc,CRc,C’-., 

which must terminate, by what we have shown. This can only happen if c, 
is prime for some n, and then a = b,b, a+* b,,c,; in all we have proved that 
every nonunit # 0 has a right factor which is prime. Thus every given non- 
unit a # 0 is either prime or it can be written a = b,p, , where p, is prime. 

If b, is not a unit we have likewise b, == b,p, , where pZ is prime, and con- 
tinuing in this way, we obtain an ascending chain of principal right ideals 
aR C b,R C b,R C ... which again breaks off. This means that b, is prime for 
some n, and so we obtain a prime factorization of a. Now the theorem follows 
from the results quoted from ref. 7. 
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In order to obtain examples of local firs which are not firs we first note a 
property of local firs: 

THEOREM 2.9. The property of being a local $r is Ef local character. 
This means that if a ring R has a directed family of subrings whose union 

is R and which are local firs (i.e., R has a local system of subrings which are 
local firs), then R is itself a local fir. We remark that here it is material that a 
subring of R has the same unit element as R. 

Proof. Let (RI) be a local system of subrings of R which are local firs; 
we have to show that R is a local fir. Given any relation x a,b, = 0 in R in 
which the b, are not all zero, we can choose a ring R1 of the given system to 
contain all the ai and b;; by Theorem 2.6, there exists then a unimodular 
matrix in RI which transforms the a, to a set including zero, and hence, by 
another application of Theorem 2.6, R is a local fir. 

Now let R be any fir, e.g., a free associative algebra over a field (cf. Sec- 
tion 4). By adjoining successive square roots of the generators of R x+--e 
obtain a ring which is again a local fir, by Theorem 2.9, but it does not 
admit prime factorizations for all its nonunits; if it were a fir, then by the 
symmetry of the construction, its opposite would also be a fir, and it would 
be a unique factorization domain. This contradiction shows that it cannot be 
a fir. 

3. THE FREE PRODUCT OF AUGMENTED RINGS 

In order to show that the free product of firs is a fir we need a result on the 
existence of free products, which is derived in this section. Although the 
actual application to be made is also covered by the theorem in ref. 3, the 
approach used here is rather more direct and also introduces the concepts 
used in Section 4. We shall use the following criterion for the existence of 
free products established in [3, Theorem 3.41: 

Let (R,) be a family of rings containing a common subring K. If there exists a 
right K-module V such that for each A, V is a right RA-module containing Rn 
as submodule in such a way that R, n R, = K for K # A, then the free product 
of the RA over K exists. 

We recall from ref. 3 that a K-ring is essentially a ring R with a canonical 
homomorphism 0 : K + R. We shall only be dealing with the case of a strict 
K-ring, i.e., the case where 0 is injective. In this case K is embedded in R and 
no confusion will arise if we denote the unit elements of K and R by the same 
symbol 1. From the definition, any K-ring is a K-bimodule; now we define a 
K-ring to be augmented if there is a homomorphism of right K-modules 

e:R+K 



such that 0~ = 1. Clearly this is equivalent to the condition that K be ;I 
direct summand of R, as right K-module: 

where S = ker E is called the agrnentation module. In particular this shows 
that an augmented K-ring is necessarily strict. \Ve remark that since both R 
and K are K-bimodules, 11; also has a bimodule structure, obtained from that 
of R:K by means of the isomorphism of right K-modules 

Here K acts on N from the right by right multiplication, while the action 
from the left may be described explicitly as follows: If 01 E K, .v E N and 
NX = CQ + x1 is the splitting according to (26) (a1 E K, x1 E N), then the 
effect of a: on x is .yl. 

THEOREM 3.1. Let K be any ring, then the free product of any fad) (R,) 
of augmented K-rings exists (over K) and is again an augmented K-ring. 

Proof. Each ring RA has a canonical decomposition (26): 

R;, r-z A- Q> -vi, . (27) 

where Nj, is a K-bimodule in the way described. For each finite sequence of 
suffixes 

I = (il , ..., i,) (il f i. d ... f i,,) 2 f (28) 

define a K-bimodule N, by the equation 

where all tensor products are taken over K. In particular if 1 = (i), then 
N1 = Ni , while for the empty sequence o we put i”;, = K. Now form the 
direct sum of all the N1: 

Then V is again a K-bimodule and in particular the action of K on the 
right is given by right multiplication. We consider I/’ specifically as right 
K-module and for a fixed i we now define it as right R,-module so that the 
restriction of Ri to K induces the given K-module structure. 

With each sequence I of the form 

I = (il , ..., i,) (30) 
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v-here i, f . . . -. # i, f i or n = 0, we associate the sequence 

I* = (il , . . . . i,, , i). (31) 

By the conditions imposed on (30), this is again of the form (28), and con- 
versely, every sequence (28) is either of the form (30) or of the form (31), 
but not both. Now for any I satisfying (30) we have 

(32) 

where x’ denotes the sum over all sequences I satisfying (30). Now (32) may 
be used to define a right Ri-module structure on V, of which the restriction 
to K is just right multiplication on I’, and so coincides with the given right 
K-module structure. Moreover, taking I = o on the right of (32), we see 
that on Ri = K @ Ni the right R,-module structure defined by (32) is just 
the usual one of right multiplication. Thus I’ is a right R,-module with Ri 
itself as submodule, and by (29) it follows that for i # .i, R, n Rj = K. We 
can now apply the theorem quoted from ref. 3 to conclude that the free 
product P of the R, exists. Since all the R, are augmented, we have a family 
of mappings from Hi to K; by the universal mapping property they can be 
combined to a mapping P + K and it is easily seen that this is a right inverse 
of the canonical injection K---f P. Therefore P is again augmented, and the 
proof is complete. 

If k is a field then any h-ring f 0 is necessarily strict, and is in fact aug- 
mented. Thus we obtain the 

COROLLARY. The free product of any family of k-rings (# 0) over a jeld k 
exists. 

This result was also obtained in ref. 3 (Theorem 4.7, Cor.). 
From the proof of Theorem 3.1 it is not hard to see that if P is the free 

product of the RA , each with the decomposition (27) then P is isomorphic 
to V, given by (29), as K-module or even as Ri.-module (cf. also ref. 3). 
In this notation the filtration (H”) of P given in ref. 4 may be described by 

where x:, indicates the sum over all sequences I of length at most n. \Ve recall 
also that the height, h(a), of an element a E P was defined by the rule 

h(a) = n if aEHn, a $ Hnpl. 



Any element a E H” may he written in the form 

a = 2 a, (mod H”-r), 

where @I E Ni and the sum is over a11 sequences I of length n. Here aI is 
uniquely determined by a and is called the homogeneous component of type I 
of a; in particular if It(a) < n, then a, = 0. Thus in any congruence (mad I%‘-‘) 
between elements of El” we may equate homogeneous components of a 
given type. 

If a, b E P, then we ciearly have 

h(a6) < h(a) + h(b). (33) 

‘CC’e shall say that a, b interact, if the inequahty in (33) is strict. Of course it 
need hardly be stressed that a, h may well interact without b, a interacting. 
Precise conditions for a, b to interact were given in [4, Theorem 2.11; these 
conditions still apply in the present situation, In particular, two homogeneous 
elements la, & of types I = (ir I ***, i,) and / = (jr , .--,.k) respectively 
interact if and only if $ -jr; when this is so, say i, =.jI = A, then we shall 
say that a, b itlteract I-a R>. . 

4. THE FREE PRODUCT OF FIRS 

The main task will be to establish a certain independence property of the 
free product of local firs, from which ail our results will follow easily. In the 
proof a large number of summatio~ls over unrelated ranges will occur. We 
shall not indicate these ranges explicitly, but use the following convention: 
different latin suffixes will indicate (possibly) different ranges and summations 
arc over ali repeated suffixes, unless otherwise stated. 

LEMMA 4.1. Let R be a locul~~ and (R,) a family of local $rs, where each 
RA is an augmented K-ring which is free as left K-~~od~le~ while its augmentation 
module N;, is free as right K-module. Denote’ by P tke free product of the R:, 
over K, with thefiltration (El”) described in Section 111. Let ak , 6, (k = 1, *a*, Y) 

be any elements of P such that h(a,b,) = ra and 

z a,b,, :S 0 (mod NfL-r). 

Further assume that the ak are ordered by decreasing height, say h(a,) == m 

for i < s and h(aj) < m for j : s. Then either the a, (i < s) can be transformed 
u~~modulayly in K to a set includeitg an element of height less tharz m, or the 
a, (i < s) which ~~t~a~t with bi in a given factor RA can be transformed Alamo- 
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dularly in R>, to a set including an element of height less than m, orfor each element 
a, (i < s) there exist elements xji E P such that 

h (ai - 2 a?+) < m, h(ajxj,) < m (j > s). 

Proof. By equating homogeneous components in (34) we may assume 
that all terms a,b, lie in the same component N, (mod I-I+‘). We shall use 
induction on n and distinguish three cases. 

(i) h(a,) < n for all K. Then for each k, either h(b,) 3 2 or h(b,) = 1 
and a&, 6, do not interact. Put I =: (ir , *a*, i,), I’ = (ii , *.., in-J and for 
simplicity assume that i,, = 1. Further, let (zip) be a left K-basis for RI , then 

b, = c ~knv, , (35) 

where xi9 E P, such that akxkn E Hn-2 + N1, and afxkD , v2, do not interact. 
Now 

a,b, E (Hn@ + N,,) @ R, = Hn-2 @ R, + N, 

and so 

z akxkDv9 = 0 (mod Hne2 @ RI). 

Since the vD form a basis of R, , we obtain for each p, 

z ~~~ akxlCl, pz 0 (mod H”-“). (36) 

Now akxk:, E H”-I, so if we retain only terms of height n - 1 in (36), we 
can use induction on IZ to reach the conclusion, unless none of the congruen- 
ces (36) contains a term arxID of height n - 1. But this would mean that 
alxlp E Hn-2 for all p, and hence by (35), 

a,b, = 
c aFqT,vl, - 0 (mod H+l), 

which contradicts the fact that h(a,b,) = n. 

(ii) h(a,) = II for all k. Then 6, E R, and a, E H”-” @ RI + NI . Since 
each N, is free, as right K-module, it follows by induction on n that N1 is 
again free. Let (u,) be a right K-basis of N,, , then 

a, = c %Y& (mod Hn-2 @ R,), (37) 

where yQk E R, and up , ynk do not interact. Substituting from (37) into (34) 
and putting ca = zyokbk for brevity, we obtain 

c uacn -= 0 (mod Hn-2 @ R,). (38) 

Here c, E R, , hence ugcp E Hn and u, , c, do not interact. If there are any 
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terms of height IZ in (38) then when we retam oni!; these terms, by case (i) 
there is a unimodular transformation in A of the U, to a set including an 
element of height less than II 1. I3ut this contradicts the right K-inde- 
pendence of the zly , hence u,)c,, E N I’ I for all 9. By (38) the sum of these 
terms lies in H” mZ ,rza R, = I-fit- 2 -{-- IP z i .:I IV, . B-ut there can be no con- 
tribution to FI” If (‘3 IV, , because i,,.-, -,: 1. Thus the ~on~rue~~~e (3X) is 
actualiy mod Il’i+“, and if there are any terms of height TV - 1, then by 
induction on II we can transform the u,, unimodularlg in K to a set including 
an element of height less than G -- I. This leads to a contradiction as before, 
and therefore zd,c, E fP-" for all q; but this is possible only if cII = 0 for ail q, 
i.e. 

Since R, is a local fir and the h,. are not zero, we can transform the columns 
of the matrix (y,J unimodularly in R, to a set including zero (by Theorem 
2.6). Applying the same transforI~atiol1 to the a, , we obtain by (37) a set 
in~ltld~n~ an element of height less than II which is the desired conclusion. 

(iii) In the remaining case, h(ui) = 11 for i < s and h(ai) < n for j > s. 
Let (a,) again be a left K-basis for R, and (tie) a right K-basis for ni;,: 

as before, where xlCa, vp do not interact, If the columns (y,,) are right R,- 
dependent, say 

C ynicP = 0 for all 4, 

where the ci are not all zero, then 

by case (ii) we can transform the ni unimodularly in R, to a set including an 
element of height less than n. We may therefore assume that the columns 
(y,,) are right R,-independent. Now the number of rows of (ypi) may well 
be infinite, but the number of congruences (39) is finite and each contains 
only a finite number of nonzero terms yql; therefore the number of nonzero 
rows in (yai) is finite and we may in the remainder of the proof use induction 
on the number of nonzero rows. If all rows are zero, then by (6), ai = 0 
(mod W--l), which contradicts the assumptions, so we may assume yQi f 0 
for some q, i. From the assumptions about h(a,) it follows that b, E R, (for 



FREE IDEAL RINGS 65 

i < S) while for J’ > S, either h(bj) 3 2 or bj E R, but ucj , bj do not interact. 
Kow for i < s we have xiD E K and so we may write 

Inserting from (39), (40) and (41) into (34), we obtain 

and therefore (because the au, form a basis of R,), 

c WhD +I2 Uj.Vjn = 0 (mod H”-“). (42) 

(41) 

If-7 qn = 0 for all q, p, then by (41), 

for all q, 

and since the columns of (y,,) are right R,-independent, it follows that 
xxxi,,v, = 0. But xip E K and the vu, are left K-independent, so xtp = 0 for 
all i, p, whence by (40), bi = 0, which contradicts the fact that h(a,b,) = n. 
Thus Q,, # 0 for some q, p, say q = p = 1. If we apply the induction hypo- 
thesis for PZ to (42), we obtain elements cj E P such that 

h(ajcj) < n - 1, 

Now replace a, by 

a: = ai - 
22 V&i and bj by b; = bj -1 2 cjyIibi , 

then we have the same situation as before, but with one fewer nonzero row 
(y,J in (39), and so the result follows by the induction hypothesis. 

For n = 0 or 1 the result holds since K and each Ri. are local firs, and this 
completes the proof of the lemma, 

We now apply the lemma to show that under the given conditions the free 
product of local firs is again a local fir. 

THEOREM 4.2. Let K be a local fir and (R,) a family of local $rs, where 
each RA is an augmented K-ring which is free as left K-module while its augmen- 
tation module NA is free as right K-module. Then the free product of the Rj, over 
K is again a local fk. 

Proof. Let P be the free product of the Ri.; we begin by showing that P 
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is an integral domain. Omitting any factors RI. which are equal to K, WC may 
assume that Rd # K for all A; hence A Ii. -J; 0 and since each ni; is free, it 
follows easily (by induction on the length of I) that N1 T’; 0 for all sequences 1. 
Now let a, 6 E P, a, 6 # 0 and assume that ah := 0. By splitting each of n, 6 
into its homogeneous components, we may assume that n E V, + Wt.-i aud 
6 E AVJ -A- FP1, where I, f are of lengths m, n respectively. Suppose first that 
n :- 1 and write 6 == CX:,V, , where (z$J is a left K-basis for R, and the xII 
are homogeneous elements such that s,, , (u$> do not interact. Then 

2 asuz’r, -. 0. 

This lies in the direct summand ( c ;V,) @ R, of P, where G runs over all 
sequences not ending in 1; it follows that a.~, = 0 for all p, hence by induction 
on m --I- n, either a = 0 or xn =:: 0 for all p, whence 6 = 0. Thus we may 
assume $1 I_- 1, say 6 E R, . If now n E x hi; , the same reasoning holds as 
before; so we may take a = 2 tiny* , where the U, are a right K-basis for 
h;. , I’ = (ir , =.., &), I = (ii , .*a, i,,,), and 31,~ E R, . We thus have 

z U&6 == 0, 

and hence y,b = 0 for all 4. Since R, is an integral domain, either 6 = 0 or 
yQ == 0 for all g, and hence a = 0, Thus P is indeed an integral domain. 

To show that P is a local fir ne shall verify condition (iii) of Theorem 2.6. 
Let 

c a,bk = 0 (43) 

in P, where the ak are not all zero. \ve begin by transforming the aB and bk 
unimodularly in P so that max h(a,b,) has its least possible value, n say, 
and among all expressions with this value for max ~(~~6~), take one for which 
max /~(a~), taken over all i with h(aibj) ---: n, has its least possible value, m say. 
If after these transformations, b, = 0 for some k, then (iii) af Theorem 2.6 
will be satisfied, so assume that 6, + 0 for all k. Since the a, were not all 
zero initially, the same holds after transformation, and so the a,&, are not 
all zero (because P is an integral domain) i.e. n > 0. Now write (43) as a 
congruence (mod F-i). Then by Lemma 4.1, the ai of maximal height m 
can be transformed unimodularly to a set including an element of height less 
than m. But this contradicts the construction and the result follows. 

When the RA are all firs, we obtain 

THEOREM 4.3. Let R be a local jir and f&f a.fa?~~~ of firs, where each A$ 
is an augmented K-&g which is free as left and as right A’-module, while its 
a~g~~entat~o~ module A!, is a @lr ideal in RI . Then the free product of the 
Rz. is a fir. 
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Prooj. By Theorem 4.2, the free product P is certainly a local fir. Now 
well-order the sequences I by ascending length and put 

so that A?m/ME s N, for some I; this is of the form N1, @ NA for some 1’, A, 
and since IV,, is a free K-module, N1 is a free RA-module. Let a be any right 
ideal of P, then 

anla?z~ - (a n ma) + Mm 
nn1vr, = 

------ N l&n (a + Ma) 
MX --M,- ’ 

The last term on the right is a submodule of A?!J&&, and hence a free Rl- 
module, so we have 

anl@a=(anf4,f,)@b,, 

6, a free RA-module. Using induction on a, let us assume that we have already 
a P-basis of a n M, , i.e., a right P-independent set B, in an M, such that 
the right ideal of P generated by B, contains an M, . Let B’ be an RA-basis 
for b, , then B,u B’ generates a right ideal including an A?& , and it only 
remains to show that B,U B’ is right P-independent. If this were not so, 
we would have a relation 

2 viai + 2 wjbj = 0, 

where vi E B, , wj E B’ and the ai , bj E P are not all zero. Let 

n = max {h(viaj), h(wjbj)) 

and rewrite (44) as a congruence (mod H”-l). Equating homogeneous com- 
ponents, we may assume that only terms v,ai , or only terms wjbj occur. The 
former contradicts the independence of B, , so we are left with 

Iz wjbj 3 0 (mod H”-l). 

By Lemma 4.1, the wi may be transformed unimodularly in RJ. to a set 
including an element of height less than h(wj), which contradicts the fact 
they were chosen to be an R1-independent set. Thus B, v B’ is a right P-basis 
for an it?!= . By induction on 01 we obtain a P-basis for a, and this shows a to 
be free. This completes the proof. 

When K is taken to be a field, most of the conditions of Theorem 4.2 hold 
automatically and we have 

COROLLARY 1. The free product of any family of local jirs over a field is 



again a localfir. If (R,) is a family ofji YS zchich are augmented k-rings, where k 
is a J’ield, such that the augmentation module in RA is a right ideal, then the .free 
product qf the R;, is a fir. 

Since a field is a particular fir, we see that the free product of any family 
of fields over a given field is a local fir. In refs. 4 and 8 it was shown that in 
such a free product all right ideals are free and it follows that the free product 
of fields (over a given field) is actually a fir. 

Now let *-f be a free associative algebra on a set X over a commutative 
field F. Then A may be constructed as the free product of the family of 
polynomial rings F[x], (x E X) over F. Since F[x] is a fir and F is comple- 
mented by an ideal, we obtain 

COROLLARY 2. The free associative algebra on a set X over a commutative 
$eld F is a fir. 

Next let G be the free group on a set X and G, the group algebra of G 
over F. Then G, is the free product over F of the group algebras of the infinite 
cyclic groups on the elements of X, so we need only verify that the group 
algebra of the infinite cyclic group over F is a fir and that F is complemented 
by an ideal. This group algebra is of the form F[x, x-l]; clearly F is comple- 
mented by an ideal (the augmentation ideal) and the ring itself is the ring 
of quotients of F[x] with respect to the set (x-‘I), and is therefore a principal 
ideal domain (cf. ref. 13, p. 223). Hence F[x, ~“1 is a fir and we find 

COROILARY 3. The group algebra of a free group (over a commutative 
jield) is a fir. 
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