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Abstract

In this paper we study nonlinear elliptic differential equations driven by thep-Laplacian with
unilateral constraints produced by the combined effects of a monotone term and of a nonmo
term (variational–hemivariational inequality). Our approach is variational and uses the subdiffe
theory of nonsmooth functions and the theory of accretive and monotone operators. Also usin
ideas and a special choice of the monotone term, we prove the existence of a strictly positive
solution for a class of nonlinear equations with nonsmooth potential (hemivariational inequali
 2005 Elsevier Inc. All rights reserved.
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1. Introduction

In this paper we prove an existence result for variational–hemivariational inequ
driven by thep-Laplacian. Then using the argument of the existence theorem and
a particular choice of the monotone (convex) component of the problem, we prov
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existence of positive smooth solutions for a class of hemivariational inequalities invo
thep-Laplacian differential operator.

So letZ ⊆ R
N be a bounded domain with aC2-boundary∂Z. The problem under con

sideration is the following:{−div(‖Dx(z)‖p−2Dx(z)) ∈ ∂j (z, x(z)) − ∂G(x(z)) a.e. onZ,

x|∂Z = 0, 2 � p < ∞.
(1.1)

Here j (z, x) is a measurable function which is locally Lipschitz in thex-variable and
∂j (z, x) denotes the generalized subdifferential of the locally Lipschitz functionx →
j (z, x) (see Section 2). AlsoG : X → R̄+ = R+ ∪ {+∞} is proper, convex, lower sem
continuous and∂G(x) stands for the subdifferential in the sense of convex analysis o
convex functionx → G(x). So in problem (1.1) we have the combined effects of the un
eral constraints imposed by a monotone (convex) term and by a nonmonotone (nonc
term. The presence of the∂G(x)-term (the monotone term), classifies the problem as a
ational inequality, while the presence of the∂j (z, x)-term (the nonmonotone term) mak
the problem a hemivariational inequality. This explains the nomenclature “variati
hemivariational inequality.”

Hemivariational inequalities (i.e.,G ≡ 0), have been studied recently by many
thors, primarily in the context of semilinear problems (i.e.,p = 2) and already there i
a substantial literature on the subject. For a detailed bibliography, we refer to Gas
Papageorgiou [5]. Hemivariational inequalities (as the generalization of variation
equalities, see Showalter [14]), turned out to be a very useful model in describing
problems in mechanics and engineering involving nonconvex and nonsmooth energ
tionals. For various applications, we refer to the book of Naniewicz–Panagiotopoulo

In contrast the study of variational–hemivariational inequalities is lagging behind. T
are only the works of Goeleven–Motreanu [6] (semilinear problems withG being an
indicator function) and Kyritsi–Papageorgiou [8], Marano–Motreanu [12] and Filippa
Papageorgiou [4] (problems involving thep-Laplacian and withG being an indicato
function).

Our approach is variational and combines notions and techniques from nons
analysis and from nonlinear analysis. In the next section, for the convenience of the
we review the basic definitions and results from these areas, which we will be using
analysis. Our main references are the books of Denkowski–Migorski–Papageorgio
and of Showalter [14].

2. Mathematical background

Let X be a Banach space. ByX∗ we denote its topological dual and by〈·,·〉 we denote
the duality brackets for the pair(X,X∗). A function ϕ : X → R is said to belocally Lip-
schitz, if for everyx ∈ X we can findU a neighborhood ofx and a constantkU > 0 such
that ∣∣ϕ(y) − ϕ(v)

∣∣ � kU‖y − v‖ for all y, v ∈ U.

Recall that ifψ : X → R̄ = R ∪ {+∞} is a proper (i.e., not identically+∞), convex and
lower semicontinuous function, thenψ is locally Lipschitz in the interior of its effectiv
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domain domψ = {x ∈ X: ψ(x) < +∞}. In particular, then a continuous convex functi
ψ :X → R is in fact locally Lipschitz. Given a locally Lipschitz functionϕ :X → R, the
generalized directional derivative of ϕ atx ∈ X in the directionh ∈ X ϕ0(x;h), is defined
by

ϕ0(x;h)
df= lim sup

x′→x
λ↓0

ϕ(x′ + λh) − ϕ(x′)
λ

.

It is easy to check thatϕ0(x; ·) is sublinear continuous. So it is the support function o
nonempty, convex andw∗-compact convex set∂ϕ(x) defined by

∂ϕ(x)
df= {

x∗ ∈ X∗: 〈x∗, h〉 � ϕ0(x;h) for all h ∈ X
}
.

The multifunctionx → ∂ϕ(x) is known as thegeneralized (or Clarke) subdifferential of ϕ.
If ϕ is also convex, then the generalized subdifferential ofϕ coincides with the subdiffer
ential in the sense of convex analysis, defined by

∂ϕ(x)
df= {

x∗ ∈ X∗: 〈x∗, y − x〉 � ϕ(y) − ϕ(x) for all y ∈ X
}
.

Moreover, ifϕ ∈ C1(X), then∂ϕ(x) = {ϕ′(x)}. If ϕ,ψ : X → R are two locally Lipschitz
functions andλ ∈ R, then we have

∂(ϕ + ψ) ⊆ ∂ϕ + ∂ψ and ∂(λϕ) = λ∂ϕ.

Also the generalized subdifferential satisfies a mean value rule. Namely ifϕ : X → R is
Lipschitz on an open set containing the line segment[x, y], we can findz = λx + (1−λ)y

with λ ∈ (0,1) andz∗ ∈ ∂ϕ(z) such that

ϕ(y) − ϕ(x) = 〈z∗, y − x〉.
In our analysis, we will also use monotone and accretive operators. So letA : X → 2X. We
setD(A) = {x ∈ X: A(x) 
= ∅} (the domain ofA) and GrA = {(x, y) ∈ X ×X: y ∈ A(x)}
(the graph ofA). We say thatA is accretive if for any(xi, yi) ∈ GrA, i = 1,2, there exists
x∗ ∈ F(x1 − x2) such that

〈x∗, x1 − x2〉 � 0.

HereF : X → 2X∗
is the duality map ofX, i.e., F(x) = {x∗ ∈ X∗: 〈x∗, x〉 = ‖x‖2 =

‖x∗‖2} for eachx ∈ X. An accretive operatorA : X → 2X is said to bem-accretive, if
R(I + A) = X.

Given an accretive operatorA : X → 2X andλ > 0, we define the following two well-
known operators:

Jλ = (I + λA)−1, the resolvent ofA and

Aλ = 1

λ
(I − Jλ), the Yosida approximation ofA.

Note thatD(Jλ) = D(Aλ) = R(I + λA). Also Jλ is single-valued and nonexpansive, i.e∥∥Jλ(x) − Jλ(y)
∥∥ � ‖x − y‖ for everyx, y ∈ R(I + λA),
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while Aλ is single-valued accretive and Lipschitz continuous with Lipschitz consta2
λ
.

Moreover, we haveJλ(x) → x as λ ↓ 0 for eachx ∈ D(A) ∩ [⋂λ>0 R(I + λA)] and
Aλ(x) ∈ A(Jλ(x)) for everyx ∈ R(I + λA). Finally, an accretive operatorA : X → 2X

is m-accretive if and only ifR(I + λA) = X for all λ > 0.

If the operator takes values inX∗, then the corresponding notion is that of monotonic
So letA : X → 2X∗

. As beforeD(A) = {x ∈ X: A(x) 
= ∅} (the domain ofA) and GrA =
{(x, x∗) ∈ X × X∗: x∗ ∈ A(x)} (the graph ofA). We say thatA is monotone if for any
(xi, x

∗
i ) ∈ GrA, i = 1,2, we have〈
x∗

1 − x∗
2, x1 − x2

〉
� 0. (2.1)

We say thatA is strictly monotone, if equality in (2.1) implies thatx1 = x2. Moreover,A
is maximal monotone, if

〈x∗ − y∗, x − y〉 � 0 for all (x, x∗) ∈ GrA

implies that(y, y∗) ∈ GrA. In other words, GrA is not properly included in the grap
of another monotone operator, i.e., GrA is maximal with respect to inclusion among t
graphs of all monotone operators. An operatorA : X → 2X∗

is said to be coercive if eithe
D(A) is bounded orD(A) is unbounded and inf[‖x∗‖: x∗ ∈ A(x)] → +∞ as‖x‖ → ∞,
x ∈ D(A). A single-valued operatorA : X → X∗ with D(A) = X, is said to be demicontin
uous, ifxn → x in X impliesA(xn)

w−→ A(x) in X∗ (i.e.,A is strong-to-weak sequential
continuous). An operatorA : X → X∗ which is monotone demicontinuous, it is maxim
monotone. In addition a maximal monotone, coercive operatorA : X → 2X∗

is surjective
(i.e.,R(A) = X∗).

If X = H is a Hilbert space identified with its dual, then the duality mapF of H is
the identity operator. So the notions of accretivity and monotonicity coincide. More
A : H → 2H is maximal monotone if and only ifR(I + A) = H. Therefore the notions o
maximal monotonicity andm-accretivity coincide.

Our analysis also involves the principal eigenvalue of(−�p,W
1,p

0 (Z)). So briefly let us
recall what is known about it. Consider the following nonlinear elliptic eigenvalue prob{−div(‖Dx(z)‖p−2Dx(z)) = λ|x(z)|p−2x(z) a.e. onZ,

x|∂Z = 0.
(2.2)

The least real numberλ for which (2.2) has a nontrivial solution, is called the firsteigen-
value of (−�p,W

1,p

0 (Z)). We know (see Gasinski–Papageorgiou [5] and the refere
therein) thatλ1 is positive, isolated and simple (i.e., the associated eigenspace is
dimensional). Moreover, there is a variational characterization ofλ1, via the Rayleigh
quotient, i.e.,

λ1 = min

[‖Dx‖p
p

‖x‖p
p

: x 
= 0, x ∈ W
1,p

0 (Z)

]
. (2.3)

The minimum in (2.3) is realized at the normalized eigenfunctionu1. Note that ifu1 mini-
mizes the Rayleigh quotient, then so does|u1| and so we infer thatu1 does not change sig
on Z. Hence we may assume thatu1(z) � 0 a.e. onZ. In fact, using the nonlinear regu
larity theory and the nonlinear strong maximum principle (see Gasinski–Papageorg
Section I.5.3]), we can say thatu1 ∈ C1,β(Z̄) with 0< β < 1 andu1(z) > 0 for all z ∈ Z.
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Finally by Γ0(X) we denote the cone of all functionsϕ : X → R̄ = R ∪ {+∞} which
are proper (i.e., not identically+∞), convex and lower semicontinuous.

3. Existence theorem

In this section we prove the existence of a solution for problem (1.1). For this pu
our hypotheses on the data of (1.1) are the following:

H(j)1: j :Z × R → R is a function, such thatj (·,0) ∈ L1(Z) and
(i) for all x ∈ R, z → j (z, x) is measurable;

(ii) for almost allz ∈ Z, x → j (z, x) is locally Lipschitz;
(iii) for almost all z ∈ Z, all x ∈ R and allu ∈ ∂j (z, x) we have

|u| � a(z) + c|x|p−1 with a ∈ L∞(Z)+, c > 0;
(iv) there existsθ ∈ L∞(Z)+ such thatθ(z) � λ1 a.e. onZ with strict inequality

on a set of positive measure and

lim sup
|x|→+∞

pj (z, x)

|x|p � θ(z) and lim sup
|x|→+∞

u

|x|p−2x
� θ(z)

uniformly for almost allz ∈ Z.

Remark 3.1. The following nonsmooth locally Lipschitz integrands satisfy hypothe
H(j)1:

j1(z, x) = max

{
θ(z)

p
|x|p,

λ1

2p

√|x|
}

− x2 ln |x|

with θ ∈ L∞(z)+ as inH(j1)(iv) and
λ1

2
� θ(z) a.e. onZ and

j2(z, x) =




ln |x|
|x| − 1 if x < −1,

sin(π
2 x) if |x| � 1,

θ(z)
p

xp − lnx + 1− θ(z)
p

if x > 1,

with θ ∈ L∞(Z)+ as inH(j)1(iv).

H(G): G : R → R̄+ = R+ ∪ {+∞} is a proper (i.e., not identically+∞), convex and
lower semicontinuous function (i.e.,G ∈ Γ0(R)) such thatG(0) = 0 and there ex
ists y0 ∈ Lq(Z) ( 1

p
+ 1

q
= 1) such that

∫
Z

G∗(y0(z)) dz < +∞ (here byG∗(·)
we denote the conjugate (Fenchel transform) ofG(·), i.e., G∗(y) = sup[yx −
G(x): x ∈ R], see Denkowski–Migorski–Papageorgiou [2, p. 536]).

We start with a simple lemma which clarifies the nonuniform nonresonance cond
at±∞ in hypothesisH(j)1(iv).
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Lemma 3.2. If θ ∈ L∞(Z)+, θ(z) � λ1 a.e. on Z and the inequality is strict on a set of
positive measure, then there exists ξ > 0 such that

ψ(x) = ‖Dx‖p
p −

∫
Z

θ(z)
∣∣x(z)

∣∣p dz � ξ‖Dx‖p
p for all x ∈ W

1,p

0 (Z).

Proof. From (2.3) and the hypothesis onθ, we have thatψ � 0. We argue indirectly
Suppose the lemma is not true. Then exploiting thep-homogeneity ofψ, we can find a
sequence{xn}n�1 ⊆ W

1,p

0 (Z) such that

‖Dxn‖p = 1 for all n � 1 and ψ(xn) ↓ 0.

By virtue of the Poincaré inequality, the sequence{xn}n�1 ⊆ W
1,p

0 (Z) is bounded. So by

passing to a suitable subsequence if necessary, we may assume thatxn
w−→ x in W

1,p

0 (Z)

andxn → x in Lp(Z) (recall thatW1,p

0 (Z) is embedded compactly intoLp(Z)). Exploiting
the weak lower semicontinuity of the norm functional in a Banach space, in the lim
n → ∞, we have

ψ(x) = ‖Dx‖p
p −

∫
Z

θ(z)
∣∣x(z)

∣∣p dz � 0

⇒ ‖Dx‖p
p �

∫
Z

θ(z)
∣∣x(z)

∣∣p dz � λ1‖x‖p
p

⇒ ‖Dx‖p
p = λ1‖x‖p

p

(
see (2.3)

)
. (3.1)

It follows that x = 0 or x = ±u1. If x = 0, thenxn → 0 in W
1,p

0 (Z), a contradiction to
the fact that‖Dxn‖p = 1 for all n � 1. Hencex = ±u1, and so|x(z)| = |u1(z)| > 0 for
all z ∈ Z (see Section 2). Then from the first inequality in (3.1) and the hypothes
θ ∈ L∞(Z)+, we obtain

‖Dx‖p
p < λ1‖x‖p

p,

a contradiction to (2.3). This proves the lemma.�
Using this lemma and a variational method, we can prove the following existence

rem for problem (1.1).

Theorem 3.3. If hypotheses H(j)1 and H(G) hold, then problem (1.1) has a solution
x ∈ W

1,p

0 (Z).

Proof. Let ϕ1 : W1,p

0 (Z) → R andϕ2 : W1,p

0 (Z) → R̄+ = R+ ∪ {+∞} be defined by

ϕ1(x) = −
∫
Z

j
(
z, x(z)

)
dz and

ϕ2(x) =
{

1
p
‖D(x)‖p

p + ∫
Z

G(x(z)) dz if G(x(·)) ∈ L1(Z),
+∞ otherwise.
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We know thatϕ1 is locally Lipschitz andϕ2 is proper, convex and lower semicontin
ous, i.e.,ϕ2 ∈ Γ0(W

1,p

0 (Z)) (see Denkowski–Migorski–Papageorgiou [2, pp. 617 and

respectively]). We setϕ(x) = ϕ1(x) + ϕ2(x) for all x ∈ W
1,p

0 (Z).
Because of hypothesisH(j)1 and using the mean value theorem for locally Lipsch

functions (see Section 2) and the fact thatj (·,0) ∈ L1(Z), we see that for almost allz ∈ Z

and allx ∈ R,∣∣j (z, x)
∣∣ � α̂(z) + ĉ|x|p with α̂ ∈ L1(Z)+, ĉ > 0. (3.2)

Using (3.2) and the first inequality in hypothesisH(j)1(iv), given ε > 0 we can findαε ∈
L1(Z) such that for almost allz ∈ Z and allx ∈ R, we have

j (z, x) � 1

p

(
θ(z) + ε

)|x|p + αε(z). (3.3)

Then for allx ∈ W
1,p

0 (Z),

ϕ(x) = ϕ1(x) + ϕ2(x)

� 1

p
‖Dx‖p

p −
∫
Z

j
(
z, x(z)

)
dz

(
sinceG � 0, see hypothesisH(G)

)

� 1

p
‖Dx‖p

p − 1

p

∫
Z

θ(z)
∣∣x(z)

∣∣p dz − ε

p
‖x‖p

p − ‖αε‖1
(
see (3.3)

)

� ξ

p
‖Dx‖p

p − ε

pλ1
‖Dx‖p

p − ‖αε‖1
(
see Lemma 3.2 and (2.3)

)
.

Chooseε < λ1ξ. We obtain

ϕ(x) � β1‖Dx‖p
p − β2 for someβ1, β2 > 0 and allx ∈ W

1,p

0 (Z).

From this inequality we infer thatϕ is coercive. Note that the compact embedding
W

1,p

0 (Z) into Lp(Z) implies thatϕ1 is completely continuous. Henceϕ is weakly lower

semicontinuous and so we can apply the Weierstrass theorem and generatex ∈ W
1,p

0 (Z)

such that

ϕ(x) = minϕ.

Invoking the Ekeland variational principle (see Denkowski–Migorski–Papageorgio
p. 93]), we obtain a sequence{xn}n�1 ⊆ W

1,p

0 (Z) such that

ϕ(xn) ↓ ϕ(x)
(
i.e.,{xn}n�1 ⊆ W

1,p

0 (Z) is a minimizing sequence
)

and

ϕ(xn) � ϕ(v) + 1

n
‖v − xn‖ for all v ∈ W

1,p

0 (Z).

Givenλ ∈ [0,1] andh ∈ W
1,p

0 (Z), we setv = (1− λ)xn + λh = xn + λ(h − xn). Also let

IG : W1,p

0 (Z) → R̄ = R ∪ {+∞} be the integral functional defined by

IG(x) =
{∫

Z
G(x(z)) dz if G(x(·)) ∈ L1(Z),
+∞ otherwise.
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We know thatIG ∈ Γ0(W
1,p

0 (Z)). We have

−1

n
‖h − xn‖ � ϕ1(xn + λ(h − xn)) − ϕ1(xn)

λ

+ 1

pλ

[∥∥D
(
xn + λ(h − xn)

)∥∥p

p
− ‖Dxn‖p

p

] + IG(h) − IG(xn)

(sinceIG is convex),

⇒ − 1

n
‖h − xn‖ � ϕ0

1(xn;h − xn) + 〈
A(xn),h − xn

〉 + IG(h) − IG(xn)

for all h ∈ W
1,p

0 (Z). (3.4)

HereA : W1,p

0 (Z) → W−1,q(Z) is the nonlinear operator defined by

〈
A(x), y

〉 =
∫
Z

‖Dx‖p−2(Dx,Dy)RN dz for all x, y ∈ W
1,p

0 (Z),

with 〈·,·〉 being the duality brackets for the pair(W
1,p

0 (Z),W−1,q (Z)), 1
p

+ 1
q

= 1. It
is easy to see thatA is monotone, demicontinuous hence it is maximal monotone
Section 2). In (3.4) we puth = 0. We obtain

−1

n
‖xn‖ � ϕ0

1(xn;−xn) + 〈
A(xn),−xn

〉 − IG(xn)(
sinceIG(0) = 0, see hypothesisH(G)

)
. (3.5)

Recalling thatϕ0
1(xn; ·) is the support function of the set∂ϕ1(xn) which isw-compact in

W−1,q(Z), we can find−un ∈ ∂ϕ1(xn) such that

ϕ0
1(xn;−xn) = 〈un, xn〉.

From Proposition 3.5.36, p. 614, and Theorem 5.5.39, p. 617, of Denkowski–Migo
Papageorgiou [2], we have thatun ∈ S

q

∂j (·,xn(·)) = {u ∈ Lq(Z): u(z) ∈ ∂j (z, xn(z)) a.e.

onZ} ( 1
p

+ 1
q

= 1) for all n � 1. So

ϕ0
1(xn;−xn) =

∫
Z

unxn dz.

Using this in (3.5), we obtain

〈
A(xn), xn

〉 −
∫
Z

unxn dz = ‖Dxn‖p
p −

∫
Z

unxn dz � 1

n
‖xn‖, n � 1. (3.6)

We claim that{xn}n�1 ⊆ W
1,p

0 (Z) is bounded. Suppose that this is not true. By pas
to a suitable subsequence if necessary, we may assume that‖xn‖ → +∞ asn → ∞. Set
yn = xn‖xn‖ , n � 1. We may assume that

yn
w−→ y in W

1,p

0 (Z), yn → y in Lp(Z), yn(z) → y(z) a.e. onZ and∣∣yn(z)
∣∣ � k(z) a.e. onZ for all n � 1 with k ∈ Lp(Z)
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0 (Z) is embedded compactly inLp(Z) and see Denkowski–Migorski
Papageorgiou [2, p. 147]). From hypothesisH(j)1(iii) we have

|un(z)|
‖xn‖p−1

� a(z)

‖xn‖p−1
+ c

∣∣yn(z)
∣∣p−1 a.e. onZ,

⇒
{

un(·)
‖xn‖p−1

}
n�1

⊆ Lq(Z) is bounded. (3.7)

We may assume that un

‖xn‖p−1
w−→ f in Lq(Z). Given ε > 0 andn � 1, we introduce the

following two sets:

Z+
ε,n =

{
z ∈ Z: xn(z) > 0,

un(z)

xn(z)p−1
� θ(z) + ε

}
and

Z−
ε,n =

{
z ∈ Z: xn(z) < 0,

un(z)

|xn(z)|p−2xn(z)
� θ(z) + ε

}
.

Remark thatxn(z) → +∞ a.e. on{y > 0} andxn(z) → −∞ a.e. on{y < 0}. So by virtue
of the second inequality in hypothesisH(j)1(iv), we have

χ̂+
ε,n(z) = χZ+

ε,n
(z) → 1 a.e. on{y > 0} and

χ̂−
ε,n(z) = χZ−

ε,n
(z) → 1 a.e. on{y < 0}.

Also we have

χ̂+
ε,n(z)

un(z)

‖xn‖p−1
= χ̂+

ε,n(z)
un(z)

xn(z)p−1
yn(z)

p−1 � χ̂+
ε,n(z)

(
θ(z) + ε

)
yn(z)

p−1.

Taking weak limits inLq({y > 0}), we obtain

f (z) �
(
θ(z) + ε

)
y(z)p−1 a.e. on{y > 0}.

Letting ε ↓ 0, we finally have that

f (z) � θ(z)y(z)p−1 a.e. on{y > 0}. (3.8)

Arguing similarly, usingχ̂−
ε,n this time, we infer that

f (z) � θ(z)
∣∣y(z)

∣∣p−2
y(z) a.e. on{y < 0}. (3.9)

Moreover, from (3.7) it is clear that

f (z) = 0 a.e. on{y = 0}. (3.10)

Because of (3.8)–(3.10), we can say that

f (z)y(z) � θ(z)
∣∣y(z)

∣∣p a.e. onZ. (3.11)

We return to (3.6) and we divide with‖xn‖p. We have

‖Dyn‖p
p −

∫
un

‖xn‖p−1
yn dz � 1

n‖xn‖p−1
,

Z
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th-
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⇒ ‖Dy‖p
p �

∫
Z

fy dz,

⇒ ‖Dy‖p
p �

∫
Z

θ |y|p dz
(
see (3.11)

)
, (3.12)

⇒ ‖Dy‖p
p � λ1‖y‖p

p

(
see hypothesisH(j)1(iv)

)
. (3.13)

From (2.3) and (3.13) it follows that

‖Dy‖p
p = λ1‖y‖p

p ⇒ y = 0 ory = ±u1.

If y = 0, thenyn → 0 in W
1,p

0 (Z), a contradiction to the fact that‖yn‖ = 1, n � 1. So
y = ±u1, hence|y(z)| > 0 for all z ∈ Z (see Section 2). From this, (3.12) and the hypo
esis onθ ∈ L∞(Z)+, we infer that

‖Dy‖p
p < λ1‖y‖p

p,

which contradicts (2.3). So{xn}n�1 ⊆ W
1,p

0 (Z) is bounded and we may assume that

xn
w−→ x in W

1,p

0 (Z) and xn → x in Lp(Z).

Recall that

−1

n
‖h − xn‖ � ϕ0

1(xn;h − xn) + 〈
A(xn),h − xn

〉 + IG(h) − IG(xn)

for all h ∈ W
1,p

0 (Z), n � 1. (3.14)

Set h = x and as earlier choosêun ∈ S
q

∂j (·,xn(·)) = {u ∈ Lq(Z): u(z) ∈ ∂j (z, xn(z)) a.e.
onZ} such that

ϕ0
1(xn;x − xn) = −

∫
Z

ûn(x − xn) dz, n � 1.

So we can write that

−1

n
‖x − xn‖ �

〈
A(xn), x − xn

〉 −
∫
Z

ûn(x − xn) dz + IG(x) − IG(xn). (3.15)

Note that∫
Z

ûn(x − xn) dz → 0 and IG(x) � lim inf
n→∞ IG(xn)

(
sinceIG ∈ Γ0

(
W

1,p

0 (Z)
))

.

So if we pass to the pass to the limit asn → ∞ in (3.15), we obtain

0� lim inf
n→∞

〈
A(xn), x − xn

〉 ⇒ lim sup
n→∞

〈
A(xn), xn − x

〉
� 0.

BecauseA is maximal monotone, it is generalized pseudomonotone (see Denko
Migorski–Papageorgiou [3, p. 58] and Showalter [14, p. 41]). So we have〈

A(xn), xn

〉 → 〈
A(x), x

〉 ⇒ ‖Dxn‖p → ‖Dx‖p.
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wski–
Also Dxn
w−→ Dx in Lp(Z,R

N). BecauseLp(Z,R
N) is uniformly convex, it has the

Kadec–Klee property (see Denkowski–Migorski–Papageorgiou [2, p. 309]) and soDxn →
D(x) in Lp(Z,R

N). Thereforexn → x in W
1,p

0 (Z).

Recall that from the choice of{xn}n�1 ⊆ W
1,p

0 (Z), the choicev = xn +λ(h−xn) made
earlier in the proof and from the convexity ofϕ2, we have

−1

n
‖h − xn‖ � ϕ1(xn + λ(h − xn)) − ϕ1(xn)

λ

+ 1

λ

[
ϕ2

(
(1− λ)xn + λh

) − ϕ2(xn)
]

� ϕ1(xn + λ(h − xn)) − ϕ1(xn)

λ
+ ϕ2(h) − ϕ2(xn),

⇒ −1

n
‖h − xn‖ � ϕ0

1(xn;h − xn) + ϕ2(h) − ϕ2(xn),

⇒ 0� ϕ0
1(x;h − x) + ϕ2(h) − ϕ2(x) for all h ∈ W

1,p

0 (Z). (3.16)

To obtain (3.16) we have used the upper semicontinuity ofϕ0
1(·;·) (see Denkowski–

Migorski–Papageorgiou [2, p. 602]), the lower semicontinuity ofϕ2 and the fact tha
xn → x in W

1,p

0 (Z) asn → ∞.

We setψ1(h) = ϕ0
1(x;h−x) andψ2(h) = ϕ2(h)−ϕ2(x) for all h ∈ W

1,p

0 (Z). Then we
have:

(a) ψ1 is continuous convex and∂ψ1(x) = ∂ϕ1(x), where the first subdifferential is in th
sense of convex analysis and the second is a generalized subdifferential.

(b) ψ2 ∈ Γ0(W
1,p

0 (Z)) and∂ψ2(x) = ∂ϕ2(x), where both subdifferentials are in the sen
of convex analysis.

Sinceψ1 is continuous, the calculus rules for the convex subdifferential (see Denko
Migorski–Papageorgiou [2, p. 549]), imply that

∂(ψ1 + ψ2)(x) = ∂ψ1(x) + ∂ψ2(x)

= ∂ϕ1(x) + ∂ϕ2(x)
(
see (a) and (b) above

)
. (3.17)

From the definition of the convex subdifferential (see Section 2), we have

∂(ψ1 + ψ2)(x) ={
x∗ ∈ W−1,q (Z): 〈x∗, h − x〉 � ψ1(h) + ψ2(h) − ψ2(x)

= ϕ0
1(x;h − x) + ϕ2(h) − ϕ2(x)

for all h ∈ W
1,p

0 (Z)
}
. (3.18)

So we obtain

0∈ ∂(ψ1 + ψ2)(x)
(
see (3.16), (3.18)

)
⇒ 0∈ ∂ϕ1(x) + ∂ϕ2(x)

(
see (3.17)

)
. (3.19)
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Let Â : D̂ ⊆ Lq(Z) → Lq(Z) be the nonlinear operator defined by

Â(x) = A(x) for all x ∈ D̂ = {
x ∈ W

1,p

0 (Z): A(x) ∈ Lq(Z)
}
.

Evidently C∞
c (Z) ⊆ D̂. From Calvert [1, Lemma 3.1] (see also Li–Zhen [11, Prop

tion 2.1]), we have that̂A is m-accretive.
Also letS : D(S) ⊆ Lq(Z) → 2Lq(Z) be defined by

S(x) = S
q

∂G(x(·)) = {
v ∈ Lq(Z): v(z) ∈ ∂G

(
x(z)

)
a.e. onZ

}
for all x ∈ D(S) = {

x ∈ Lq(Z): S
q

∂G(x(·)) 
= ∅}
.

We claim thatS is m-accretive. First we show thatS is accretive. To this end le
(x1, v1), (x2, v2) ∈ GrS. We set

y1(z) = x1(z) + v1(z) and y2(z) = x2(z) + v2(z).

We have

x1(z) = (
I + ∂G(·))−1(

y1(z)
)

and x2(z) = (
I + ∂G(·))−1(

y2(z)
)
.

Exploiting the nonexpansiveness of the resolvent operator corresponding to∂G(·), we
obtain∣∣x1(z) − x2(z)

∣∣ �
∣∣y1(z) − y2(z)

∣∣ a.e. onZ,

⇒ ‖x1 − x2‖q � ‖y1 − y2‖q = ∥∥x1 + v1 − (x2 + v2)
∥∥

q
,

⇒ S is accretive.

To show them-accretivity ofS, we need to show thatR(I + S) = Lq(Z). To this end let
h ∈ Lq(Z) and consider the multifunction

z → L(z) = {
x ∈ R:

(
I + ∂G(·))−1(

h(z)
) = x

}
.

BecauseG ∈ Γ0(R) (see hypothesisH(G)), we have that∂G(·) is maximal monotone
From the maximal monotonicity of the operator∂G(·) we have thatL(z) 
= ∅ for all
z ∈ Z. Also from Hu–Papageorgiou [7, p. 362], we know that the functionz → (I +
∂G(·))−1(h(z)) is Lebesgue measurable. Therefore the function

(z, x) → ξ(z, x) = (
I + ∂G(·))−1(

h(z)
) − x

is a Caratheodory function, i.e., it is measurable inz ∈ Z and continuous inx ∈ R, hence
it is jointly measurable. So we have

GrL = {
(z, x) ∈ Z × R: ξ(z, x) = 0

} ∈ LZ × B(R),

with LZ being the Lebesgueσ -field of Z andB(R) the Borelσ -field of R. We can apply
the Yankon–von Neumann–Aumann selection theorem (see Hu–Papageorgiou [7, p
and obtain a Lebesgue measurable functionx : Z → R such that

x(z) ∈ L(z) for all z ∈ Z.

Since(I + ∂G(·))−1(0) = 0 a.e. onZ (recall that 0∈ ∂G(0), see hypothesisH(G)), from
the nonexpansiveness of the resolvent operator, we have∣∣x(z)

∣∣ �
∣∣h(z)

∣∣ a.e. onZ ⇒ x ∈ Lq(Z).
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func-

),

e

Clearlyh ∈ (I +S)(x) and becauseh ∈ Lq(Z) was arbitrary, we conclude thatR(I +S) =
Lq(Z). This proves thatS is m-accretive.

Next letη : Lp(Z) → Lq(Z) be defined by

η(x)(·) = ∣∣x(·)∣∣p−2
x(·).

We know thatη(x)(·) = ‖x‖p−2
p F(x)(·), whereF is the duality map ofLp(Z) (see Hu–

Papageorgiou [7, p. 317] and Showalter [14, p. 93]). If by(·,·)pq we denote the duality
brackets for the pair(Lp(Z),Lq(Z)), for everyx ∈ D̂ and everyλ > 0, we have(

Â(x), η
(
Sλ(x)

))
pq

= 〈
A(x), η

(
Sλ(x)

)〉

=
∫
Z

‖Dx‖p−2(Dx,Dη
(
∂Gλ(x)

))
RN dz. (3.20)

HereGλ is the Moreau–Yosida regularization ofG. We know thatGλ is differentiable
(with the derivative denoted by∂Gλ) andSλ(x)(·) = ∂Gλ(x(·)) ∈ Lq(Z) for all x ∈ Lq(Z)

(see Hu–Papageorgiou [7, pp. 349–350] and Showalter [14, p. 162]). Because∂Gλ =
(∂G)λ, it is Lipschitz continuous and monotone. So using the chain rule for Sobolev
tions (see Denkowski–Migorski–Papageorgiou [2, p. 348]), we have∥∥Dx(z)

∥∥p−2(
Dx(z),D

(
η
(
∂Gλ

(
x(z)

))))
RN

= (p − 1)
∣∣∂Gλ

(
x(z)

)∣∣p−1
(

d

dx
∂Gλ

)(
x(z)

)∥∥Dx(z)
∥∥p a.e. onZ. (3.21)

Since( d
dx

∂Gλ)(x) � 0 for all x ∈ R (due to the monotonicity of∂Gλ(·)), using (3.21) in
(3.20), we obtain(

Â(x), η
(
Sλ(x)

))
pq

� 0 for all x ∈ D̂.

Applying Theorem 7.44, p. 394, of Hu–Papageorgiou [7], we conclude that

x → Â(x) + S(x) is m-accretive. (3.22)

It is immediate from the definitions of̂A,S andϕ2 that

Â + S ⊆ ∂ϕ2 ∩ (
W

1,p

0 (Z) × Lq(Z)
)
. (3.23)

Clearly ∂ϕ2 ∩ (W
1,p

0 (Z) × Lq(Z)) is accretive inLq(Z) × Lq(Z) (recall that 2�
p < ∞ which implies thatW1,p

0 (Z) ⊆ Lq(Z)). Combining this with (3.22) and (3.23
we conclude that

Â + S = ∂ϕ2 ∩ (
W

1,p

0 (Z) × Lq(Z)
)
. (3.24)

Because of (3.19), we can findu ∈ ∂ϕ1(x) andw ∈ ∂ϕ2(x) such that

0= u + w ⇒ w = −u. (3.25)

Recall that−u ∈ S
q

∂j (·,x(·)). Thereforew ∈ ∂ϕ2(x) ∩ Lq(Z) and so from (3.24) we hav
that

w = Â(x) + v with v ∈ S(x) = S
q

.
∂G(x(·))
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x

Thus finally from (3.25), we have

Â(x) + v + u = 0.

Let ζ ∈ C∞
c (Z). Taking duality brackets withζ, we obtain

(
Â(x), ζ

)
pq

= (−u, ζ )pq + (−v, ζ )pq,

⇒ 〈
A(x), ζ

〉 =
∫
Z

(−u)ζdz +
∫
Z

(−v)ζdz,

⇒
∫
Z

‖Dx‖p−2(Dx,Dζ)RNdz =
∫
Z

(−u)ζdz +
∫
Z

(−v)ζdz.

Note that div(‖Dx‖p−2Dx) ∈ W−1,q (Z) (see Denkowski–Migorski–Papageorgiou
p. 362]). Also the adjoint of the gradient operatorD ∈ L(W

1,p

0 (Z),Lp(Z)) is the oper-
ator−div ∈ L(Lq(Z),W−1,q (Z)). So we have

〈−div
(‖Dx‖p−2Dx

)
, ζ

〉 =
∫
Z

(−u)ζ dz +
∫
z

(−v)ζdz.

BecauseC∞
c (Z) is dense inW1,p

0 (Z), we conclude that

−div
(∥∥Dx(z)

∥∥p−2
Dx(z)

) = −u(z) − v(z)

∈ ∂j
(
z, x(z)

) − ∂G
(
x(z)

)
a.e. onZ andx|∂Z = 0,

⇒ x ∈ W
1,p

0 (Z) is a solution of problem (1.1). �
Remark 3.4. If

∫
Z

j (z,0) dz � 0 and there existsx0 ∈ R, x0 
= 0 such that∫
Z

j (z, x0) dz > 0, then we can guarantee that the solutionx ∈ W
1,p

0 (Z) obtained in The-
orem 3.3 is nontrivial.

A case of special interest is whenG(x) = iC(x) with C ⊆ R being a closed, conve
subset, 0∈ C. Then Theorem 3.3, implies that there existsx ∈ W

1,p

0 (Z) andu ∈ S
q

∂j (·,x(·))
such that∫

Z

‖Dx‖p−2(Dx,Dy − Dx)RN dz �
∫
Z

u(y − x)dz

for all y ∈ Ĉ = {y ∈ W
1,p

0 (Z): y(z) ∈ Ca.e. onZ}. For example, we can haveC = R+ in

which caseĈ = W
1,p

(Z)+ = the positive cone of the Sobolev spaceW
1,p

(Z).
0 0
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al hy-
e,
4. Positive solutions

In this section using the method of the proof of Theorem 3.3 and some addition
potheses on the nonsmooth potentialj (z, x), we prove the existence of a strictly positiv
smooth solution for the following hemivariational inequality:{−div(‖Dx(z)‖p−2Dx(z)) ∈ ∂j (z, x(z)) a.e. onZ,

x|∂Z = 0.
(4.1)

Now the hypotheses onj (z, x) are the following:

H(j)2 j :Z × R → R is a function, such that
∫
Z

j (z,0) dz � 0 ∂j (z,0) ⊆ R+ a.e. onZ
and

(i) for all x ∈ R, z → j (z, x) is measurable;
(ii) for almost allz ∈ Z, x → j (z, x) is locally Lipschitz;

(iii) for almost all z ∈ Z, all x ∈ R and allu ∈ ∂j (z, x) we have

|u| � a(z) + c|x|p−1 with a ∈ L∞(Z)+, c > 0;
(iv) there existsθ ∈ L∞(Z)+ such thatθ(z) � λ1 a.e. onZ with strict inequality

on a set of positive measure and

lim sup
x→+∞

pj (z, x)

xp
� θ(z) and lim sup

x→+∞
u

xp−1
� θ(z)

uniformly for almost allz ∈ Z;
(v) for almost allz ∈ Z, all x � 0 and allu ∈ ∂j (z, x) we have

−c0x
p−1 � u;

(vi) there existsM > 0 such that for almost allz ∈ Z, all x � M and all u ∈
∂j (z, x), we have

u � 0 or u � 0

and there existsx0 > 0 such that
∫
Z

j (z, x0) dz > 0.

Remark 4.1. Let θ ∈ L∞(Z)+ be as in hypothesisH(j)2(iv). The following nonsmooth
locally Lipschitz integrands satisfy hypothesesH(j)2:

j1(z, x) =
{

x − ex + 1 if x � 0,
θ(z)
p

xp − xr lnx if x � 0 with 1< r < p, and

j2(z, x) =



sinx if x < 0,
tan−1 x if 0 � x � 1,
θ(z)
p

xp − θ(z)
p

+ π
4 if x > 1.

In the next theoremC1
0(Z̄) = {x ∈ C1(Z̄): x|∂Z = 0}.

Theorem 4.2. If hypotheses H(j)2 hold, then problem (4.1) has a solution x ∈ C1
0(Z̄)

such that x(z) > 0 for all z ∈ Z and ∂x (z) < 0 for all z ∈ ∂Z.

∂n
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Proof. Let

G(x) = iR+(x) =
{0 if x � 0,

+∞ if x < 0.

EvidentlyG � 0 andG ∈ Γ0(R). In this case it is more convenient to make the follow
choices ofϕ1 andϕ2:

ϕ1(x) = 1

p
‖Dx‖p

p −
∫
Z

j
(
z, x(z)

)
dz, x ∈ W

1,p

0 (Z) and

ϕ2(x) =
{∫

Z
G(x(z)) dz if G(x(·)) ∈ L1(Z),

+∞ otherwise,
x ∈ W

1,p

0 (Z).

Let C = {x ∈ W
1,p

0 (Z): x(z) � 0 a.e. onZ} (i.e.,C = W
1,p

0 (Z)+ the positive cone of th

Sobolev spaceW1,p

0 (Z)). Evidently

ϕ2(x) = iC(x) =
{0 if x ∈ C,

+∞ otherwise.

From the first part of the proof of Theorem 3.3 and because domϕ2 = C, we obtain an
x ∈ C,x 
= 0 (see the remark after the proof of Theorem 3.3), such that

0∈ ∂ϕ1(x) + ∂ϕ2(x). (4.2)

We should point out that since domϕ2 = C, in hypothesisH(j)2(iv) we can assume tha
the limits in the two inequalities are taken only in the positive direction (i.e., asx → +∞,

compare with hypothesisH(j)(iv)). From (4.2), we infer that there existsu ∈ S
q

∂j (·,x(·))
such that

A(x) − u ∈ −∂ϕ2(x) = −NC(x),

whereNC(x) is the normal cone to the closed convex setC at x ∈ C, i.e.,NC(x) = {x∗ ∈
W−1,q(Z): 〈x∗, y − x〉 � 0 for all y ∈ C} (see Denkowski–Migorski–Papageorgiou
p. 622]). So〈

A(x) − u,y − x
〉
� 0 for all y ∈ C.

Let h ∈ W
1,p

0 (Z) andε > 0 be arbitrary and sety = (x + εh)+ = x + εh+ (x + εh)− ∈ C.

We have

0�
〈
A(x) − u, εh

〉 + 〈
A(x) − u, (x + εh)−

〉
,

⇒ −〈
A(x) − u, (x + εh)−

〉
�

〈
A(x) − u, εh

〉
. (4.3)

We estimate the left-hand side of (4.3). Then

−〈
A(x) − u, (x + εh)−

〉 = −〈
A(x), (x + εh)−

〉 +
∫
Z

u(x + εh)− dz. (4.4)

Assume that the first option in hypothesisH(j)2(vi) holds, namely for almost allz ∈ Z,

all x � M and allu ∈ ∂j (z, x), we haveu � 0. Set

Zε− = {
z ∈ Z: (x + εh)(z) < 0

}
and Ẑε− = {

z ∈ Zε−: x(z) > 0
}
.



178 M.E. Filippakis, N.S. Papageorgiou / J. Math. Anal. Appl. 311 (2005) 162–181
We know that

D(x + εh)−(z) =
{−D(x + εh)(z) a.e. onZε−,

0 otherwise

(see Denkowski–Migorski–Papageorgiou [2, p. 348]). So we have

−〈
A(x), (x + εh)−

〉 = −
∫
Z

‖Dx‖p−2(Dx,D(x + εh)−
)
RN dz

=
∫

Zε−

‖Dx‖p−2(Dx,D(x + εh)
)
RN dz

� ε

∫
Zε−

‖Dx‖p−2(Dx,Dh)RN dz

= ε

∫

Ẑε−

‖Dx‖p−2(Dx,Dh)RN dz. (4.5)

The last equality follows from the fact thatDx(z) = 0 a.e. on{x = 0} (by Stampacchia’s
Theorem, see Denkowski–Migorski–Papageorgiou [2, p. 349]).

Also we have∫
Z

u(x + εh)− dz = −
∫

Zε−

u(x + εh)dz

= −
∫

Zε−∩{x<M}
u(x + εh)dz −

∫
Zε−∩{x�M}

u(x + εh)dz.

We estimate each summand of the right-hand side separately. So

−
∫

Zε−∩{x<M}
u(x + εh)dz = −

∫
Zε−∩{x=0}

u(x + εh)dz −
∫

Zε−∩{0<x<M}
u(x + εh)dz.

By hypothesis∂j (z,0) ⊆ R+ a.e. onZ. So u(z) � 0 a.e. onZε− ∩ {x = 0}. Also since
x(z) � 0 a.e. onZ, we have thath(z) < 0 a.e. onZε−. So we obtain

−
∫

Zε−∩{x=0}
u(x + εh)dz = −

∫
Zε−∩{x=0}

εuhdz � 0.

Therefore

−
∫

Zε−∩{x<M}
u(x + εh)dz � −

∫
Zε−∩{0<x<M}

u(x + εh)dz

� β1

∫
Zε ∩{0<x<M}

(x + εh)dz
−
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for someβ1 > 0
(
see hypothesisH(j)2(iii)

)
� εβ1

∫

Ẑε−∩{x<M}

hdz
(
sincex � 0

)
. (4.6)

Also sinceu(z) � 0 a.e. on{x � M}, we have

−
∫

Zε−∩{x�M}
u(x + εh)dz � 0. (4.7)

Therefore from (4.6) and (4.7), we infer that∫
Z

u(x + εh)− dz � εβ1

∫

Ẑε−∩{x<M}

hdz. (4.8)

Using (4.5) and (4.8) in (4.4), we obtain

−〈
A(x) − u, (x + εh)−

〉
� ε

∫

Ẑε−

‖Dx‖p−2(Dx,Dh)RN dz + εβ1

∫

Ẑε−∩{x<M}

hdz.

(4.9)

Returning to (4.3), using (4.9) and then dividing withε > 0, we obtain∫

Ẑε−

‖Dx‖p−2(Dx,Dh)RN dz + β1

∫

Ẑε−∩{x<M}

hdz �
〈
A(x) − u,h

〉
.

Note that|Ẑε−|N → 0 asε ↓ 0 (by | · |N we denote the Lebesgue measure onR
N). So in

the limit asε ↓ 0, we obtain

0�
〈
A(x) − u,h

〉
for all h ∈ W

1,p

0 (Z) ⇒ A(x) = u.

Next suppose that the second option in hypothesisH(j)2(vi) is valid, namely for almos
all z ∈ Z, all x � M and allu ∈ ∂j (z, x), we haveu � 0. In this case we have

−
∫

Zε−

u(x + ε) dz = −
∫

Zε−∩{x<M}
u(x + εh)dz −

∫
Zε−∩{x�M}

u(x + εh)dz

� −
∫

Ẑε−∩{x<M}

u(x + εh)dz −
∫

Zε−∩{x�M}
u(x + εh)dz

(
since∂j (z,0) ⊆ R+ a.e. onZ

)
� εβ2

∫

Ẑε−∩{x<M}

hdz − ε

∫
Zε−∩{x�M}

uhdz

for someβ2 > 0
(
recallx � 0 and seeH(j)2(iii )

)
. (4.10)

Using (4.5) and (4.10) in (4.4), we have
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−〈
A(x) − u, (x + εh)−

〉
� ε

∫

Ẑε−

‖Dx‖p−2(Dx,Dh)RN dz

+ εβ2

∫

Ẑε−∩{x<M}

hdz − ε

∫

Ẑε−∩{x�M}

uhdz. (4.11)

Combining (4.3) and (4.11) and dividing withε > 0, we obtain

∫

Ẑε−

‖Dx‖p−2(Dx,Dh)RN dz + β2

∫

Ẑε−∩{x<M}

hdz −
∫

Ẑε−∩{x�M}

uhdz

�
〈
A(x) − u,h

〉
.

As before|Ẑε−|N → 0 asε ↓ 0. So in the limit we have

0�
〈
A(x) − u,h

〉
for all h ∈ W

1,p

0 (Z) ⇒ A(x) = u.

So in both cases we have

A(x) = u for someu ∈ S
q

∂j (·,x(·)).

From this it follows that{−div(‖Dx(z)‖p−2Dx(z)) ∈ ∂j (z, x(z)) a.e. on Z,
x|∂Z = 0,

i.e.,x ∈ W
1,p

0 (Z), x � 0, x 
= 0 solves problem (4.1).
By virtue of Theorem 7.1 of Ladyzhenskaya–Uraltseva [9] (see also Gasi

Papageorgiou [5, p. 115]), we havex ∈ L∞(Z). Then using Theorem 1 of Lieberma
[10] (see also Gasinski–Papageorgiou [5, p. 116]), we have thatx ∈ C1

0(Z̄). Because of
hypothesisH(j)2(v), we have

div
(∥∥Dx(z)

∥∥p−2
Dx(z)

)
� c0

∣∣x(z)
∣∣p−1 a.e. onZ.

Invoking Theorem 5 of Vazquez [15], we conclude that

x(z) > 0 for all z ∈ Z and
∂x

∂n
(z) < 0 for all z ∈ ∂Z. �

Remark 4.3. If C1
0(Z̄)+ = {x ∈ C1

0(Z̄): x(z) � 0} (the positive cone inC1
0(Z̄)), then from

the properties ofx ∈ C1
0(Z̄) obtained in Theorem 4.2, we have thatx ∈ intC1

0(Z̄)+.
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