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A Class of Continuous Linear Programming Problems 

N. LEVINSON* 

Department of Mathematics, Massachusetts Institute of Technology, 
Cambridge, Massachusetts 

Tyndall [I] treats rigorously a continuous linear programming problem 
and its dual. Here the problem will be generalized and the proofs shortened. 
References to relevant work of Bellman, Wolfe, Lehman, Koopmans, and 
Dorfman, Samuelson, and Solow will be found in [I]. A number of interesting 
examples and counter examples are also given in [l]. 

If A(t) is a matrix for 0 < t < T with entries +(t) and if p(t) is a scalar 
on [0, T] such that every entry 

%(G G P(t), t E [O, Tl, 

then the notation 

4 G At> t E [‘A Tl 
will be used. The meaning of p(t) < A(t) is now clear. If m(t) is a matrix 
on [0, T] with the same number of rows and columns as A(t), then 

44 < J(t) 

means 

%iW < a”&> 

for all entries. The transpose of A will be denoted by A’. Also 

Vectors are regarded as matrices of one column. 

* Supported in part by the Office of Naval Research and the National Science 
Foundation, NSF GP-4364. 
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The abbreviation p.w. contin. will be used for piecewise continuous; 
that is, continuous except for a finite number of simple discontinuities. In 
Theorems 1 and 2 

B(t) 3 0 is an n X m matrix p.w. contin. on [0, T] 
y(t) is an rr vector p.w. contin. on [0, T] 
a(t) is an m vector p.w. contin. on [0, T] 
K(t, S) is an n X m matrix p.w. contin. on [0, T] X [0, T] 

(By the p.w. contin. of K(t, s) is meant continuous except for possible 
simple discontinuities on a finite number of differentiable arcs.) 

A bounded measurable m vector z(t) > 0 on [0, T] such that 

B(t) x(t) =G y(t) + 1 t K(t, s) z(s) ds, O<t<T, (1.1) 
0 

is said to be feasible for the Primal Problem. The Primal Problem is said to be 
feasible if there exists a feasible z(t). 

REMARK. If y(t) 3 0 then the Primal Problem is feasible since z(t) = 0 
is feasible. 

A feasible S(t) is said to be extremal if 

j-T”(t) - a(t) dt > J%(t) - a(t) dt (1.2) 
0 0 

for all feasible z(t). 
The case treated in [l] is where B(t) and K(t, s) are both constant matrices. 

THEOREM 1. Let the Primal Problem (1.1) be feasible. Let there exist a p.w. 
contin. vector h(t) > 0, 1 h(t) / < 1 and a constant b > 0 such that 

h’(t) B(t) > b > 0. (l-3) 

Then there exists an extremal Z(t). 

A bounded measurable n-vector w(t) > 0 on [0, T] such that 

B’(t) w(t) 2 a(t) + I:K’(s, t) w(s) 4 O<t<T, (1.4) 

is said to be feasible for the Dual Problem. The Dual Problem is said to be 
feasible if there exists a feasible w(t). (Th e relationship of the two problems 
is shown in (4.21).) 

A feasible P?)(t) is said to be extremal if 

/‘ii(t) - y(t) dt < I’w(t) - y(t) dt 
0 0 

for all feasible w(t). 

(1.5) 
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THEOREM 2. Let 

y(t) 2 0, Iqt, s) 2 0. 

Let there exist 6 > 0 such that for each i, j, and t 

either bij(t) = 0 or else b,j(t) > 6. 

Also for each t and j let there exist ij = ii(t) such that 

bgjj(t) 3 6. 

(1.6) 

(1.7) 

(1.8) 

Then the Dual Problem is feasible and there exists an extremal 6(t). (If (1.8) 
is satisfied then so is (1.3) by taking h(t) with all entries equal to l/n. In case B 
is constant (1.7) and (1.8) are implied by the Hypotheses of [l].) 

THEOREM 3. If in addition to the hypothesis of Theorem 2, B(t), a(t), y(t) 
and K(t, s) are all continuous on [0, T] and [0, T] x [0, T], respectiwely, then 

j-%(t) - a(t) dt = j’$(t) . y(t) dt. 
0 0 

Moreover if z(t) is feasible for (1.1) and w(t) for (1.4) and if 

/‘n(t)*a(t)dt = j=w(t)-y(t)dt, 
0 0 

(1.9) 

(1.10) 

then z(t) and w(t) are both extremal. 

2. PRIMAL PROBLEM 

The simplification in the present treatment is effected by treating the con- 
tinuous problem directly in Theorems 1 and 2. 

GRONWALL'S LEMMA. Let the integrable scalar g(t) > 0 satisfy 

g(t) < cl + ~2 St g(s) 4 O<t<T, 
0 

where cl 2 0, c2 > 0. Then 

g(t) < @St, O<t<T. 

P-1) 

(2.2) 

PROOF. Let 

G(t) = stg(s) ds. 
0 
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Then from (2.1) 

Hence 

$ (e+zt G(t)) < cle-czt. 

G(t) < : (ecrt - l), 

which in (2.1) gives (2.2). 

PROOF OF THEOREM 1. From (1.1) 

A’(t) B(t) z(t) < X(t) y(t) + jt h’(t) K(t, s) z(s) ds. 
0 

If 

I y(t) I d Cl I K(t, 4 I < c, 

then by ( 1.3) 

(2.3) 

b I z(t) I < cl + c ,I I z(s) I ds. 

By Gronwall’s lemma 

( z(t) ( < 8 exp ($) < % exp (-$) (2.4) 

For all feasible z(t) let 

t..u.b. ,: z(t) . a(t) dt = M. 

Then there exists a sequence of feasible z(j)(t), j > 1, such that 

BY (2.4) 

f!$ T s z(j)(t) - a(t) dt = M. 
0 

(2.5) 

I z(j)(t) 1 < %exp ($-) . (2.6) 

Hence by weak convergence in L2(0, T), there exists do)(t) to which a sub- 
sequence of z(g)(t) converges weakly [2, p. 641 as j -+ 00. Calling this weakly 
convergent subsequence itself z(j)(t), the weak convergence implies in (2.5) 
that 

s 
m z(“)(t) . a(t) dt = M (2.7) 
0 
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and in (1.1) with z = au)(t), that 

liy_smup I S)(t) < y(t) + 11 K(r, s) s(‘)(s) ds. (2.8) 

It remains to discuss the feasibility of z(O)(t) and to see if z(O)(t) > 0. 

LEMMA 2.1. Let the uniformly bounded sequence of scalar measurable 
functions { fj(t)>, j > 1, converge weakly on [0, T] to fo(t). Let 

b+s,upfj(t) =fJt). (2.9) 

Then, except on a set of zero measure, 

fo(t) G fu(t), O<t<T. 

PROOF OF LEMMA. For n 2 1 let 

fo(t) >fu(t) + ; 

on a set En of [0, T]. From (2.9) 

yi [gf&)l =fU(t)* 

(2.10) 

(2.11) 

Using weak convergence, we obtain 

Using (2.11) and the dominated convergence theorem of Lebesgue, the 
above gives 

JEafo(t) dt G j-, fu(t) dt. 
n 

This and (2.10) give m(EJn < 0 so that m(E,) = 0. But E,,, 3 E, so that 

m (lj+? E,) = iz m(E,) = 0, 

which proves the lemma. 
By using the lemma on each entry of z(f)(t) and by using (2.6) it follows 

that z(O)(t) is uniformly bounded from above except possibly on a set of 
zero measure where it can be assumed to be zero. 
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By using this lemma on each row of the vector B(t) z(j)(,) in (2.8) it follows 
that 

B(1) .(O)(t) < y(t) + 1: qt, s) z(O)(s) ds (2.12) 

except possibly on a set of zero measure, E, . Since the left side of (2.8) is 
non-negative, so is the right side. Hence on E. replace .(O)(t) by the zero 
vector. This will not change the right side of (2.12) or (2.7). Calling the so 
modified s(o)(t), I(s)(t), (1.1) is satisfied by E(O)(t). 

To show a(O)(t) > 0 except on a set of zero measure note that if one defines 
jr(t) = lim inffj(t) in place of (2.9), one finds as in Lemma 2.1 that 
fo(t) aft(t) except possibly on a set of measure 0. By applying this to each 
row of .(O)(t), s(O)(t) 3 0 except possibly on a set of zero measure E. , and 
hence so is Z(O)(t) 3 0 except possibly on Eo. Take Z(t) as Z(O)(t) off of E. 
and as the zero vector on flo and the theorem is proved. 

3. DUAL PROBLEM 

Let c be as in (2.3) and let j a(t) 1 < ca . Let 

p(t) = % exp 
[ 

c(T - t) 
I 6 * 

Then 

O<t<T. 

(3.1) 

(3.2) 

Take w(t) as an n-vector with all entries p(t). Then w(t) is feasible. Indeed 
by (1.8) and (3.2) 

~‘(t)w(t) > 2$(t) b a(t) + If K’(s, t) w(s) ds. 

Hence the Dual Problem is feasible. 
Since it is desired to minimize 

1 
T 

w(t) * y(t) 4 
0 

and since y(t) > 0, it is advantageous to decrease each positive entry of w(t) if 
possible. 

LEMMA 3.1. Let w(t) be feasible. Then there exists w(t) also feasible and 

0 < w(t) < w(t); fw G P(t)- (3.4) 
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PROOF OF LEMMA 3.1. From (1.4) 

If 

q(t) = I 
wt(t), 49 G p(t) 
p(t), wdt) > p(t), 

then, since K > 0, 

(35) 

(3-b) 

Let C = C’ + C” where C’ extends over the i of C for which wi(t) < p(t) 
and C” over those for which wi(t) > p(t). It C” is zero for a given t and j, 
wi(t) = q(t) in (3.6) and the lemma is proved. If C” is not zero, 

1 bij(t) at(t) 2 CnbijCt) ftt) 2 &Ct) 
I t 

by (1.7). By using the right side of (3.3) the proof of the lemma is complete. 
Hence it can be assumed that every feasible w(t) satisfies 

and so by (3.1) is uniformly bounded. Weak convergence can now be used 
much as in the proof of Theorem 1 to complete the proof that G(t) exists. It 
should be noted however that in the analogue to (2.8) here lim inf is treated. 
Also on the set of measure 0 on which w(O)(t), the weak limit, is modified, it 
is replaced by w(t) as defined below (3.2). 

4. PROOF OF THEOREM 3. Now B, 01, y and K are all continuous. Let 
h = T/N for large N. Let 

B(j) = qjg, acj) = 4j4, y(i) = Aj4 K(i,i) = K(ih, jh) 
(4.1) 

Let 5(j) be m-vectors and consider the discrete problem 

B(N&(N) G Y(N) + C K(,,j)S(G 
i 

(4.2) 
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with {ti, > 0 and chosen to maximize 

(4.3) 

if possible. If 

this is a classical linear programming problem. It is feasible since [tj, = 0 
is feasible. 

Multiplying the jth equation of (4.2) by A;,, = A’( jh), 

(b - ch) 1 tjj, I < cl + hc c I 5i I 8 j = 2, wm-3 N. 
(<j-l 

If h < b/(2c) is small enough it follows easily by induction and 
exp (e) - 1 >, E that 

The classical dual to (4.2), (4.3) is 

Bi~)W(~) 2 a:(N) + KiN,rdW(N)h 

with wtj) > 0 and wtj) chosen to minimize 

C w(j) * y(d 

if possible. Let 

2% 
[ 
4c(N - j) h 

cj = -exp 
s 1 6 * 

(4.4) 

(4.5) 

(4.6) 

(4-7) 
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Then 

~2 + ch C 
2chc, 

j<i<N 
ui < ~2 + 6 &cW-i)hlS z. e-4cih/6, 

and for small h 

so that 

~2 + ch c (4.8) 

By using (4.8) it follows that if wo) is taken with all its 71 entries equal to uj , 
then (4.5) is feasible. Also much as in Lemma 3.1 it can always be assumed 
for feasible wo) that 

2c2 4cT 
O<wo)<aj<6exp - . [ 1 8 (4.9) 

Since (4.2) and its dual (4.5) are both feasible, it follows from the classical 
theory that there exists extremal go) and Go) such that 

C [j * aG)h = C Bj * yG)h, (4.10) 

where by (4.4) and (4.9) 

0 < c(j) < + eQcTlb (4.11) 

and hence are uniformly bounded independent of h. 
For 1 <j<Nlet 

Zh(4 = %(i) > (j-l)h<t<jh. (4.13) 

Then since B, (Y, y and K are uniformly continuous it follows from (4.1 l), 
(4.13), and the jth row of (4.2) that, given E > 0, for small enough h 

B(t) z&) < y(t) + E + St K(t, s> ~(4 ds. 
0 

(4.14) 

This is (1.1) with y replaced by y + E. Hence there is an extremal Z.,(t) for 
which (4.14) holds with a,, replaced by I, . 

409/16/I-6 
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Also 

LEVINSON 

j;&(t) - a(t) dt >, I:+(t) * a(t) dt 

since zh(t) is feasible by (4.14). In place of (2.4) 

(4.15) 

(4.16) 

For the given E > 0 and small enough h, (4.13) implies 

‘z,(t) ’ a(t) dt > 1 [,, * a6)h - 6. 
0 

This with (4.15) gives 

I T%(t) * a(t) dt + E >, c %(I) * a&. (4.17) 
0 

Proceeding similarly with the Dual Problem by defining w*(t) much as in 
(4.13), etc., one has with a(t) in (1.4) replaced by a(t) - E an extremal t%,(t) 

such that 

By combining this with (4.17) and (4.10), 

j’zZJt) * y(t) dt < jTZs(t) * a(t) dt + 2~. (4.18) 
0 0 

As in (4.15) let Z.,(t) be extremal for (1 .l) with y replaced by y + c and 
define 

M(e) = jT &t(t) * a(t) dt. 
0 

Given 7 > 0, f(t) is feasible for E > 7 and so it follows that M(E) is mono- 
tone nondecreasing. Hence letting E + + 0, M(+ 0) exists and 

M = M(0) < M(+ 0). (4.19) 

On the other hand, by using (4.16), it follows much as in the proof of Theo- 
rem 1 that as e--f + 0, a subsequence ej -+ + 0 can be extracted for which 
i?.,,(t) converges weakly, except possibly on an easily treated set of measure 
zero, to a feasible x(t) for E = 0. This shows that M(0) > M(+ 0) and so 
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by (4.19), M(0) = M(0 t). H ence given 17 > 0, for sufficiently small E 

ST&(t) - a(t) dt < /‘Z(t) * cx(t)dt + 7. 
0 0 

A similar argument for the dual problem shows that 

l’&(t) . y(t) dt > j%(t) * y(t) dt - v. 
0 0 

The two above inequalities in (4.18) give 

j%?(t) - y(t) dt < /r”(t) . a.(t) dt + 2~ + 277 
0 0 

for any given B > 0 and 7 > 0. Thus 

j%(t) - y(t) dt < j%(t) . a(t) dt. (4.20) 
0 0 

On the other hand if z(t) is feasible for (1.1) and w(t) for (1.4), taking the 
scalar product of w(t) with (1.1) and z(t) with (1.4) and integrating each on 
[0, T] leads easily to 

ITw(t) . y(t) dt > j-%(t) * a(t) dt. (4.21) 
0 0 

Using (4.21) with w = 6, .a = I together with (4.20) proves (1.9). 
Given (1.10), 

j+=w(t)y(t)dt +(t)vx(t)dt +(t)vx(t)dt, 
0 0 0 

which with .a = I in (4.21) gives 

j-=w(t) . y(t) dt = j%(t) . a(t) dt. 
0 0 

This with (1.9) h s ows w to be extremal. A similar argument applies to z and 
completes the proof of Theorem 3. 
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