# Limiting Behavior for Age and Position-Dependent Branching Processes* 

Howard E. Conner<br>Mathematics Research Center, United States Army, The University of Wisconsin, Madison, Wisconsin

Submitted by Richard Bellman

## 1. Introduction

In this paper we study a model for the population transition probabilities for a branching process composed of particles moving in a finite interval with absorbing boundary. In general the proposed model does not have the Markov property since we assume the branching properties for each particle depend on its age and position. To establish this dependence we propose the following structure.

The process is generated by one particle initially at $x$ in a bounded interval $I$ with interior $I_{0}$. The boundary $\Gamma$ is an absorbing barrier for which $a(x, t)$ is the probability of absorption at $\Gamma$ by time $t$ and $a(x)=\lim _{t \rightarrow \infty} a(x, t)$ is the probability of ultimate absorption for a particle initially at $x$. Consequently we assume
(a) $a(x, t)$ is nonnegative and continuous for $x$ in $I$ and $0<t<\infty$ and satisties $a(x, t)=1$ for $x$ in $I$ and $0 \leqslant t<\infty$, (b) for each $x$ in $I, a(x, t)$ is nondecreasing as $t$ increases, and (c) $a(x)=\lim _{t \rightarrow \infty} a(x, t)$ is continuous in $I$ and satisfies $a(x) \equiv 1$ in $\Gamma$ and $a(x) \neq 1$ in $I_{0}$.

The life span of a particle and its motion are so related that $k(x, y ; t) d y d t$ is the conditional probability density function for the position $y$ of a particle with life span $t$, provided it is initially at $x$ and its motion is restricted to $I_{0}$. We assume
$k(x, y ; t)$ is nonnegative and continuous for $x, y$ in $I, \quad 0<t<\infty$
and

$$
\begin{equation*}
k(x, y, t)=0 \text { for either } x \text { and/or } y \text { in } \Gamma, \quad 0 \leqslant t<\infty . \tag{1.2b}
\end{equation*}
$$

[^0]At any time $t$ a particle with initial position $x$ has either been absorbed at $\Gamma$ with probability $a(x, t)$, ended its life in $I_{0}$ with probability $\int_{I} \int_{0}^{t} k(x, y ; s) d s d y$ or is moving about in $I_{0}$ with probability $b(x, t)$. Consequently we assume $b(x, t)$ is nonnegative and continuous with $\lim _{t \rightarrow \infty} b(x, t)=0 \quad$ for $\quad x$ in $I$,

$$
\begin{equation*}
0<t<\infty \tag{1.3}
\end{equation*}
$$

and

$$
\begin{align*}
& 1=a(x, t)+b(x, t)+\iint_{I}^{t} k(x, y ; s) d s d y \quad \text { for } \quad x \text { in } I_{0} \quad 0 \leqslant t<\infty \\
& 1=a(x)+\iint_{I}^{\infty} k(x, y, s) d s d y \tag{1.4}
\end{align*} \quad \text { for } \quad x \text { in } I .
$$

A particle ending its life at an age $t$ at the point $x$ is transformed with the conditional probability $h_{k}(x, t)$ into $k$ particles, $k=0,1,2, \cdots$, with identical independent properties. It is convenient to define

$$
\begin{equation*}
h(x, t ; z)=\sum_{k=0}^{\infty} h_{k}(x, t) z^{k} \quad \text { and } \quad \mu(x, t)=\sum_{k=1}^{\infty} k h_{k}(x, t) \tag{1.5}
\end{equation*}
$$

and to assume each $h_{k}(x, t)$ is nonnegative and continuous and

$$
\begin{equation*}
\sum_{k=0}^{\infty} h_{k}(x, t)=1 \quad \text { for } \quad x \text { in } I_{0}, \quad 0<t<\infty \tag{1.6a}
\end{equation*}
$$

and

$$
\begin{align*}
& \mu(x, t) \text { is positive and continuous for } x \text { in } I_{0}, \\
& \qquad 0<t<\infty . \tag{1.6b}
\end{align*}
$$

In the simplest case the process can be considered as a collection of independent particles each with a random position $x_{t}$, at time $t$, described by an ordinary Brownian motion in $I$ with absorbing boundary $\Gamma$ and a random life span $l$ described by a density function $g$. That is, let $p(x, y ; t)$ be the fundamental solution to

$$
\frac{\partial}{\partial t} p=\frac{\partial^{2}}{\partial x^{2}} p, \quad p(x, 0 ; t)=p(x, L ; t)=0, \quad p(x, y ; 0)=\delta(y-x)
$$

for $0 \leqslant x, y \leqslant L$ and $0<t$ and let $g(t), 0 \leqslant t$, be a nonnegative continuous function. Then

$$
k(x, y ; t)=p(x, y ; t) g(t), \quad b(x, t)=\left(\int_{0}^{L} p(x, y ; t) d y\right) \int_{t}^{\infty} g(\tau) d \tau
$$

and

$$
a(x, l)=1-b(x, t)-\int_{0}^{t} \int_{0}^{L} p(x, y ; t) d y d t .
$$

A quantity of interest for this model is the random number $N_{t}(x)$ of particles at time $t$ in the interior $I_{0}$ generated by one particle initially at the point $x$. By considering $N_{t}(x)$ as a regenerative process with respect to the random age and position of the initial particle when transformed, we have the generating function $E\left(s^{N_{i t \infty}}\right)$ characterized as a solution to the following functional equation:
$f(x, t ; z)=a(x, t)+z b(x, t)+\int_{I} \int_{0}^{t} h[y, s ; f(y, t-s ; z)] k(x, y ; s) d s d y$
for $x$ in $I, 0 \leqslant t$ and $|z| \leqslant 1$.
The existence of a regular solution to this system is given by the following theorem of H. E. Conner [1].

Existence Theorem. Assume the given functions $a(x, t), b(x, t)$, and $k(x, y ; t)$ satisfy (1.1) through (1.4) and the functions $h(x, t ; z)$ and $\mu(x, t)$, defined by (1.5), satisfy (1.6). Assume the given functions are further restricted to satisfy

$$
\begin{gather*}
\int_{0}^{\infty} \max \{k(x, y ; t) \mid x, y \text { in } I\} d t<\infty, \quad \int_{0}^{\infty} \max \{a(x, t) \mid x \text { in } I\} d t<\infty \\
\int_{0}^{\infty} \max \{\mu(y, t) k(x, y ; t) \mid x, y \text { in } I\} d t<\infty \tag{1.8}
\end{gather*}
$$

With these assumptions there exists a unique solution $f(x, t ; z)$ to (1.7), continuous and bounded in magnitude by 1 for $x$ in $I, 0 \leqslant t$ and $|z| \leqslant 1$. Furthermore $f(x, t ; z)$ can be represented in $|z|<1$ by

$$
\begin{equation*}
f(x, t ; z)=\sum_{n=0}^{\infty} f_{n}(x, t) z^{n}, \quad \sum_{n=0}^{\infty} f_{n}(x, t)=1 \tag{1.9}
\end{equation*}
$$

where each $f_{n}(x, t)$ is a nonnegative function continuous and bounded by 1 for $x$ in $I$ and $0 \leqslant t$.

The processes defined by (1.7) are a synthesis of age-dependent and posi-tion-dependent processes. A systematic study of the mathematical theory for position-dependent (neutron) branching processes and age-dependent branching processes is developed in, "The Theory of Branching Processes," by T. E. Harris [2]. The book has a comprehensive bibliography of papers in this field. For age-dependent processes we refer to the papers by R. Bellman and T. E. Harris [3], D. G. Kendall [4], N. Levinson [5], and W. A. O'N. Waugh [6]. For position-dependent processes we refer to the papers by B. A. Sevastyanov [7], H. E. Conner [8], J. E. Moyal [9], and S. R. Adke and J. Moyal [10].

## 2. Summary of Results

For the remaining work, we assume the functions $a(x, t), b(x, t), k(x, y ; t)$, and $h(x, t ; z)$ satisfy the conditions of the existence theorem stated in the introduction and we let $f(x, l ; z)$ be the unique solution to (1.7), satisfying (1.9). A formal differentiation of (1.7) with respect to $z$ suggests the mean population size $(\partial / \partial z) f(x, t ; 1)$ is a solution to the following integral equation

$$
\begin{align*}
& m(x, t)=b(x, t)+\iint_{x}^{t} m(y, t-s) \mu(y, s) k(x, y ; s) d s d y \\
& m(x, 0)=b(x, 0) \quad x \text { in } I, \quad 0 \leqslant t<\infty \tag{2.1}
\end{align*}
$$

To proceed we wish to define the expected population size $m(x, t)$ by the expression

$$
\begin{equation*}
m(x, t) \equiv \sum_{k=1}^{\infty} k f_{k}(x, t) \quad x \text { in } I, \quad 0 \leqslant t<\infty \tag{2.2}
\end{equation*}
$$

where the $f_{k}(x, t)$ are those in the representation (1.9). The validity of this definition and the desired characterization are given by

Theorem 1. (i) There exists a positive constant $\lambda_{0}$ for which $\sum_{k=1}^{\infty} k f_{k}(x, t) \leqslant 2 e^{\lambda_{0} t}, x$ in I and $0 \leqslant t<\infty$; so that $m(x, t)$ can be defined by (2.2).
(ii) For any $T>0$,

$$
\lim _{n \rightarrow 1-} \frac{1-f(x, t ; \eta)}{1-\eta}=m(x, t)
$$

uniformly for $x$ in $I$ and $0 \leqslant t \leqslant T$, and
(iii) $m(x, t)$ is a unique continuous solution to (2.1) for $x$ in $I$ and $0 \leqslant t<\infty$.

The probability of ultimate extinction

$$
f_{0}(x)=\lim _{t \rightarrow \infty} f_{0}(x, t)
$$

can be characterized as the minimum nonnegative continuous solution to $U f=f$ where $U$ is the Urysohn operator defined by

$$
U f(x)=a(x)+\int_{I}\left\{\int_{0}^{\infty} h[y, s ; f(y)] k(x, y ; s) d s\right\} d y
$$

for $f(x)$ continuous and bounded in modulus by 1 on $I$. Assumptions (1.4) and (1.6) show $l(x) \equiv 1$ also satisfies $U f=f$. A n.a.s.c. for $f_{0} \neq l$ is given by
the spectral properties of the derivative operator $E f=(\partial / \partial \phi) U f$ evaluated at $\phi=l$,

$$
\begin{equation*}
E f(x)=\int_{I}\left\{\int_{0}^{\infty} \mu(y, s) k(x, y, s) d s\right\} f(y) d y \tag{2.3}
\end{equation*}
$$

This equation defines a linear integral operator transforming the class of functions continuous on $I$ into the subclass of functions vanishing on $\Gamma$ and the subclass of nonnegative functions into itself. These properties are sufficient to assert the existence of a positive characteristic number $P$ of minimum modulus, the Perron root.

In an ordinary branching process with extinction probability $f_{0}$ the population size $N_{t}$ tends to zero with probability $f_{0}$ and increases without bound with probability $1-f_{0}$ as $t \rightarrow \infty$. When $f_{0}<1$, this increase can be counterbalanced by considering the normalized variable $N_{t} / m(t)$, where $m(t)$ is the expected population size. However, in the present model $f_{0}(x)$ is dependent on the absorption at the boundaries in addition to the interior absorption brought about by the branching mechanism. This gives the possible existence of interior points $x$ for which $f_{0}(x)=1$ even though $f_{0} \neq l$ when $P<1$. These points are completely determined by the absorption function $a(x)$ provided the process satisfies

For any $x$ such that $a(x)<1$,

$$
\begin{equation*}
0<\int_{y_{1}}^{y_{2}}\left\{\int_{0}^{\infty} \mu(y, t) k(x, y ; t) d t\right\} d y \quad \text { all } \quad y_{1}<y_{2} \text { in } I . \tag{2.4}
\end{equation*}
$$

For processes satisfying (2.4) we have

$$
\begin{equation*}
\text { A n.a.s.c. for } \quad f_{0} \neq l \quad \text { is } \quad P<1 \tag{2.5}
\end{equation*}
$$

where $P$ is the Perron root for (2.3). A direct consequence of (2.4) and the strict monotonicity of $h(y, s ; \tau)$ in $\tau, 0 \leqslant \tau \leqslant 1$, is the following property of $f_{0}(x)$ for a process with $f_{0} \neq l$

$$
\begin{equation*}
f_{0}(x)=1 \quad \text { iff } x \text { is in } \quad A=\{x \mid a(x)=1\} \tag{2.6}
\end{equation*}
$$

Another result is the degeneration on the absorption set $A$ of the integral equations (1.7) and (2.1) into

$$
\begin{gather*}
f(x, t ; z)=a(x, t)+z b(x, t) \\
m(x, t)=b(x, t) \quad \text { for } \quad x \text { in } A . \tag{2.7}
\end{gather*}
$$

In particular the mean population size at time $t, m(x, t)$, has very different behavior for $x$ in $A$ and $x$ not in $A$ and is no longer a suitable normalization function.

The behavior of $m(x, t)$ as $t \rightarrow \infty$ is developed from its characterization as a solution to (2.1). The interpretation of (2.1) as a vector-valued renewal equation suggests there is some real $\rho$ such that $\lim _{t \rightarrow \infty} e^{-\rho t} m(x, t)=m(x, \rho)$ exists and is positive for $x$ not in $A$. If so, then multiplying (2.1) by $e^{-\rho t}$ and letting $\ell \rightarrow \infty$ formally gives

$$
m(x, \rho)=\int_{I} m(y, \rho)\left\{\int_{0}^{\infty} e^{-\rho s} \mu(y, s) k(x, y ; s) d s\right\} d y
$$

This shows the limit $m(x, \rho)$, when it exists, is a characteristic function and 1 is a characteristic number for the indicated kernel. To show the existence of the number $\rho$, we examine the spectral properties of the family of kernels defined by

$$
\begin{equation*}
E(x, y ; z)=\int_{0}^{\infty} e^{-z t} \mu(x, t) k(x, y ; t) d t, \quad x, y \text { in } I \tag{2.8}
\end{equation*}
$$

with parameter $z, \operatorname{Re}[z] \geqslant 0$.
The first result is
Lemma 2.1. Assume the extinction probability $f_{0}(x)$, is not identically 1 , the absorption set $A,(2.6)$, is at most denumerable and

$$
\mu(x, t) k(x, x ; t)=0 \quad \text { all } \quad t \geqslant 0 \quad \text { iff } \quad x \text { is in } A
$$

Then there exists a single positive number $\rho$ such that 1 is a characteristic number for the kernel $E(x, y ; \sigma), \sigma \geqslant 0$, iff $\sigma=\rho$.

The processes for which Lemma 2.1 is valid are henceforth called selfgenerating processes. The behavior of $m(x, t)$ for a self-generating process is given by

Theorem 2. Let $\rho$ be as determined in Lemma 2.1. Suppose $b(x, t)$ and $\mu(y, t) k(x, y ; t)$ satisfy the restriction

$$
\begin{gather*}
\int_{0}^{\infty}\left[e^{-\rho t} \max \{\mu(y, t) k(x, y, t) \mid x, y \text { in } I\}\right]^{2} d t<\infty \\
\int_{0}^{\infty}\left[e^{-\rho t} \max \{b(x, t) \mid x \text { in } I)\right\}^{2} d t<\infty \tag{2.9}
\end{gather*}
$$

then there exists

$$
\begin{equation*}
\lim _{t \rightarrow \infty} e^{-\rho t} m(x, t)=m(x) \tag{2.10}
\end{equation*}
$$

uniformly for $x$ in $I$. The limit $m(x)$ is determined up to a multiplicative constant as a continuous solution to

$$
\begin{equation*}
m(x)=\int_{I}\left\{\int_{0}^{\infty} e^{-\rho t} \mu(y, t) k(x, y ; t) d t\right\} m(y) d y \tag{2.11}
\end{equation*}
$$

In addition

$$
\begin{equation*}
m(x)=0 \quad \text { iff } \quad x \quad \text { is in } \quad A=\{x \mid a(x)=1\} \tag{2.12}
\end{equation*}
$$

Let $G(x, t ; u)$ be the family of distribution functions defined by

$$
\begin{equation*}
G(x, t ; u)=\sum_{k \leqslant u} f_{k}(x, t), \quad 0 \leqslant u \tag{2.13}
\end{equation*}
$$

with parameters $x$ in $I$ and $t \geqslant 0$. We proceed to establish for each $x$ in $I-A$ the weak convergence of $G\left(x, t ; e^{-\rho t} u\right)$ to a proper distribution $G(x ; u)$ as $t \rightarrow \infty$ and to determine the dependence on $x$.

The Laplace-Stieltjes transform of $G\left(x, t ; e^{-\rho t} u\right)$ is given by

$$
\begin{equation*}
\Psi(x, t ; z)=\sum_{k=0}^{\infty} f_{k}(x, t) \exp \left[-k e^{-\rho t_{z}}\right], \quad x \text { in } I, \quad t \geqslant 0, \quad \operatorname{Re}[z] \geqslant 0 \tag{2.14}
\end{equation*}
$$

Consequently it satisfies the integral equation

$$
\begin{align*}
\Psi(x, t ; z)=a(x, t) & +\exp \left[-e^{-\rho t} z\right] b(x, t) \\
& +\int_{I}\left\{\int_{0}^{t} h\left[y, s ; \Psi\left(y, t-s ; e^{-\rho s} z\right)\right] k(x, y ; s) d s\right\} d y \tag{2.15}
\end{align*}
$$

The correspondence relation between distribution functions on a half-line and their L.-S. transforms allows us to concentrate our attention on the transforms $\psi(x, t ; z)$ as $t \rightarrow \infty$. Letting $t \rightarrow \infty$ in (2.15) gives an auxiliary equation to be satisfied by the limit transform $\psi(x ; z)$,

$$
\begin{equation*}
\psi(x ; z)=a(x)+\int_{I}\left\{\int_{0}^{\infty} h\left[y, s ; \psi\left(y, e^{-\rho s} z\right] k(x, y ; s) d s\right\} d y\right. \tag{2.16}
\end{equation*}
$$

for $x$ in $I$ and $\operatorname{Re}[z] \geqslant 0$. This equation has the improper solution $\psi \equiv 1$ and we are faced with an existence and uniqueness problem for proper solutions to (2.16). The convergence properties of uniformly bounded sequences of analytic functions and the law of permancy of functional equations suggests we first consider (2.16) restricted to $z=\sigma \geqslant 0$.

Theorem 3. Assume the conditions for Theorems 1 and 2 are satisfied. Let $\alpha(\sigma)$ be a twoice-continuously differentiable function defined for $0 \leqslant \sigma<\infty$ and satisfying

$$
\begin{equation*}
\alpha(0)=0, \quad \alpha^{\prime \prime}(\sigma) \geqslant 0 \quad \text { and } \quad \int_{0}^{1} \frac{\alpha(\sigma) d \sigma}{\sigma}<\infty \tag{2.17}
\end{equation*}
$$

and

$$
\left|\mu(x, t)-\frac{1-h\left[x, t ; e^{\sigma}\right]}{\sigma}\right| \leqslant \alpha(\sigma) \beta(x, t)
$$

where $\beta(x, t) / \mu(x, t)$ is uniformly bounded for $x$ in $I$ and $0 \leqslant t$. (This implies we can replace $\beta(x, t)$ by $\mu(x, t)$.) Then there exists a continuous solution $\psi(x, \sigma)$ to (2.16) for $x$ in $I$ and $0 \leqslant \sigma$ and satisfying
(i) $0<\psi(x, \sigma) \leqslant 1$ for $x$ in I and $0 \leqslant \sigma$, and
(ii) $\psi(x, 0)=1$ for $x$ in $I$ and $\psi(x, \sigma)=1$ for $x$ in $A$ and $0 \leqslant \sigma$. In addition $\psi(x, \sigma)$ is uniquely determined within the class of continuous solutions to (2.16), satisfying (i) and (ii), by the additional property: for each $x$ in $I$

$$
\begin{equation*}
\lim _{\sigma \rightarrow 07} \frac{1-\psi(x, \sigma)}{\sigma}=m(x) \tag{iii}
\end{equation*}
$$

and uniformly for $x$ in closed subsets of $I-A$.
The nature of the condition (2.17) and its relation to a second moment requirement is thoroughly discussed in a paper of N . Levinson [5].

The behavior of $\psi(x, t ; z),(2.14)$, as $t \rightarrow \infty$ is now developed. The functional relations which $\psi(x, t ; z)$ and the iterative solution $\psi(x, \sigma)$, Theorem 3, satisfy are used to develop a functional inequality for

$$
\begin{equation*}
\Delta(x, t, \sigma)=\frac{\psi(x, t ; \sigma)-\psi(x ; \sigma)}{m(x)} \tag{2.18}
\end{equation*}
$$

This inequality is exploited to show $\Delta(x, t ; \sigma) \rightarrow 0$ as $t \rightarrow 0$ and to obtain
Theorem 4. Assume the conditions for Theorem 3 are satisfied.
Let $\psi(x, \sigma)$ be the solution to (2.16) found in Theorem 3 and let $\psi(x, t ; \sigma)$ be defined by (2.14). Then for each $x$ in $I$ and $0 \leqslant \sigma$

$$
\lim _{t \rightarrow \infty} \psi(x, t ; \sigma)=\psi(x, \sigma)
$$

and uniformly for $x$ in closed subsets of $I-A$ and $0 \leqslant \sigma \leqslant \sigma_{0}<\infty$.
Using standard techniques in the theory of Laplace-Stieltjes transforms of distribution functions, we extend the last result to

Theorem 5. Assume the conditions for Theorem 3 are satisfied. Then for each $x$ in $I$ the distributions $G\left(x, t ; e^{-\rho t} u\right)$ converge weakly as $t \rightarrow \infty$ to $a$ distribution $U(x, u), 0 \leqslant u<\infty$, with the following properties. Its transform

$$
\Phi(x, z)=\int_{0-}^{\infty} e^{-u z} d U(x, u)
$$

satisfies
(i) $0<|\Phi(x, z)| \leqslant 1 x$ in $I, \operatorname{Re}(z) \geqslant 0$.
(ii) $\Phi(x, 0)=1 x$ in $I$ and for $x$ in the absorption set $A=\{a(x)=1\}$ $\Phi(x, z)=1, \operatorname{Re}(z) \geqslant 0$,
(iii) $\lim _{\sigma \rightarrow 0+} \frac{1-\Phi(x, \sigma)}{\sigma}=m(x)$
for $x$ in $I$ and uniformly for $x$ in closed subsets of $I-A$, and

$$
\begin{equation*}
\Phi(x, z)=a(x)=\int_{I}\left\{\int_{0}^{\infty} h\left[y, s ; \Phi\left(y ; e^{-\rho s} z\right)\right] k(x, y ; s) d s\right\} d y \tag{2.20}
\end{equation*}
$$

for $x$ in $I$ and $\operatorname{Re}(z) \geqslant 0$.

## 3. Proof for Theorem 1

To begin we list some properties for $h(x, t ; z)$ which follow directly from its definition (1.5), assumption (1.6), and an application of the mean value theorem:
(i) $0<h\left(x, t ; \tau_{1}\right)<h\left(x, t ; \tau_{2}\right)$,
(ii) $0 \leqslant|h(x, t ; z)| \leqslant h(x, t ;|z|)$,
(iii) $0 \leqslant\left|\frac{\partial}{\partial z} h(x, t ; z)\right| \leqslant \mu(x, t)$
(iv) $|h(x, t ; z)-h(x, t ; w)| \leqslant \mu(x, t)|z-w|$
for $x$ in $I, 0 \leqslant t,|z|$ and $|w| \leqslant 1$, and $0<\tau_{1}<\tau_{2} \leqslant 1$.
A useful estimate for which we have repeated use is the following
Lemma 3.1. Suppose $r(x, t)$ is a continuous function for $x$ in $I$ and $0 \leqslant t<\infty$ satisfying

$$
\begin{gathered}
r(x, t) \leqslant|A(x, t)|+\iint_{I}^{t} r(y, t-s)|B(x, y ; s)| d s d y \\
x \text { in } I, \quad 0 \leqslant t<\infty
\end{gathered}
$$

where
(i) $|A(x, t)| \leqslant K$ for $x$ in $I$ and $0 \leqslant t$ and
(ii) $\int_{I} \int^{\infty} \max \{\mid B(x, y ; s) \| x$ in $I\} d s d y<\infty$,
then there is a positive constant $\lambda_{0}$, independent of $K$, for which

$$
r(x, t) \leqslant 2 K e^{\lambda_{0} t} \quad \text { for } \quad x \text { in } I \quad \text { and } \quad 0 \leqslant t
$$

To prove this, let

$$
R(T, \lambda)=\max \left\{e^{-\lambda t} r(x, t) \mid x \text { in } I, 0 \leqslant t \leqslant T\right\}
$$

defined and finite for $T$ and $\lambda$ positive. Then

$$
R(T, \lambda) \leqslant K+\left[\int_{I} \int_{0}^{\infty} e^{-\lambda s} \max \{|B(x, y ; s)| x \text { in } I\} d s d y\right] R(T, \lambda) .
$$

Choosing $\lambda_{0}$ so that the convergent integral in brackets is $<\frac{1}{2}$ shows $R\left(T, \lambda_{0}\right) \leqslant 2 K$. This implies $r(x, t) \leqslant 2 K e^{\lambda_{0} t}$.

Since $f(x, t ; z)$ satisfies (1.7) and (1.4) is assumed, we can write
$\frac{1-f(x, t ; \eta)}{1-\eta}=b(x, t)+\iint_{I}^{t} \frac{1-h[y, s ; f(y, t-s ; \eta)]}{1-\eta} k(x, y ; s) d s d y$
for $x$ in $I, 0 \leqslant t$ and $0 \leqslant \eta<1$. The definitions for $h(x, t ; z)$ and $\mu(x, t)$, (1.5), and the inequality $\left(1-x^{k}\right) / k(1-x)<1$, valid for $0 \leqslant x<1$ and $k=1,2,3, \cdots$, imply

$$
\begin{equation*}
\mu(x, t)-\frac{1-h(x, t ; \lambda)}{1-\lambda}=\sum_{k=1}^{\infty} k h_{k}(x, t)\left[1-\frac{1-\lambda^{k}}{k(1-\lambda)}\right]>0 \tag{3.3}
\end{equation*}
$$

for $x$ in $I, 0 \leqslant t$ and $0 \leqslant \lambda<1$. Substituting (3.3) with $\lambda=f(y, t-s ; \eta)$ into (3.2) gives
$\frac{1-f(x, t ; \eta)}{1-\eta} \leqslant b(x, t)+\iint_{I}^{t} \frac{1-f(y, t-s ; \eta)}{1-\eta} \mu(y, s) k(x, y ; s) d s d y$
for $x$ in $I, 0 \leqslant t$ and $0 \leqslant \eta<1$. The application of Lemma 3.1, with $K=1$, to (3.4) gives the existence of some $\lambda_{0}>0$ for which

$$
\begin{equation*}
0<\frac{1-f(x, t ; \eta)}{1-\eta} \leqslant 2 e^{\lambda_{0} t} \tag{3.5}
\end{equation*}
$$

for $x$ in $I, 0 \leqslant t$ and $0 \leqslant \eta<1$. Since

$$
\lim _{x \rightarrow 1-} \frac{1-x^{k}}{k(1-x)}=1, \quad k=1,2,3, \cdots
$$

letting $\eta \rightarrow 1-$ in the inequality

$$
\sum_{k=1}^{N} k f_{k}(x, t) \frac{1-\eta^{k}}{k(1-\eta)} \leqslant \frac{1-f(x, t ; \eta)}{1-\eta}
$$

and using (3.5) shows for $0 \leqslant t$ the partial sums $\sum_{k=1}^{N} k f_{k}(x, t)$ are bounded uniformly in $x$ by $2 e^{\lambda_{0} t}$. Therefore $m(x, t)$, as defined by (2.2), exists and satisfies for some $\lambda_{0}>0$

$$
\begin{equation*}
m(x, t) \leqslant 2 e^{\lambda_{0} t} \quad x \text { in } I, \quad 0 \leqslant t<\infty \tag{3.6}
\end{equation*}
$$

In the same way we show for positive $N$ the validity of

$$
\begin{aligned}
m(x, t)-\sum_{k=N}^{\infty} k f_{k}(x, t) & \leqslant \liminf _{\eta \rightarrow 1-} \frac{1-f(x, t ; \eta)}{1-\eta} \\
& \leqslant \limsup _{\eta \rightarrow 1-} \frac{1-f(x, t ; \eta)}{1-\eta} \leqslant m(x, t)
\end{aligned}
$$

for $x$ in $I$ and $0 \leqslant t$. Letting $N \rightarrow \infty$ and using (3.6) establishes

$$
\begin{equation*}
\lim _{\eta \rightarrow 1} \frac{1-f(x, t ; \eta)}{1-\eta}=m(x, t) \tag{3.7}
\end{equation*}
$$

for $x$ in $I$ and $0 \leqslant t<\infty$.
The determination of uniform convergence requires more information about the function $(1-f(x, t ; \eta)) /(1-\eta)$. To establish this we use the triangle inequality

$$
\begin{align*}
& \left|\frac{1-f\left(x_{1}, t_{1} ; \eta\right)}{1-\eta}-\frac{1-f\left(x_{2}, t_{2} ; \eta\right)}{1-\eta}\right| \\
& \quad \leqslant\left|\frac{f\left(x_{2}, t_{2} ; \eta\right)-f\left(x_{1}, t_{2} ; \eta\right)}{1-\eta}\right|+\left|\frac{f\left(x_{1}, t_{2} ; \eta\right)-f\left(x_{1}, t_{1} ; \eta\right)}{1-\eta}\right| \tag{3.8}
\end{align*}
$$

to replace differences on oblique lines by differences on sections.
We also require the following inequality

$$
\begin{equation*}
\frac{1-h[y, s ; f(y, t-s ; \eta)]}{1-\eta} \leqslant 2 \mu(y, s) e^{\lambda_{0}(t-s)} \tag{3.9}
\end{equation*}
$$

which is a direct result of the estimates (3.1) and (3.5).
Setting

$$
\begin{gathered}
\Delta f\left(x_{1}, x_{2}, t_{2} ; \eta\right)=\frac{f\left(x_{1}, t_{2} ; \eta\right)-f\left(x_{2}, t_{2} ; \eta\right)}{1-\eta}, \\
\Delta b\left(x_{1}, x_{2}, t\right)=b\left(x_{1}, t\right)-b\left(x_{2}, t\right)
\end{gathered}
$$

and

$$
\Delta k\left(x_{1}, x_{2}, y ; s\right)-k\left(x_{1}, y ; s\right)-k\left(x_{2}, y, s\right)
$$

and using (3.4) and (3.9), we have the inequality

$$
\begin{align*}
\left|\Delta f\left(x_{1}, x_{2}, t_{2} ; \eta\right)\right| & \leqslant\left|\Delta b\left(x_{1}, x_{2}, t_{2}\right)\right| \\
& +2 \iint_{I}^{t_{2}} e^{\lambda_{n}\left(t_{2}-s\right)} \mu(y, s)\left|\Delta k\left(x_{1}, x_{2}, y ; s\right)\right| d s d y \tag{3.10}
\end{align*}
$$

For each $T>0$ and $0 \leqslant t_{1}, t_{2} \leqslant T$, the continuity properties of $b(x, t)$ and $\mu(y, t) k(x, y ; t)$ for $x$ and $y$ in $I$ and $0 \leqslant t \leqslant T$ imply the existence of a positive $\delta_{1}(\epsilon, T), 0<\epsilon, T$, for which the r.h.s. of (3.10) is uniformly small; so that

$$
\begin{gather*}
\left|\frac{f\left(x_{2}, t_{2}, \eta\right)-f\left(x_{1}, t_{2}, \eta\right)}{1-\eta}\right| \leqslant \frac{\epsilon}{2} \quad \text { for } \quad 0 \leqslant t_{2} \leqslant T \\
\left|x_{2}-x_{1}\right|<\delta_{1}(\epsilon, T) . \tag{3.11}
\end{gather*}
$$

Setting

$$
\begin{aligned}
\Delta f\left(x_{1}, t_{1}, t_{2} ; \eta\right) & =\frac{f\left(x_{1}, t_{2} ; \eta\right)-f\left(x_{1}, t_{1} ; \eta\right)}{1-\eta} \\
\Delta b\left(x_{1}, t_{1}, t_{2}\right) & =b\left(x_{1}, t_{1}\right)-b\left(x_{1}, t_{2}\right)
\end{aligned}
$$

and again using (3.4) and (3.9), we have the inequality

$$
\begin{aligned}
\left|\Delta f\left(x_{1}, t_{1}, t_{2} ; \eta\right)\right| & \leqslant\left|\Delta b\left(x_{1}, t_{1}, t_{2}\right)\right|+\iint_{I}^{t_{2}} e_{t_{1}}^{\lambda_{0}\left(t_{2}-s\right)} \mu(y, s) k\left(x_{1}, y ; s\right) d s d y \\
& +\iint_{I}^{t_{1}}\left|\Delta f\left(y, t_{1}-s ; t_{2}-s ; \eta\right)\right| \mu(y, s) k\left(x_{1}, y, s\right) d s d y
\end{aligned}
$$

Taking the maximum with respect to $x_{1}$ over $I$ of the r.h.s. of the previous inequality and applying Lemma 3.1 gives the existence of a positive $\lambda$ such that

$$
\left|\Delta f\left(x_{2}, t_{1}, t_{2} ; \eta\right)\right| \leqslant 2 K\left(T, t_{1}, t_{2}\right) e^{\lambda T}
$$

where

$$
\begin{aligned}
K\left(T, t_{1}, t_{2}\right)=\max \left\{\Delta b \left(x_{1},\right.\right. & \left.t_{1}, t_{2}\right) \\
& \left.+\int_{I} \int_{t_{1}}^{t_{2}} e^{\lambda_{0}\left(t_{2}-s\right)} \mu(y, 0) k\left(x_{1}, y, s\right) d s d y \mid x_{1} \text { in } I\right\}
\end{aligned}
$$

For each $T>0$ and $0 \leqslant t_{1} \leqslant t_{2} \leqslant T$, the previously stated continuity properties of $b(x, t)$ and $\mu(y, t) k(x, y, t)$ are sufficient to assert $K\left(T, t_{1}, t_{2}\right)$
is continuous in $0 \leqslant t_{1} \leqslant t_{2} \leqslant T$ and $K\left(T, t_{1}, t_{1}\right)=0$. Consequently there exists $\delta_{2}(\epsilon, T), 0<\epsilon, T$, for which $K\left(T, t_{1}, t_{2}\right)<\left(e^{-\lambda T} / 4\right) \in$ for $t_{2}-t_{1}<\delta_{2}$; so that,

$$
\begin{gather*}
\left|\frac{f\left(x_{1}, t_{2} ; \eta\right)-f\left(x_{1}, t_{1} ; \eta\right)}{1-\eta}\right|<\frac{\epsilon}{2} \quad \text { for } \quad x_{1} \text { in } I \\
0 \leqslant t_{1} \leqslant t_{2} \leqslant T, \quad t_{2}-t_{1}<\delta_{2}(\epsilon, T) \tag{3.12}
\end{gather*}
$$

The estimates (3.11) and (3.12) combine with (3.8) to show for each $T>0$ $(1-f(x, t, \eta)) /(1-\eta)$ is continuous for $x$ in $I$ and $0 \leqslant t \leqslant T$ uniformly in $0 \leqslant \eta<1$.

This is sufficient to assert

$$
m(x, t)=\lim _{\eta \rightarrow 1-} \frac{1-f(x, t ; \eta)}{1-\eta}
$$

is continuous for $x$ in $I$ and $0 \leqslant t \leqslant T$. Therefore by the Moore-Osgood theorem on iterated limits, we have for each $T>0$,

$$
\begin{equation*}
\lim _{\eta \rightarrow 1-} \frac{1-f(x, t ; \eta)}{1-\eta}=m(x, t) \tag{3.13}
\end{equation*}
$$

uniformly for $x$ in $I$ and $0 \leqslant t \leqslant T$.
Let

$$
\Gamma(x, t ; \eta)=\mu(x, t)-\frac{1-h(x, t ; \eta)}{1-\eta}
$$

for $x$ in $I, 0 \leqslant t$ and $0 \leqslant \eta<1$.
Then we have, for $0 \leqslant \eta_{1} \leqslant \eta_{2}<1$,

$$
\Gamma\left(x, t, \eta_{1}\right)-\Gamma\left(x, t ; \eta_{2}\right)=\sum k h_{k}(x, t)\left[\frac{1-\eta_{2}{ }^{k}}{k\left(1-\eta_{2}\right)}-\frac{1-\eta_{1}{ }^{k}}{k\left(1-\eta_{1}\right)}\right] .
$$

This implies $\Gamma(x, t ; \eta)$ is a decreasing function on $0 \leqslant \eta<1$ since $\left(1-x^{k}\right) / k(1-x)$ is increasing for $0 \leqslant x<1$. An argument similar to that used to develop (3.7) shows $\lim _{\eta \rightarrow 1-} \Gamma(x, t ; \eta)=0$ for $x$ in $I$ and $0 \leqslant t$. Moreover the convergence is uniform since $\Gamma(x, t ; \eta)$ is decreasing in $\eta$; so that we can assert the existence of a positive $\delta(\epsilon, T), 0<\epsilon, T$, for which

$$
\begin{equation*}
0<\mu(x, t)-\frac{1-h(x, t ; \eta)}{1-\eta}<\epsilon \tag{3.14}
\end{equation*}
$$

when $x$ in $I, 0 \leqslant t \leqslant T$ and $1-\lambda<\delta\left(\epsilon_{1} T\right)$. This and the uniform conver-
gence as $\eta \rightarrow 1-$ of $f(x, t ; \eta)$ to 1 for $x$ in $I$ and $0 \leqslant t \leqslant T$ imply for each $T>0$

$$
\lim _{n \rightarrow 1-} \frac{1-h[x, s ; f(x, t-s ; \eta)]}{1-f(x, t-s ; \eta)}=\mu(x, t) \quad \text { uniformly for } \quad x \text { in } I
$$

and

$$
\begin{equation*}
0 \leqslant s \leqslant t \leqslant T \tag{3.15}
\end{equation*}
$$

Rewritting (3.2) in the form

$$
\begin{aligned}
& \frac{1-f(x, t ; \eta)}{1-\eta}=b(x, t)+\iint_{1}^{t} \frac{1-h[y, s ; f(y, t-s, \eta)]}{1-f(y, t-s, \eta)} \\
& \times \frac{1-f(y, t-s ; \eta)}{1-\eta} k(x, y ; s) d s d y
\end{aligned}
$$

and letting $\eta \rightarrow 1-$, we use the uniform convergence established in (3.13) and (3.15) to show $m(x, t)$ is a solution to (2.1) and Lemma 3.1 to show it is unique in the class of continuous solutions for $x$ in $I$ and $0 \leqslant t$.

## 4. Proof for Theorem 2

The functions $B(x, z)$ and $E(x, y, z)$ defined by

$$
\begin{equation*}
B(x, z)=\int_{0}^{\infty} e^{-z t} b(x, t) d t \tag{4.1}
\end{equation*}
$$

and (2.8) exist, are continuous for $x, y$ in $I$ and $\operatorname{Re}[z]>0$ and are analytic in $z, \operatorname{Re}[z]>0$, for fixed $x, y$ in $I$. This is a direct result of the assumption (2.9). By Theorem $1, m(x, t)$ is a solution to (2.1), and satisfies $m(x, t) \leqslant 2 e^{\lambda_{0} t}$ for some positive $\lambda_{0}$, (3.6). Therefore

$$
\begin{equation*}
M(x, z, \delta)=\int_{0}^{\infty} e^{-z t} e^{-\delta t} m(x, t) d t, \quad \delta>0 \tag{4.2}
\end{equation*}
$$

exists and is continuous in $(x, z)$ and analytic in $z$ for fixed $x$ in $I$ and $\operatorname{Re}[z]>\left(+\lambda_{0}-\delta\right)$. Since $m(x, t)$ is nonnegative, the abscissa of convergence $\alpha(x, \delta)$ is a singularity for $M(x, z, \delta)$ as an analytic function of $z$ with fixed $x$ and $\delta$.

Multiplying (2.1) by $e^{-(z+\delta) t}$ and integrating with respect to $t$ shows

$$
\begin{equation*}
M(x, z, \delta)-B(x, z+\delta)=\int_{I} E(x, y, z+\delta) M(y, z, \delta) d y \tag{4:3}
\end{equation*}
$$

The assumptions of Lemma 2.1 and condition (1.8) are sufficient to conclude for each $\sigma \geqslant 0$ the kernel $E(x, y ; \sigma)$ has a positive char. number $P(\sigma)$ with the following properties
(i) $P(\sigma)$ has algebraic multiplicity 1 and $P(\sigma)<\left|\lambda_{i}(\sigma)\right|$ for any char. number $\lambda_{i}(\sigma) \neq P(\sigma)$ associated with $K(x, y ; \sigma)$,
(ii) the char. function $\phi(x, \sigma)$ associated with $P(\sigma)$, uniquely determined up to a mulliplicative constant, is nonnegative and can be zero only for those $x$ in the exceptional set $A$ given in the assumptions.
Since $E(x, y ; \sigma)$ is continuous in $(x, y)$, the statements in (4.4) also apply to the transposed kernel $E(y, x, \sigma)$. These properties, extensions of the Perron-Frobenius theory for nonnegative matrices to compact integral operators with nonegative kernels, are developed in the monograph by M. G. Krein and M. A. Rutman [11, Chapter 6].

The dependence of $P(\sigma)$ on $\sigma$ is given by
Lemma 4.1. When conditions for Lemma 2.1 are satisfied, $P(\sigma)$ is a continuous, strictly increasing function of $\sigma$ on $0 \leqslant \sigma<\infty$.
Proof. For each $z, \operatorname{Re}[z] \geqslant 0$, let $d(\lambda ; z)$ be the Fredholm determinant for the kernel $E(x, y ; z)$. The characteristic numbers of $E(x, y ; z)$ are the zeros in $\lambda$ of $d(\lambda ; z)$. Condition (1.8) is sufficient for us to assert $d(\lambda, z)$ is
(i) continuous in $(\lambda, z)$ on $|\lambda|<\infty$ and $\operatorname{Re}[z] \geqslant 0$,
(ii) entire in $\lambda$ for fixed $z$ on $\operatorname{Re}(z) \geqslant 0$ and
(iii) analytic in $z$ on $\operatorname{Re}(z)>0$ for fixed finite $\lambda$.

Since the char. number $P(\sigma)$ can be identified as the zero of $d(\lambda ; \sigma)$ of least modulus, Roche's theorem can be applied to show $P(\sigma)$ is continuous for $0 \leqslant \sigma<\infty$.

Let $P\left(\sigma_{i}\right)$ and $\phi\left(x, \sigma_{i}\right),\left(\psi\left(x, \sigma_{i}\right)\right)$, be the positive characteristic pair described in (4.4) for $E\left(x, y ; \sigma_{i}\right),\left(E\left(y, x ; \sigma_{i}\right)\right), i=1,2$, when $0 \leqslant \sigma_{1}<\sigma_{2}$. The strictly decreasing behavior of $\max \{E(x, y ; \sigma \mid x, y$ in $I\}$ for $0 \leqslant \sigma<\infty$ and the fact that $\phi(x, \sigma)(\psi(x, \sigma))$ can be zero only on the exceptional set $A$ imply

$$
\int_{I} P\left(\sigma_{2}\right)\left\{\int_{I} K\left(x, y ; \sigma_{1}\right) \phi\left(y, \sigma_{2}\right) d y\right\} \psi\left(x, \sigma_{1}\right) d x>\int_{I} \phi\left(x, \sigma_{2}\right) \psi\left(x, \sigma_{1}\right) d x>0 .
$$

However the left-side of the above inequality is evaluated to be

$$
\frac{P\left(\sigma_{2}\right)}{P\left(\sigma_{1}\right)} \int_{t} \phi\left(y, \sigma_{2}\right) \psi\left(y, \sigma_{1}\right) d y
$$

Therefore $P\left(\sigma_{2}\right) / P\left(\sigma_{1}\right)>1$ or $P\left(\sigma_{1}\right)<P\left(\sigma_{2}\right)$ for $0 \leqslant \sigma_{1}<\sigma_{2}$, completing the proof for Lemma 4.1.

Since $E(\sigma)=\max \{E(x, y ; \sigma) \mid 0 \leqslant x, y \leqslant L\} \rightarrow 0$ as $\sigma \rightarrow \infty$, the inequality $1 \leqslant P(\sigma) E(\sigma)$ shows that $P(\sigma) \rightarrow \infty$ as $\sigma \rightarrow \infty$. The assumption $f_{0} \neq 1$ is equivalent to $P(0)<1,(2.5)$. Since $P(\sigma)$ is continuous and strictly increasing, this shows the existence of a single positive number $\rho$ for which $P(\rho)=1$ and proves Lemma 2.1.

In addition since $P(\sigma)$ is the zero of minimum modulus for the Fredholm determinant $d(\lambda ; \sigma)$ for the kernel $E(x, y ; \sigma)$, we can state

$$
\begin{equation*}
d(1, \sigma) \neq 0 \quad \text { for } \quad \rho<\sigma<\infty \quad \text { and } \quad d(1, \rho)=0 \tag{4.6}
\end{equation*}
$$

This result is now extended to all the kernels $E(x, y ; z), \operatorname{Re}[z] \geqslant 0$.

Lemma 4.2. Assume the conditions of Lemma 2.1 are satisfied. Let $\rho$ be the unique real number for which $P(\rho)=1$. Then we have:
(i) If $\lambda(z)$ is a char. number for $E(x, y ; z)$ and $\operatorname{Re}[z]>\rho$ then $1<|\lambda(z)|$.
(ii) When $\eta \neq 0,1$ is not a char. number for $E(x, y ; \rho+i n)$.

Proof. Suppose for some $z, \operatorname{Re}[z]=\sigma>\rho, g(x, z)$ is a continuous solution to

$$
g(x, z)=\lambda(z) \int_{I} E(x, y ; z) g(y, z) d y
$$

Since $|E(x, y ; z)| \leqslant E(x, y ; \sigma)$,

$$
|g(x, z)| \leqslant|\lambda(z)| \int_{I} E(x, y ; \sigma)|g(y, z)| d y, \quad x \text { in } I
$$

Multiplying this inequality by the unique solution $\psi(x, \sigma)$ associated with $P(\sigma)$ for the transposed kernel $E(y, x ; \sigma),(4.4)$, and integrating over $I$ gives

$$
0<\int_{I}|g(x, z)| \psi(x, \sigma) d x \leqslant \frac{|\lambda(z)|}{P(\sigma)} \int_{I}|g(x, z)| \psi(x, \sigma) d x
$$

Therefore $|\lambda(z)| \geqslant P(\sigma)>P(\rho)=1$, proving part (i).
Part (ii) is proved by contradiction. Suppose for some $\eta \neq 0$, the continuous function $q(x, \eta), 0 \leqslant x \leqslant L$, satisfies

$$
\begin{equation*}
g(x, \eta)=\int_{I} E(x, y ; \rho+i \eta) g(y ; \eta) d y, \quad x \text { in } I \tag{4.7}
\end{equation*}
$$

Taking absolute values and using $|E(x, y ; \rho+i \eta)| \leqslant E(x, y ; \rho)$ shows

$$
\begin{align*}
|g(x ; \eta)| & \leqslant\left|\int_{I} E(x, y ; \rho+i \eta) g(y ; \eta) d y\right| \\
& \leqslant \int_{I}|E(x, y ; \rho+i \eta)||g(y ; \eta)| d y \\
& \leqslant \int_{I} E(x, y ; \rho)|g(y ; \eta)| d y, \quad x \text { in } I . \tag{4.8}
\end{align*}
$$

Multiplying the last inequality by the unique solution $\psi(x, \rho)$ associated with $P(\rho)=1$ for the transposed kernel and integrating gives, after a little manipulation,

$$
\int_{I} \psi(x, \rho)\left\{\int_{I} E(x, y ; \rho)|g(y, \eta)| d y-|g(x ; \eta)|\right\} d x=0
$$

Since $\psi(x, \rho)$ is positive outside the countable exceptional set $A$, and the term in brackets is nonnegative, it follows that

$$
|g(x ; \eta)|=\int_{I} K(x, y ; \rho)|g(y, \eta)| d y, \quad x \text { in } I
$$

The resulting equalities in (4.8) show

$$
\begin{equation*}
|g(x ; \eta)|=\int_{I}|K(x, y ; \rho+i \eta)||g(y ; \eta)| d y, \quad x \text { in } I \tag{4.10}
\end{equation*}
$$

Since $P(\rho)=1$ is simple, (4.9) implies $|g(x ; \eta)|$ is a constant multiple of the char. function $\phi(x, \rho)$ associated with the char. number 1 for the kernel $E(x, y ; \rho)$. Substituting this into (4.9) and (4.10) and using the positivity properties of $\phi(x ; \rho)$ shows

$$
|E(x, y ; \rho+i \eta)|=E(x, y ; \rho)
$$

In particular for all $x$ in $I$.

$$
\left|\int_{0}^{\infty} e^{-i \eta t} e^{-\rho t} \mu(x, t) k(x, x ; t) d t\right|=\int_{0}^{\infty} e^{-\rho t} \mu(x, t) k(x, x ; t) d t
$$

This is only valid if for all $x$ in $I \mu(x, t) k(x, x ; t)$ is identically zero for $t \geqslant 0$, contradicting the assumption (2.9). Therefore (4.7) cannot have continuous solutions and 1 is not a char. number for the kernel $E(x, y ; \rho+i \eta), \eta \neq 0$, completing the proof.

We now develop a representation for $d(\lambda ; z)$ in a bicircular neighborhood of $\lambda=P(\rho)--1$ and $z-\rho$.

Lemma 4.3. Assume the conditions of Lemma 2.1 are satisfied. Then there exists a $\delta_{1}>0$ and two functions $d_{1}(\lambda, z)$ and $w(z)$ such that

$$
\begin{equation*}
d(\lambda ; z)=(\lambda-w(z)) d_{1}(\lambda ; z) \tag{4.11}
\end{equation*}
$$

$d_{1}(\lambda, z) \neq 0, \quad w(\rho)=1 \quad|\lambda-1|<\delta_{1}, \quad|z-\rho|<\delta_{1}$,
where $d_{1}(\lambda, z)$ and $w(z)$ are analytic separately in $\lambda$ and $z$ and $(\partial / \partial z) w(\rho)>0$.
Proof. The simplicity of $P(\sigma)$ is equivalent to $\lambda=P(\sigma)$ being a simple zero for $d(\lambda ; \sigma)$. The Weierstrass preparation theorem can be applied to obtain the representation (4.11), Saks and Zygmund [12]. The vanishing of $d(\lambda ; z)$ on this bicircular set is equivalent to $\lambda=w(z)$. This and the continuity properties of $P(\sigma)$ imply $P(\sigma)=w(\sigma)$ locally at $z=\rho$. Since $P(\sigma)$ is strictly increasing we have $(\partial / \partial z) w(\rho)>0$, completing the proof.

Lemmas 4.2 and 4.3 determine a subset of parameter values

$$
\begin{equation*}
\Omega=\{|z-\rho|<\delta\} \cup \operatorname{Re}[z]>\rho\} \cup\{z=\rho+i n, \eta \neq 0\} \tag{4.12}
\end{equation*}
$$

for which the corresponding kernels $E(x, y ; z)$ do not have 1 as a char. number. Therefore for each $(z+\rho)$ in $\Omega$ the equation

$$
f(x)=B(x, z+\rho)-\int_{I} E(x, y ; z+\rho) f(y) d y
$$

has a unique continuous solution $R(x ; z)$ given by
$R(x ; z)=B(x ; z+\rho)+\frac{1}{d(1 ; z+\rho)} \int_{I} D(x, y ; 1, z+\rho) B(y ; z+\rho) d y$
where $d(\lambda, z+\rho)$ and $D(x, y ; \lambda, z+\rho)$ are the Fredholm determinant and kernel for $E(x, y ; z+\rho)$. The condition (2.9) is sufficient to assert $D(x, y ; \lambda, z)$ is
(i) continuous for $x, y$ in $I,|\lambda|<\infty$ and $\operatorname{Re}[z] \geqslant 0$,
(ii) entire in $\lambda$ with fixed $x, y$ and $z$ for $x, y$ in $I$ and $\operatorname{Re}[z] \geqslant 0$,
(iii) analytic in $z, \operatorname{Re}[z]>0$, with fixed $x, y$ and $\lambda$ for $x, y$ in $I$ $|\lambda|<\infty$.

Properties (4.14) for $D(x, y ; \lambda, z)$ and (4.5) for $d(\lambda ; z)$ are sufficient for $R(x ; z)$, defined by (4.13), to be continuous for $x$ in $I$ and $z$ in $\Omega$ and analytic for $z$ in $\Omega$, (4.12), with fixed $x$ in $I$.

The function $M(x ; z, \rho)$, defined by (4.2) with $\delta=\rho$, satisfies (4.3) and consequently (4.13) for $\operatorname{Re}[z]$ sufficiently large. Therefore the unicity of solutions to (4.3) shows $R(x, z)=M(x ; z, \rho), x$ in $I$, and $\operatorname{Re}[z]$ sufficiently large. For each $x$ in $I, R(x, z)$ is an analytic extension of $M(x, z ; \rho)$ to the set $\Omega$. As previously remarked, in a comment following (4.2), for each $x$ in $I$ the absicissa of convergence for the transform $M(x ; z, \rho)$ is also a point of singularity for it as a function of $z$. Therefore $M(x ; z, \rho)$ exists for $x$ in $I$ and ( $z-\rho$ ) in $\Omega$ and, being equal to $R(x, z$ ) on this set, satisfies (4.13) for $x$ in $I$ and $(z-\rho)$ in $\Omega$.

Lemma 4.4. When the conditions of Lemma 2.1 are satisfied, the function $R(x ; z)$, defined by (4.13), has for each $x$ in I a simple pole at $z=0$ with residue $R(x) . R(x)$ is continuous, nonzero for $x$ not in the exceptional set $A$, (2.8), and satisfies

$$
R(x)=\int_{I} E(x, y ; \rho) R(y) d y, \quad x \text { in } I .
$$

Proof. By using (4.11) and restricting to $0<|z|<\delta$, (4.13) can be written

$$
\begin{align*}
z R(x, z)= & {\left[\frac{1-w(z+\rho)}{z}\right]^{-1}\left[d_{1}(1 ; z+\rho)\right]^{-1} } \\
& \times \int_{I} D(x, y ; 1, z+\rho) B(y ; z+\rho) d y+z B(x ; z+\rho) . \tag{4.15}
\end{align*}
$$

Letting $|\boldsymbol{z}| \rightarrow 0$ gives the pointwise existence of

$$
\begin{equation*}
R(x)=\lim _{z \rightarrow 0} z R(x, z), \quad x \text { in } I \tag{4.16}
\end{equation*}
$$

and
$R(x)=-\left[w^{\prime}(\rho) d_{1}(1 ; \rho)\right]^{-1} \int_{I} D(x, y ; 1, \rho) B(y ; \rho) d y, \quad x$ in $I$.
Some properties of the functions appearing in the r.h.s. of (4.15) and (4.17) are listed in (4.1) and (4.11). These are sufficient to assert $R(x)$ is continuous for $x$ in $I$ and $z R(x, z)$ is continuous for $x$ in $I$, uniformly for $z$ sufficiently near $z=0$. Applying the Moore-Osgood theorem on iterated limits, the limit in (4.16) is uniform for $x$ in $I$. Therefore letting $z \rightarrow 0$ in

$$
z R(x ; z)=z B(x ; z+\rho)+\int_{I} E(x, y ; z+\rho) z R(y ; z) d y
$$

the uniform convergence in (4.16) shows

$$
\begin{equation*}
R(x)=\int_{I} E(x, y ; \rho) R(y) d y, \quad x \text { in } I . \tag{4.18}
\end{equation*}
$$

Since $P(\rho)=1$ is simple and $R(x)$ is continuous on $I$, (4.18) implies $R(x)$ is some constant multiple of the char. function $\phi(x, \rho)$. Consequently $R(x)$ is nonzero for $x$ not in the exceptional subset $A$. This completes the proof for Lemma 4.4.

The boundary behavior on $z=i \eta,-\infty<\eta<\infty$, of $M(x ; z, \rho)$ can now be described using the previous work. In particular

$$
\psi(x ; z)=R(x, z)-z^{-1} R(x)-B(x ; z+\rho)+\frac{R(x)}{z+\rho}
$$

is analytic on the line $\operatorname{Re}[z]=0$. Also, Condition (2.9) implies the existence of a positive $N(\delta), 0<\delta<1$, such that, setting $L=$ length of $I$,

$$
|E|(\rho+i \eta)=\max \{|E(x, y ; \rho+i \eta)| \mid x, y \text { in } I\} \leqslant \frac{\delta}{L}
$$

when $|\eta| \geqslant N(\delta)$. Therefore when restricted to $|\eta| \geqslant N(\delta), R(x, \rho+i n)$ can be represented by an absolutely uniformly convergent Neumann expansion. In particular we have for $|\eta| \geqslant N(\delta)$

$$
\begin{align*}
|\psi|(\rho+i \eta) & =\max \{|\psi(x, \rho+i \eta)| x \text { in } I\} \\
& \leqslant c_{1} \frac{1}{|\eta||\rho+i \eta|}+c_{2}|E|(\rho+i \eta) \cdot|B|(\rho+i \eta) \tag{4.19}
\end{align*}
$$

where

$$
c_{1}=\rho \max \{|R(x)| x \operatorname{in} I\}, \quad c_{2}=L \sum_{n=1}^{\infty} \delta^{n-1}
$$

and

$$
|B|(\rho+i \eta)=\max \{|B(y, \rho+i \eta)| \mid y \text { in } I\}
$$

Therefore using first Schwartz's inequality and then the Hausdorff-Young inequality for Laplace transforms with $p=q=\frac{1}{2}$, (4.19) implies the existence of positive constants $c_{3}, c_{4}$ such that

$$
\begin{align*}
\int_{|\eta| \geqslant N(\delta)}|\psi|(\rho+i \eta) d \eta & \leqslant c_{3} \int_{0}^{\infty} e^{-2 \rho t}|k|^{2}(t) d t \\
& +c_{4} \int_{0}^{\infty} e^{-2 \rho t}|b|(t) d t+c_{1} \int_{|\eta| \geqslant N(\delta)} \frac{d \eta}{|\eta||\rho+i \eta|} \tag{4.20}
\end{align*}
$$

where
$|k|(t)=\max \{k(x, y ; t) \mid x, y$ in $I\} \quad$ and $\quad|b|(t)=\max \{b(x, t) \mid x$ in $I\}$.

Since $|\psi|(i \eta)$ is continuous in $\eta,(4.20)$ and assumption (2.9) are sufficient for the absolute integrability of $\psi(x, i \eta)$ on $-\infty<\eta<\infty$, uniformly for $x$ in $I$.

Therefore when the Laplace inversion is made, the integrability of $\psi(x, i \eta)$ uniformly in $x$ gives

$$
\frac{1}{2 \pi} \int_{-\infty}^{\infty} e^{i \eta t} \psi(x, i \eta) d \eta=e^{-\rho t} m(x, t)-R(x)-e^{-\rho t}[b(x, t)+R(x)]
$$

for $x$ in $I$ and $0<t$. Also the r.h.s. goes to zero uniformly in $x$ as $t \rightarrow \infty$. This last statement is verified by using the integrability properties of $\psi(x, i \eta)$ to reduce the problem to an application of the Rieman-Lebesgue theorem, uniformly in $x$. Since $e^{-\rho t}[b(x, t)+R(x)] \rightarrow \infty$ uniformly in $x$ as $t \rightarrow \infty$, $e^{-\rho t} m(x, t)>R(x)$ uniformly in $x$ as $t \rightarrow \infty$. Moreover, $R(x)$ is positive except for $x$ in the exceptional subset $A$, where it is zero. Summarizing, when the conditions of Lemma 2.1 and Theorem 2 are satisfied

$$
\lim _{t \rightarrow \infty} e^{-\rho t} m(x, t)=R(x) \quad \text { uniformly for } \quad x \text { in } I
$$

where $\rho$ is a positive constant, determined uniquely by $P(\rho)=1$, and $R(x)$ is a nonnegative continuous solution to (4.18). $R(x)$ is uniquely determined by (4.17) and is zero iff $x$ is in $A$. This completes the proof for Theorem 2, with $m(x)=R(x)$.

## Proof for Theorem 3

The sequence $\left\{\psi_{n}(x, \sigma)\right\}$ is defined by the formula

$$
\begin{align*}
\psi_{0}(x, \sigma) & =e^{-m(x) \sigma} \\
\psi_{n+1}(x, \sigma) & =a(x)+\int_{I}\left\{\int_{0}^{\infty} h\left[y, s ; \psi_{n}\left(y, e^{-\rho s} \sigma\right)\right] k(x, y ; s) d s\right\} d y \tag{5.1}
\end{align*}
$$

for $x$ in $I$ and $0 \leqslant \sigma$.
A direct induction using the properties of $h(x, t ; z)$, (3.1), and (1.4) shows for each $n \psi_{n}(x, \sigma)$ is continuous on its domain and satisfies
(i) $0 \leqslant \psi_{n}(x, \sigma) \leqslant 1$,
(ii) $\psi(x, 0)=1$ for $x$ in $I$ and $\psi(x, \sigma)=1$ for $x$ in $A$ and $0<\sigma$
where $A=\{x \mid a(x)=1\}$.
Using (5.1) and (1.4) to represent $1-\psi_{n}(x, \sigma)$, a direct induction shows

$$
\begin{equation*}
1-\psi_{n}(x, \sigma) \leqslant \int_{0}^{\infty}\left[1-\psi_{n-1}\left(y, e^{-\rho s} \sigma\right)\right] \mu(y, s) k(x, y ; s) d s d y \leqslant \sigma m(x) \tag{5.3}
\end{equation*}
$$

for $x$ in $I, 0 \leqslant \sigma$ and $n=1,2,3, \cdots$.

Again using (5.1) and (1.4) to represent $1-\psi_{1}(x, \sigma)$ and (2.11) to represent $m(x)$, we have
$m(x)-\frac{1-\psi_{1}(x, \sigma)}{\sigma}=\iint_{1}^{\infty}\left\{\mu(y, s)-\frac{1-h\left[y, s ; \exp \left(-m(y) e^{-\rho s} \sigma\right)\right]}{e^{-p s} \sigma m(y)}\right\}$
$\times m(y) e^{-\rho s} k(x, y ; s) d s d y$
for $x$ in $I$ and $0<\sigma$.
Using (2.17) to estimate the integrand, we have

$$
\left|m(x)-\frac{1-\psi_{1}(x, 0)}{\sigma}\right| \leqslant \int_{I} \int_{0}^{\infty} \alpha\left(e^{-\rho s} m(y) \sigma\right) m(y) e^{-\rho s} \mu(y, s) k(x, y ; s) d s d y
$$

Since $\alpha(\sigma)$ is nondecreasing and

$$
0 \leqslant e^{-\rho_{s}} m(y) \leqslant M=\max \{m(x) \mid x \text { in } I\}
$$

we have

$$
\left|m(x)-\frac{1-\psi_{1}(x, \sigma)}{\sigma}\right| \leqslant \alpha(M \sigma) m(x), \quad x \text { in } I \quad \text { and } \quad 0<\sigma .
$$

This and the inequality

$$
\left|m(x)-\frac{1-e^{-m(x) \sigma}}{\sigma}\right| \leqslant \sigma M
$$

show
$\left|\psi_{1}(x, \sigma)-\psi_{0}(x, \sigma)\right| \leqslant \sigma m(x) \alpha_{1}(\sigma), \quad x$ in $I \quad$ and $\quad 0<\sigma$.
The function $\alpha_{1}(\sigma) \equiv \alpha(M \sigma)+M \sigma, \sigma>0$, satisfies the conditions (2.17). We have, using (5.1),
$\psi_{2}(x, \sigma)-\psi_{1}(x, \sigma)=\iint_{0}^{\infty}\left\{h\left[y, s ; \psi_{1}\left(y, e^{-\rho s} \sigma\right)\right]-h\left[y, s ; \psi_{0}\left(y, e^{-\rho s} \sigma\right]\right\}\right.$

$$
\times k(x, y ; s) d s d y
$$

This, (3.1) (iv) and (5.4), show
$\left|\psi_{2}(x, \sigma)-\psi_{1}(x, \sigma)\right| \leqslant \sigma \int_{I} \int_{0}^{\infty} \alpha_{1}\left(e^{-\rho s} \sigma\right) m(y) e^{-\rho s} \mu(y, s) k(x, y ; s) d s d y$
for $x$ in $I$ and $0<\sigma$. When $x$ is in the exceptional set $A$, defined in (2.6), both sides degenerate to zero.

For $x$ not in $A m(x)$ is positive and there exists a single positive $S(x)$ such that

$$
\iint_{I}^{S(x)} m(y) e^{-p s} \mu(y, s) k(x, y ; s) d y d s=\frac{1}{2} m(x)
$$

Substituting this into (5.5) and using the convexity of $\alpha_{1}(\sigma)$ gives

$$
\begin{aligned}
&\left|\psi_{2}(x, \sigma)-\psi_{1}(x, \sigma)\right| \leqslant \sigma\left\{\alpha_{1}(\sigma) \int_{I} \int_{0}^{S(x)} m(y) e^{-\rho s} \mu(y, s) k(x, y ; s) d y d s\right. \\
&+\alpha_{1}\left(\sigma e^{-\rho S(x)} \int_{I} \int_{S(x)}^{\infty} m(y) e^{-\rho s} \mu(y ; s) k(x, y ; s) d y d s\right\} \\
& \leqslant \sigma m(x)\left[\frac{1}{2} \alpha_{1}(\sigma)+\frac{1}{2} \alpha_{1}\left(\sigma e^{-S(x)}\right)\right] \\
& \leqslant \sigma m(x) \alpha_{1}\left\{\sigma\left[\frac{1+e^{-\rho S(x)}}{2}\right]\right\}, \\
& x \operatorname{in} I-A \quad \text { and } \quad 0<\sigma
\end{aligned}
$$

For $\epsilon>0$ let $I(\epsilon)$ be that closed subset of $I-A$ where $m(x) \geqslant \epsilon$. Then there exists some positive $S(\epsilon)$ for which $S(\epsilon) \leqslant S(x)$ and

$$
\left|\psi_{2}(x, \sigma)-\psi_{1}(x, \sigma)\right| \leqslant \sigma\left[m(x) \alpha_{1}\left(\sigma \frac{1+e^{-\rho S(\epsilon)}}{2}\right)\right] \quad \text { for } \quad x \text { in } I(\epsilon)
$$

We continue by induction. Assuming

$$
\left|\psi_{n-1}(x, \sigma)-\psi_{n-2}(x, \sigma)\right| \leqslant \sigma m(x) \alpha_{1}\left[\sigma l^{n-2}(\epsilon, \rho)\right]
$$

where

$$
l^{n}(\epsilon, \rho)=\left[\frac{1+e^{-\rho s(\epsilon)}}{2}\right]^{n}
$$

the same arguments give

$$
\begin{aligned}
&\left|\psi_{n}(x, \sigma)-\psi_{n-1}(x, \sigma)\right| \leqslant \int_{I} \int_{0}^{\infty}\left|\psi_{n-1}\left(y, e^{-\rho s} \sigma\right)-\psi_{n-2}\left(y, e^{-\rho s} \sigma\right)\right| \\
& \cdot \mu(y, s) k(x, y ; s) d s d y \\
& \leqslant \sigma \int_{I} \int_{0}^{\infty} \alpha_{1}\left[\sigma e^{-\rho s} l^{n-2}(\epsilon, \rho)\right] m(y) e^{-\rho s} \mu(y, s) \\
& \times k(x, y ; s) d s d y
\end{aligned} \quad \begin{array}{r}
\quad \begin{array}{r}
\text { and } \quad 0<\sigma .
\end{array}
\end{array}
$$

This and the previous inequality show

$$
\begin{gather*}
\sum_{j=n+1}^{n+p-1}\left|\psi_{j+1}(x, \sigma)-\psi_{j}(x, \sigma)\right| \leqslant \sigma m(x) \sum_{j=n+1}^{\infty} \alpha_{1}\left[l^{j}(\epsilon, \rho)\right] \\
x \text { in } I(\epsilon) \quad \text { and } \quad 0<\sigma . \tag{5.6}
\end{gather*}
$$

Since $\alpha_{1}$ is nondecreasing,

$$
\begin{equation*}
\sum_{j=n+1}^{\infty} \alpha_{1}\left[\sigma l^{j}(\epsilon, \rho)\right] \leqslant \int_{n}^{\infty} \alpha_{1}\left[\sigma l^{t}(\epsilon, \rho)\right] d t, \quad x \text { in } I(\epsilon) \quad \text { and } \quad 0<\sigma . \tag{5.7}
\end{equation*}
$$

Choosing $\delta(\epsilon)$ so that $e^{-\delta(\epsilon)}=l(\epsilon, \rho)$ and setting $u=\sigma e^{-\delta(\epsilon) t}$, (5.6) and (5.7) imply for fixed $I(\epsilon)$ and arbitrary positive $p$
$\left|\psi_{n+p}(x, \sigma)-\psi_{n}(x, \sigma)\right| \leqslant \frac{\sigma M}{\delta(\epsilon)} \int_{0}^{\sigma \epsilon-\delta(\epsilon) n} \frac{\alpha_{1}(u)}{u} d u, \quad x$ in $I(\epsilon) \quad$ and $\quad 0<\sigma$,
where $M=\max \{m(x) \mid x$ in $I\}$. By assumption (2.17), the r.h.s, tends to zero as $n \rightarrow \infty$.

Estimates (5.2) and (5.8) show $\psi_{n}(x, \sigma)$ converges boundedly for each $x$ in $I$ and $0 \leqslant \sigma$ and for each $I(\epsilon)$ and positive $\sigma_{0}$ converges uniformly for $x$ in $I(\epsilon)$ and $0 \leqslant \sigma \leqslant \sigma_{0}$ to a limit $\psi(x, \sigma)$. Consequently $\psi(x, \sigma)$ is continuous for $x$ in $I-A$ and $0<\sigma$ and satisfies properties (i) and (ii) of the theorem. Letting $n \rightarrow \infty$ in (5.3) shows

$$
\begin{equation*}
1-\psi(x, \sigma) \leqslant \sigma m(x), \quad x \text { in } I \quad \text { and } \quad 0 \leqslant \sigma \tag{5.9}
\end{equation*}
$$

This shows $\psi(x, \sigma)$ is continuous for $x$ in $A$ and $0 \leqslant \sigma$; and so, $\psi(x, \sigma)$ is continuous for $x$ in $I$ and $0 \leqslant \sigma$. Letting $n \rightarrow \infty$ in (5.1) and applying the dominated convergence theorem shows $\psi(x, \sigma)$ is a solution to (2.16).

To verify property (iii) we choose $\delta_{1}(\epsilon), 0<\epsilon$, so that

$$
\begin{gathered}
\left|m(x)-\frac{1-e^{-\sigma m(x)}}{\sigma}\right|<\frac{\epsilon}{2} \\
\left|m(x)-\frac{1-\psi(x, \sigma)}{\sigma}\right|<\frac{\epsilon}{2}+\left|\psi(x, \sigma)-\psi_{0}(x, \sigma)\right| \\
x \text { in } I \quad \text { and } \quad 0<\sigma \leqslant \sigma_{1}
\end{gathered}
$$

Setting $n=0$ and letting $p \rightarrow \infty$ in (5.8) gives the existence of a $\sigma_{2}(\epsilon), 0<\epsilon$, such that for any $I\left(\epsilon_{1}\right), 0<\epsilon_{1}$,

$$
\left|\psi(x, \sigma)-\psi_{0}(x, \sigma)\right| \leqslant \frac{\sigma M}{\delta\left(\epsilon_{1}\right)} \int_{0}^{\sigma} \frac{\alpha_{1}(u)}{u} d u<\frac{\epsilon}{2}
$$

for $x$ in $I\left(\epsilon_{1}\right)$ and $0<\sigma \leqslant \sigma_{2}(\epsilon)$. This and the previous inequality show

$$
\begin{equation*}
\lim _{\sigma \rightarrow 0+} \frac{1-\psi(x, \sigma)}{\sigma}=m(x) \quad x \text { in } I \tag{5.10}
\end{equation*}
$$

and uniformly for $x$ in closed subsets of $I-A$.
The verification of uniqueness is the final step. Suppose $\psi_{1}(x, \sigma)$ and $\psi_{2}(x, \sigma)$ are two solutions to (2.16) with the listed properties. The difference

$$
\Delta(x, v)=\left|\frac{\psi_{1}(x, \sigma)-\psi_{2}(x, \sigma)}{\sigma m(x)}\right|
$$

satisfies
$\Delta(x, \sigma) \leqslant \frac{1}{m(x)} \int_{I} \int_{0}^{\infty} \Delta\left(y, e^{-\rho s} \sigma\right) m(y) e^{-\rho s} \mu(y, s) k(x, y ; s) d s d y$
for $x$ in $I-A$ and $0<\sigma$.
Let

$$
\Delta(\tau, \epsilon)=\sup \{\Delta(x, \sigma) \mid x \operatorname{in} I(\epsilon), 0<\sigma \leqslant \tau\}
$$

It is finite, by (5.9), and is nondecreasing in $\tau$. This and (5.11) show
$\Delta(\tau, \epsilon) \leqslant \sup \left\{\left.\frac{1}{m(x)} \int_{I} \int_{0}^{\infty} \Delta\left(e^{-\rho s} \tau, \epsilon\right) m(y) e^{-\rho s} \mu(y, s) k(x, y ; s) d s d y \right\rvert\, x \operatorname{in} I(\epsilon)\right\}$.
The function enclosed in brackets is continuous for $x$ in $I(\epsilon)$ and therefore assumes its maximum value at some point $\bar{x}$ in $I(\epsilon)$. Applying a previous argument, we have

$$
\begin{aligned}
\Delta(\tau, \epsilon) & \leqslant \frac{1}{m(\bar{x})} \int_{I} \int_{0}^{S(\bar{x})} \Delta(\tau, \epsilon) m(y) e^{-\rho s} \mu(y, s) k(\bar{x}, y ; s) d s d y \\
& +\frac{1}{m(\bar{x})} \int_{I} \int_{S(\bar{x})}^{\infty} \Delta\left(e^{-p S(\bar{x})} \tau, \epsilon\right) m(y) e^{-\rho s} \mu(y, s) k(\bar{x}, y ; s) d s d y \\
& \leqslant \frac{1}{2} \Delta(\tau, \epsilon)+\frac{1}{2} \Delta\left(e^{-\rho S(\bar{x})} \tau, \epsilon\right), \quad 0<\tau
\end{aligned}
$$

Therefore for each $I(\epsilon), 0<\epsilon$, there is some positive $S(\epsilon)$ such that

$$
\begin{equation*}
\Delta(\tau, \epsilon) \leqslant \Delta\left(e^{-\rho S(\epsilon)} \tau, \epsilon\right), \quad 0<\tau \tag{5.12}
\end{equation*}
$$

Since

$$
\Delta(x, \sigma) \leqslant \frac{1}{m(x)}\left|m(x)-\frac{1-\psi_{1}(x, \sigma)}{\sigma}\right|+\frac{1}{m(x)}\left|m(x)-\frac{1-\psi_{2}(x, \sigma)}{\sigma}\right|
$$

we have

$$
\begin{aligned}
\Delta(\tau, \epsilon) & \leqslant \frac{1}{\epsilon}\left[\sup \left\{\left.\left|m(x)-\frac{1-\psi_{1}(x, \sigma)}{\sigma}\right| \right\rvert\, x \text { in } I(\epsilon), 0<\sigma \leqslant \tau\right\}\right] \\
& +\frac{1}{\epsilon}\left[\sup \left\{\left.\left|m(x)-\frac{1-\psi_{2}(x, \sigma)}{\sigma}\right| \right\rvert\, x \text { in } I(\epsilon), 0<\sigma \leqslant \tau\right\}\right] .
\end{aligned}
$$

Since $\psi_{1}(x, \sigma)$ and $\psi_{2}(x, \sigma)$ each satisfy (5.10), this implies for each $I(\epsilon)$ $\Delta(0+, \epsilon)=0$. The iteration of (5.12) shows $\Delta(\tau) \leqslant \Delta\left(e^{-n \rho S_{(\epsilon)}} \tau, \epsilon\right)$ for $n=1,2, \cdots$. Therefore for each $I(\epsilon), \Delta(\tau, \epsilon) \leqslant \Delta(0+, \epsilon)=0$. This and property (ii) shows $\psi_{1}(x, \sigma)=\psi_{2}(x, \sigma)$ for $x$ in $I$ and $0 \leqslant \sigma$.

## 6. Proof for Theorem 4

Let $\Delta(x, t, \sigma)$ be defined by (2.18) for $x$ in $I-A, 0<\sigma$ and $0 \leqslant t$. The continuity of $\psi(x, t ; \sigma), \psi(x, \sigma)$ and $m(x)$ imply $\Delta(x, t, \sigma)$ is continuous on its domain. Define

$$
\begin{equation*}
\Pi(x, t)=\frac{e^{-\rho t} m(x, t)}{m(x)}, \quad x \text { in } I-A \quad \text { and } \quad 0 \leqslant t \tag{6.1}
\end{equation*}
$$

By Theorem 3, $\Pi(x, t)$ is continuous on its domain and $\lim _{t \rightarrow \infty} \Pi(x, t)=1$ uniformly for $x$ in $I-A$. In particular $\Pi(x, t) \leqslant c$ for some $c>0$. The definition (2.14) for $\psi(x, t ; \sigma)$ and (2.2) for $m(x, t)$ show
$\Pi(x, t)-\frac{1-\psi(x, t ; \sigma)}{\sigma m(x)}$

$$
\begin{equation*}
=e^{-\rho t} m(x)^{-1}\left\{\sum_{k=1}^{\infty} k f_{k}(x, t)\left[1-\frac{1-\exp \left(-k e^{-\rho t} \sigma\right)}{k e^{-\rho t} \sigma}\right]\right\} \geqslant 0 \tag{6.2}
\end{equation*}
$$

for $x$ in $I-A, 0<\sigma$ and $0 \leqslant t$ since $m(x), f_{k}(x, t)$ and $1-\left(1-e^{-t}\right) / t$ are positive on this set. 'This and inequality (5.9) show
$\Delta(x, t ; \sigma) \leqslant\left|\frac{1-\psi(x, t ; \sigma)}{\sigma m(x)}\right|+\left|\frac{1-\psi(x, \sigma)}{\sigma m(x)}\right| \leqslant \Pi(x, t)+1 \leqslant c+1 ;$
so that $\Delta(x, t ; \sigma)$ is bounded on its domain.
The functional equations (2.15) and (2.16), inequality (3.1) (i) for $h(x, t, \tau)$, inequality (5.9) for $1-\psi(x, \sigma)$, and $a(x)-a(x, t) \leqslant b(x, t)$ are used to show

$$
\begin{align*}
\Delta(x, t ; \sigma) & \leqslant \frac{1}{m(x)} \int_{I} \int_{0}^{t} \Delta\left(y, t-s ; e^{-\rho s} \sigma\right) m(y) e^{-\rho s} \mu(y, s) k(x, y ; s) d s d y \\
& +\frac{1}{m(x)} \int_{I} \int_{t}^{\infty} m(y) e^{-\rho s} \mu(y, s) k(x, y ; s) d s d y \\
& +\frac{1}{m(x)}\left[\frac{1-\exp \left(-e^{-\rho t} \sigma\right)}{\sigma}\right] b(x, t) . \tag{6.4}
\end{align*}
$$

Let $\bar{\Delta}(x, t ; \tau)=\sup \{\Delta(x, t ; \sigma) \mid 0<\sigma \leqslant \tau\}$. Then it is continuous for $x$ in $I-A, 0<\tau$ and $0 \leqslant t$ and it is nondecreasing in $\tau$ for fixed $x, t$.

We again let $I(\epsilon)=\{x \mid m(x) \geqslant \epsilon\}, 0<\epsilon$. We apply a previous argument,
see development for (5.12), to show the existence of some $\bar{x}$ in $I(\epsilon)$ such that for $t>S(\bar{x})$ the first term $J(x, t, \sigma)$ in (6.4) satisfies

$$
\begin{align*}
J(x, t, \sigma) & \leqslant \frac{1}{m(\bar{x})} \int_{I} \int_{0}^{S(\bar{x})} \bar{\Delta}(y, t-s, \tau) m(y) e^{-\rho s} \mu(y, s) k(\bar{x}, y ; s) d s d y \\
& +\frac{1}{m(\bar{x})} \int_{I} \int_{S(\bar{x})}^{t} \bar{\Delta}\left(y, t-s, e^{-\rho S(\bar{x})} \tau\right) m(y) e^{-\rho s} \mu(y, s) k(\bar{x}, y ; s) d s d y \tag{6.5}
\end{align*}
$$

for $x$ in $I(\epsilon), 0<\sigma \leqslant \tau$ and $S(\bar{x})<t$.
The function $\Delta(t, \tau, \epsilon)=\sup \{\bar{\Delta}(x, t, \tau) \mid x$ in $I(\epsilon)\}$ is continuous for $0<\tau, t$ and is nondecreasing in $\tau$ for fixed $t$. Denote the terms on the r.h.s. of (6.5) by $J_{1}$ and $J_{2}$ respectively. The properties for $\Delta(t, \tau, \epsilon)$ imply
(i) $J_{1}(\bar{x}, t, \tau) \leqslant \frac{1}{m(\bar{x})} \int_{I} \int_{0}^{S(\bar{x})} \Delta(t-s, \tau, \epsilon) m(y) e^{-\rho s} \mu(y, s) k(\bar{x}, y ; s) d s d y$
(ii) $J_{2}(\bar{x}, t, \tau) \leqslant \frac{1}{m(\bar{x})} \int_{1} \int_{S(\bar{x})}^{t} \Delta\left(t-s, \tau e^{-\rho S(\bar{x})}, \epsilon\right) m(y) e^{-\rho s} \mu(y, s) k(\bar{x}, y ; s) d s d y$
for $\bar{x}$ in $I(\epsilon), 0<\tau$ and $S(\bar{x})<t$.
The function $\bar{U}(\tau, \epsilon)=\lim _{t \rightarrow \infty} \sup \Delta(t, \tau, \epsilon)$ is finite by the uniform boundedness of $\Delta(x, t, \sigma)$, (6.3). From (6.6) (i) we obtain
$\limsup _{t \rightarrow \infty} J_{\mathbf{1}}(\bar{x}, t, \tau) \leqslant \frac{\overline{( }(\tau, \epsilon)}{m(\bar{x})} \int_{I} \int_{0}^{S(\bar{x})} m(y) e^{-\rho s} \mu(y, s) k(\bar{x}, y ; s) d s d y=\frac{1}{2} \bar{J}(\tau, \epsilon)$
for $\bar{x}$ in $I(\epsilon)$, and $0<\tau$. Using (6.3) to extend (6.6) (ii).

$$
\begin{aligned}
J_{2}(\bar{x}, t, \tau) & \leqslant \frac{1}{m(\bar{x})} \int_{I} \int_{S(\bar{x})}^{t / 2} \Delta\left(t-s, e^{-\rho S(\bar{x})} \tau\right) m(y) e^{-\rho s} \mu(y, s) k(\bar{x}, y ; s) d s d y \\
& +\frac{c+1}{m(\bar{x})} \int_{I} \int_{t / 2}^{t} m(y) e^{-\rho s} \mu(y, s) k(\bar{x}, y ; s) d s d y
\end{aligned}
$$

for $\bar{x}$ in $I(\epsilon), 0<\tau$ and $S(\bar{x})<t / 2$. This shows
$\limsup _{t \rightarrow \infty} J_{2}(\bar{x}, \tau, t) \leqslant \frac{\overline{\Delta\left(e^{-\rho S(\tilde{x})} \tau, \epsilon\right)}}{m(\bar{x})} \int_{I} \int_{S(\bar{x})}^{\infty} m(y) e^{-\rho s} \mu(y, s) k(\bar{x}, y ; s) d s d y$

$$
\begin{equation*}
=\frac{1}{2} \bar{\Delta}\left(e^{-\rho S(\bar{x})} \tau\right) \tag{6.8}
\end{equation*}
$$

for $\bar{x}$ in $I(\epsilon)$ and $0<\tau$. The estimates (6.4) through (6.8) show for every $I(\epsilon)$ there exists $S(\epsilon)$ such that

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \Delta(x, t, \sigma) \leqslant \bar{\Delta}(\tau, \epsilon) \leqslant \bar{\Delta}\left(e^{-\rho S(\epsilon)} \tau, \epsilon\right) \tag{6.9}
\end{equation*}
$$

for $x$ in $I(\epsilon)$ and $0<\sigma \leqslant \tau$.

We proceed to show $\bar{\Delta}(0+, \epsilon)=0$. An application of (2.10) and (5.10) to the inequality

$$
\begin{aligned}
\Delta(x, t, \tau) \leqslant\left|1-\frac{1-\psi(x, \sigma)}{\sigma m(x)}\right| & +\Pi(x, t)-1 \mid \\
& +\left|\Pi(x, t)-\frac{1-\psi(x, t, \sigma)}{\sigma m(x)}\right|
\end{aligned}
$$

reduces our work to considering

$$
\delta(x, t, \sigma)=\Pi(x, t)-\frac{1-\psi(x, t, \sigma)}{\sigma m(x)}
$$

If we use (2.1) to represent $m(x, t)$ and (2.15) to represent $\psi(x, t, \sigma)$, we can show $\delta(x, t, \sigma)$ satisfies

$$
\begin{align*}
\delta(x, t, \sigma)= & \frac{1}{m(x)} \int_{I} \int_{0}^{t}\left\{\Pi(y, t-s)-\frac{1-\psi\left(y, t-s, e^{-\rho s} \sigma\right)}{e^{-\rho s} \sigma m(y)}\right\} m(y) e^{-\rho s} \\
+ & \frac{1}{m(x)} \int_{I} \int_{0}^{t}\left\{\frac{1-\psi\left(y, t-s, e^{-\rho s} \sigma\right)}{e^{-\rho s} \sigma m(y)} \mu(y, s) d s d y\right. \\
& \left.\quad-\frac{1-h\left[y, s, \psi\left(y, t-s, e^{-\rho s} \sigma\right]\right.}{e^{-\rho s} \sigma m(y)}\right\} m(y) e^{-\rho s} k(x, y ; s) d s d y \\
+ & e^{-\rho t} \frac{b(x, t)}{m(x)}\left[1-\frac{1-\exp \left(-e^{-\rho t} \sigma\right)}{e^{-\rho t} \sigma}\right]
\end{align*}
$$

for $x$ in $I-A, 0<\sigma$ and $0<t$.
For each $I(\epsilon)$ the function

$$
\delta(u, \tau ; \epsilon)=\sup \{\delta(x, t, \sigma) \mid x \text { in } I(\epsilon), 0<\sigma \leqslant \tau, 0 \leqslant t \leqslant u\}
$$

is finite and nondecreasing in $\tau$ and $t$. Designate the first and second terms in (6.10) by $J_{1}$ and $J_{2}$ and let $\bar{x}$ and $S(\bar{x})$ be so chosen as in the development for (5.12) and (6.5). Then for each $I(\epsilon)$, we can show by considering separately $t<S(\bar{x})$ and $t \geqslant S(\bar{x})$

$$
\begin{align*}
J_{1}(x, \sigma, t) & \leqslant \frac{1}{m(\bar{x})} \delta(u, \tau, \epsilon) \int_{1} \int_{0}^{S(\bar{x})} m(y) e^{-\rho s} \mu(y, s) k(\bar{x}, y ; s) d s d y \\
& +\frac{1}{m(\bar{x})} \delta\left(u, e^{-\rho S(\bar{x})}\right) \int_{I} \int_{S(\bar{x})}^{\infty} m(y) e^{-\rho s} \mu(y, s) k(\bar{x}, y ; s) d s d y \\
& \leqslant \frac{1}{2} \delta(u, \tau, \epsilon)+\delta\left(u, e^{-\rho S(\bar{x})} \tau, \epsilon\right) \tag{6.11}
\end{align*}
$$

for $x$ in $I(\epsilon), 0<t \leqslant u$.

Denote the first factor in the integrand of the second term $J_{2}$ by $J_{21}$. It can be written

$$
J_{21}(y, t, s, \eta)=\frac{1-\psi(y, t-s ; \eta)}{\eta m(y)}\left\{\mu(y, s)-\frac{1-h[y, s ; \psi(y, t-s, \eta)]}{1-\psi(y, t-s ; \eta}\right\} .
$$

The first factor can be estimated using (6.2) and the uniform boundedness of $\Pi(x, t)$. The second factor can be estimated using the function $\alpha(\sigma)$ given in (2.17), under the provisions of the following lemma.

Lemma 6.1. When $\frac{1}{2}<\eta<1$ then
$0 \leqslant \mu(x, t)-\frac{1-h(x, t ; \eta)}{1-\eta} \leqslant \alpha[2(1-\eta)] \mu(x, t)$ for $x$ in $I$ and $0 \leqslant t$.
Consequently there exists positive $\tau_{1}, c_{1}$, and $c_{2}$ such that

$$
J_{21}(y, t, s, \eta) \leqslant c_{1} \alpha\left[c_{2} \tau\right]
$$

for $y$ in $I-A, 0 \leqslant s<t$ and $0<\tau \leqslant \tau_{1}$; and so,

$$
\begin{equation*}
J_{2}(x, \sigma, t) \leqslant c_{1} \alpha\left[c_{2} \tau\right] \tag{6.12}
\end{equation*}
$$

for $x$ in $I-A, 0<\sigma \leqslant \tau_{1}$ and $0 \leqslant t$.
Since $1-\left(1-e^{-\eta}\right) / \eta \leqslant \min (1, \eta)$ for positive $\eta$ there is a positive $\tau_{2}$ such that the third term $J_{3}$ in 6.10 satisfies

$$
\begin{equation*}
J_{3}(x, t ; \sigma) \leqslant c_{3}(t) \tau, \quad c_{3}(\epsilon)=\max \left\{\left.\frac{1}{m(x)} \right\rvert\, x \text { in } I(\epsilon)\right\} \tag{6.13}
\end{equation*}
$$

for $x$ in $I(\epsilon), 0 \leqslant \sigma \leqslant \tau \leqslant \tau_{2}$ and $0 \leqslant t$.
Taking sup. of (6.10) over $x$ in $I(\epsilon), 0<\sigma \leqslant \tau$ and $0 \leqslant t \leqslant u$, the estimates (6.11)-(6.13) show for each $I(\epsilon)$ there exists a positive $S(\epsilon)$ such that

$$
\delta(u, \tau, \epsilon) \leqslant \delta\left(u, e^{-\rho S(\epsilon)} \tau, \epsilon\right)+2 c_{1} \alpha\left[c_{2} \tau\right]+2 c_{3}(\epsilon) \tau
$$

for $x$ in $I(\epsilon), 0 \leqslant u$ and $0<\tau \leqslant \min \left(\tau_{1}, \tau_{2}\right)$. If this is iterated we obtain for each $N(N=1,2,3, \cdots)$,
$\delta(u, \tau, \epsilon) \leqslant \delta\left(u, e^{-N \rho S(\epsilon)}, \epsilon\right)+2 c_{1} \sum_{k=0}^{N} \alpha\left[c_{2} e^{-k \rho S(\epsilon)} \tau\right]+2 c_{3}(\epsilon) \sum_{k=0}^{N} e^{-k \rho S(\epsilon)} \tau$.
Theorem 1 shows

$$
\lim _{\sigma \rightarrow \infty+} \frac{1-\psi(x, t, \sigma)}{\sigma m(x)}=\Pi(x, t)
$$

uniformly for $x$ in $I(\epsilon)$ and $0 \leqslant t \leqslant u$. Therefore for each positive $u$, $\delta(0+, u)=0$; and so, letting $N \rightarrow \infty$ in (6.14) gives

$$
\delta(x, \sigma, t) \leqslant \delta(u, \tau, \epsilon) \leqslant 2 c_{1} \sum_{k=0}^{\infty} \alpha\left[c_{2} e^{k \rho S(\epsilon)} \tau\right] \cdots 2 c_{3}(\epsilon) \tau\left[1-e^{--\rho S(\epsilon)}\right]^{-1}
$$

for $x$ in $I(\epsilon), 0<\sigma \leqslant \tau \leqslant \tau_{0}$ and $0<t \leqslant u$. As previously shown, (5.7), the assumed properties for $\alpha(\sigma)$ are sufficient to show

$$
\sum_{k=0}^{\infty} \alpha\left[c_{2} e^{-k \rho S(\epsilon)} \tau\right] \leqslant \frac{1}{\rho S(\epsilon)} \int_{0}^{c_{2} \tau} \frac{\alpha(u)}{u} d u
$$

which tends to zero with $\tau$. This shows $\bar{U}(0+, \epsilon)=0$.
An iteration of (6.9) gives for each $N, N=1,2,3, \cdots$, and $I(\epsilon)$

$$
\limsup _{t \rightarrow \infty} \Delta(x, \sigma, t) \leqslant \bar{U}\left(e^{-N \rho S(\epsilon)} \tau, \epsilon\right)
$$

Letting $N \rightarrow \infty$ shows for each $I(\epsilon)$ and positive $\tau$

$$
\limsup _{t \rightarrow \infty} \Delta(x, t, \sigma) \leqslant \bar{\Delta}(0+, \epsilon)=0
$$

for $x$ in $I(\epsilon)$ and $0<\sigma \leqslant \tau$. Since $\psi(x, 0, t)=\psi(x, 0)=1$ for $x$ in $I$ and $\psi(x, \sigma, t)=\psi(x, \sigma)=1$ for $x$ in $A$ and $0 \leqslant \sigma$, we have for each $x$ in $I$ and $0 \leqslant \sigma$

$$
\lim _{t \rightarrow \infty} \psi(x, \sigma, t)=\psi(x, \sigma)
$$

and uniformly for $x$ in closed subsets of $I-A$ and $0 \leqslant \sigma \leqslant \sigma_{0}<\infty$.
We give a proof for Lemma 6.1. As shown by the work preceding (3.14), the function $\mu(x, t)-(1-h(x, t ; \eta)) /(1-\eta)$ is nonnegative for $0 \leqslant \eta<1$. Setting $\sigma=-\log \eta$, we have by (2.17)
$0 \leqslant \mu(x, t)-\frac{1-h(x, t ; \eta)}{1-\eta} \leqslant \mu(x, t)-\frac{1-h\left[x, t ; e^{-\infty}\right]}{\sigma}-\alpha[-\log \eta] \mu(x, t)$
Since $-\log \eta \leqslant 2[1-\eta]$ for $\frac{1}{2}<\eta \leqslant 1$ and since $\alpha(\sigma)$ is a nondecreasing function of $\sigma, \alpha[-\log \eta] \leqslant \alpha[2(1-\eta)]$ for $\frac{1}{2} \leqslant \eta \leqslant 1$. This and the previous inequality complete the proof.

## 7. Proof for Theorem 5

Let $U(x, t ; u)=G\left(x, t ; e^{-\rho t}\right)$ where $G(x, t ; u)$ is defined by (2.13). The L.-S. transform of $U(x, t ; u)$ is $\psi(x, t ; z),(2.14)$, and satisfies (2.15). If for some $x$ in $I U(x, t ; u)$ does not converge weakly to a limit distribution there
exists, by application of the selection principle, two weakly convergent subsequences with distinct limit distributions and limit transforms $\psi^{(1)}(x, z)$ and $\psi^{(2)}(x, z)$. Theorem 4 shows $\psi^{(1)}(x, \sigma)=\psi^{(2)}(x, \sigma)$ for $0<\sigma$, implying $\psi^{(1)}=\psi^{(2)}$ since each is analytic for $\operatorname{Re}(z)>0$. This contradiction implies the existence of a family of distribution functions $U(x ; u), 0 \leqslant u<\infty$, with parameter $x$ in $I$ such that $U(x, t ; u)$ converge weakly to $U(x, u)$ for each $x$ in $I$. The continuity theorem for L.-S. transforms shows this is equivalent to

$$
\lim _{t \rightarrow \infty} \psi(x, t ; z)=\int_{0-}^{\infty} e^{-z u} d U(x, u) \equiv \Phi(x, z) .
$$

Theorem 5 shows $\Phi(x, \sigma)=\psi(x, \sigma)$ so that $\Phi(x, \sigma)$ satisfies the functional equation (2.20) and has the property (2.19). Since $|\psi(x, z)| \leqslant 1$, the r.h.s. of (2.20) is continuous in $x$ and $z$ and analytic in $z$ with $\operatorname{Re}(z)>0$ for fixed $x$ in $I$. Therefore by the law of permanancy of functional equations $\psi(x, z)$ satisfies (2.20) for $\operatorname{Re}(z)>0$ and $x$ in $I$.
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