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1. INTRODUCTION 

In this paper we study a model for the population transition probabilities 
for a branching process composed of particles moving in a finite interval 
with absorbing boundary. In general the proposed model does not have the 
Markov property since we assume the branching properties for each particle 
depend on its age and position. To establish this dependence we propose the 
following structure. 

The process is generated by one particle initially at x in a bounded interval 
I with interior I,, . The boundary r is an absorbing barrier for which a(x, t) 
is the probability of absorption at I’ by time t and u(x) = lim,,, a(x, t) is 
the probability of ultimate absorption for a particle initially at x. Conse- 
quently we assume 

(a) a(~, t) is nonnegative and continuous for x in I and 0 < t < 00 
and satisfies a(x, t) = 1 for x in F and 0 < t < 03, (b) for 
each x in I, u(x, t) is nondecreasing as t increases, and 
(c) u(x) = lim,,, u(x, t) is continuous in I and satisfies u(x) = 1 in 
I’ and u(x) $ 1 in I, . (1.1) 

The life span of a particle and its motion are so related that k(x, y; t) u’y& is 
the conditional probability density function for the position y of a particle 
with life span t, provided it is initially at x and its motion is restricted to& . 
We assume 

K(x, y; t) is nonnegative and continuous for x, y in 1, o<t<co (1.2a) 

and 
K(x, y, t) = 0 for either x and/or y in r, o<t<oo. (1.2b) 
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At any time t a particle with initial position x has either been absorbed at r 
with probability a(~, t), ended its life in 1, with probability JIJi k(x, y; S) d&y 
or is moving about in 1, with probability b(x, t). Consequently we assume 

b(x, t) is nonnegative and continuous with lim b(x, t) = 0 for x in I, 
fin 

0 < t < co 
and 

(1.3) 

1 = a(x, t) + b(x, t) + r,[: k(x, y; S) dsdy for x in 1: O<tcco, 

1 = 44 + i‘,J.; @, y, s) dsdy for x in I. (1.4) 

A particle ending its life at an age t at the point x is transformed with the 
conditional probability h,(x, t) into k particles, k = 0, 1, 2, .-a, with identical 
independent properties. It is convenient to define 

h(x, t; z) = -g/2,(x, t) Zk 
k=O 

and to assume 

and P(X, t) = -f&,(x, t) 
k=l 

each h,(x, t) is nonnegative and continuous and 

and 

$h,(x, t) = 1 for xinI,, 0 <t < cc 
k=O 

~(x, t) is positive and continuous for xinI,, 

o<t<oo. 

(1.5) 

(1.6a) 

(1.6b) 

In the simplest case the process can be considered as a collection of inde- 
pendent particles each with a random position xt , at time t, described by 
an ordinary Brownian motion in I with absorbing boundary r and a random 
life span 1 described by a density function g. That is, let p(x, y; t) be the fun- 
damental solution to 

;*=&J> p(x, 0; t) = p(x,L; t) = 0, 2% y; 0) = S(Y - 4 

for 0 < x, y <L and 0 < t and let g(t), 0 < t, be a nonnegative continuous 
function. Then 

wy; t) =p(x,y; t)g(t), 4x, t) = (/:P(~.Y; 4 dy) l;g(T) dT 

and 

a@, t) = 1 - b(x, t) - j-t/Lp(x,y; t) dydt. 
0 0 
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A quantity of interest for this model is the random number N,(x) of par- 
ticles at time t in the interior I,, generated by one particle initially at the point 
X. By considering N,(x) as a regenerative process with respect to the random 
age and position of the initial particle when transformed, we have the gene- 
rating function E(s~~(~)) h c aracterized as a solution to the following func- 
tional equation: 

f(x, t; z) = a(~, t) + zb(x, t) i j,j: h[y, s;f(y, t - s; 41 k(x, y; s) dsdy 
(1.7) 

forxinI,O<tandIx[ <l. 
The existence of a regular solution to this system is given by the following 

theorem of H. E. Conner [l]. 

EXISTENCE THEOREM. Assume the given functions afx, t), b(x, t), and 

k(x, y; t) satisfy (2.1) through (1.4) and the functions h(x, t; z) and ~(x, t), 
defined by (IS), satisfy (1.6). A ssume the given functions are further restricted 

to satisfy 

.r 

co 
max{R(x,y; t) / x,yinl}dt < co, 

0 .r 

m 
max {a(x, t) / x in I> dt < co, 

0 

s 

co 
max {~(y, t) h(x, y; t) 1 X, y in I} dt < co. (1.8) 

0 

With these assumptions there exists a unique solution f(x, t; z) to (1.7), 
continuous and bounded in magnitude by I for x in I, 0 < t and 1 z / < 1. 
Furthermore f(x, t; z) can be represented in 1 z I < 1 by 

f(x, t; z) = Zfn(x, t) Zn, %fa(x, t) = 1 (1.9) 
?Z=O ?l=O 

where each fn(x, t) is a nonnegative function continuous and bounded by 1 for x 
inIand0 <t. 

The processes defined by (1.7) are a synthesis of age-dependent and posi- 
tion-dependent processes. A systematic study of the mathematical theory for 
position-dependent (neutron) branching processes and age-dependent 
branching processes is developed in, “The Theory of Branching Processes,” 
by T. E. Harris [2]. The book has a comprehensive bibliography of papers 
in this field. For age-dependent processes we refer to the papers by R. Bellman 
and T. E. Harris [3], D. G. Kendall [4], N. Levinson [5], and W. A. O’N. 
Waugh [6]. For position-dependent processes we refer to the papers by 
B. A. Sevastyanov [7], H. E. Conner [8], J. E. Moyal [9], and S. R. Adke 
and J. Moyal [IO]. 
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2. SUMMARY OF IIESULTS 

For the remaining work, we assume the functions a(x, t), b(x, t), k(x, y; t), 
and h(x, t; z) satisfy the conditions of the existence theorem stated in the 
introduction and we let f(x, t; z) be the unique solution to (1.7), satisfying 
(I .9). A formal differentiation of (1.7) with respect to z suggests the mean 
population size (aj%)f(x, t; 1) IS a solution to the following integral equation 

m(x, t) = b(x, t) 7 1,,: m(y, t ~- s) p(y, s) h(x, y; s) dsdy 

m(x, 0) = b(x, 0) xinl, o<t<co. (2.1) 

To proceed we wish to define the expected population size m(x, t) by the 
expression 

m(x, t) = 2 k&(x, q xinl, O<t<co 
k=l 

(2.2) 

where the fk(x, t) are those in the representation (1.9). The validity of this 
definition and the desired characterization are given by 

THEOREM 1. (i) There exists a positive constant ‘A, for which 

g=y2yG 4 G 2e” ot, x in I and 0 < t < co; so that m(x, t) can be defined 
. . 

(ii) For any T > 0, 

,‘$I 
1 -fh c 4 = m(x t) 

l-7 

uniformly for x in I and 0 < t < T, and 

(iii) m(x, t) is a unique continuous solution to (2.1) for x in I and 0 < t < co. 

The probability of ultimate extinction 

f&x) = lim f (x t) t&%c O ’ 

can be characterized as the minimum nonnegative continuous solution to 
Uf = f where U is the Urysohn operator defined by 

uf (xl = 4%) + /,I j-m 0, s; f(r)1 4x, Y; 4 A 1 dr 
0 

for f(x) continuous and bounded in modulus by 1 on I. Assumptions (1.4) 
and (1.6) show Z(x) E 1 also satisfies Uf = f. A n.a.s.c. forfo # 1 is given by 
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the spectral properties of the derivative operator Ef = (a/&$) Uf evaluated 
at + = 1, 

This equation defines a linear integral operator transforming the class of 
functions continuous on I into the subclass of functions vanishing on r 
and the subclass of nonnegative functions into itself. These properties are 
sufficient to assert the existence of a positive characteristic number P of 
minimum modulus, the Perron root. 

In an ordinary branching process with extinction probability f. the popu- 
lation size N, tends to zero with probability f. and increases without bound 
with probability 1 -f. as t + co. When f. < 1, this increase can be counter- 
balanced by considering the normalized variable N,/m(t), where m(t) is the 
expected population size. However, in the present model fo(x) is dependent 
on the absorption at the boundaries in addition to the interior absorption 
brought about by the branching mechanism. This gives the possible existence 
of interior points x for which fo(x) = 1 even though f. # I when P < 1. 
These points are completely determined by the absorption function a(x) 
provided the process satisfies 

For any x such that u(x) < 1, 

O<S::~Sop(y,t)k(x,y;f)dt~dy all yl<yainI. (2.4) 

For processes satisfying (2.4) we have 

A n.a.s.c. for f. # 1 is P<l cm 

where P is the Perron root for (2.3). A direct consequence of (2.4) and the 
strict monotonicity of h(y, S; T) in 7, 0 < T < 1, is the following property 
of fo(x) for a process with f. # I 

fo(4 = 1 iffxisin A = {x 1 u(x) = l}. (2.6) 

Another result is the degeneration on the absorption set A of the integral 
equations (1.7) and (2.1) into 

f(x, t; x) = a@, 2) + zb(x, t> 
m(x, t) = b(x, I) for x in A. (2.7) 

In particular the mean population size at time t, m(x, t), has very different 
behavior for x in A and x not in A and is no longer a suitable normalization 
function. 



270 CONNER 

The behavior of m(x, t) as t + x is developed from its characterization 
as a solution to (2.1). The interpretation of (2.1) as a vector-valued renewal 
equation suggests there is some real p such that lim tiG e. Oi m(x, t) = m(x, p) 
exists and is positive for x not in -4. If so, then multiplying (2.1) by e +’ and 
letting t --t n3 formally gives 

This shows the limit m(x, p), w h en it exists, is a characteristic function and 1 
is a characteristic number for the indicated kernel. To show the existence 
of the number p, we examine the spectral properties of the family of kernels 
defined by 

my; 4 = j, eczt p(x, t) k(x, y; t) dt, x, y in I, (2.8) 

with parameter x, Re [z] 3 0. 
The first result is 

LEMMA 2.1. Assume the extinction probability fO(x), is not identically I, 
the absorption set A, (2.6), is at most denumerable and 

p(x, t) k(x, x; t) = 0 all t>O if xisin A. 

Then there exists a single positive number p such that 1 is a characteristic number 
for the kernel E(x, y; CT), 0 > 0, if (T = p. 

The processes for which Lemma 2.1 is valid are henceforth called self- 
generating processes. The behavior of m(x, t) for a self-generating process is 
given by 

THEOREM 2. Let p be as determined in Lemma 2.1. Suppose b(x, t) and 
~(y, t) k(x, y; t) satisfy the restriction 

s pt max {P(Y, t) k(x, y, t) I x, y in I>]” dt < co, 

s 
pt max{b(x, t) 1 x in 1)>2 dt < 00, (2.9) 

then there exists 
hi e-pt m(x, t) = m(x) (2.10) 

unifmmly for x in I. The limit m(x) is determined up to a multiplicative constant 
as a continuous solution to 

m(x) = j 1 jm e+ P(Y, t) k(x, y; t) dt ) m(r) dr. 
I 0 

(2.11) 
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In addition 

m(x) = 0 iff x is in 
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A = {x 1 u(x) = l}. (2.12) 

Let G(x, t; U) be the family of distribution functions defined by 

0 G u, (2.13) 

with parameters x in Z and t > 0. We proceed to establish for each x in 
Z-A the weak convergence of G(x, t; e-Pi u) to a proper distribution G(x; U) 
as t -+ co and to determine the dependence on X. 

The Laplace-Stieltjes transform of G(x, t; e-Pt U) is given by 

Y(x, t; z) = zf,(x, t) exp [- Ke-%I, x in I, t 2 0, Re[z] 30. 
k=O 

(2.14) 

Consequently it satisfies the integral equation 

Y(x, t; z) = a(x, t) + exp [- e-p%] b(x, t) 

+ j,/j” h[y, s; Y(y, t ~- s; e-?z)] h(x, y; s) ds/ dy. 
0 (2.15) 

The correspondence relation between distribution functions on a half-line 
and their L.-S. transforms allows us to concentrate our attention on the 
transforms i&x, t; z) as t + co. Letting t + co in (2.15) gives an auxiliary 
equation to be satisfied by the limit transform 4(x; z), 

4(x; 4 = 44 + jI [jr 4y, s; $(y, e+4 Q, Y; 4 ds\ 4 (2.16) 

for x in Z and Re [z] > 0. This equation has the improper solution # = 1 
and we are faced with an existence and uniqueness problem for proper 
solutions to (2.16). The convergence properties of uniformly bounded 
sequences of analytic functions and the law of permancy of functional equa- 
tions suggests we first consider (2.16) restricted to z = 0 3 0. 

THEOREM 3. Assume the conditions for Theorems 1 and 2 are satisfied. 
Let a(u) be a twice-continuously d@erentiable function dejined for 0 < CT < CO 
and satisfying 

a(0) = 0, (Y.‘(a) > 0 and 
s 

l LX(U) da 
-<CC 

0 c 
(2.17) 
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P”(X, t) - l ~- “‘-2 t; e-u1 1 < Iy(u) /3(x, t), 

where /3(x, t)/p(x, t) is unzformly bounded for x in I and 0 < t. (This implies we 
can replace p(x, t) by ~(x, t). j Then there exists a continuous solution 4(.x, a) 
to 12.16) for x in I and 0 < u and satisfying 

(i) 0 < 4(x, u) < 1 ,for x in I and 0 < u, and 

(ii) 4(x, 0) = lfor x inI and #(x, u) = I f or x in A and 0 < u. In addition 
X$(X, U) is uniquely determined within the class of continuous solutions to (2.16), 
satisfying (i) and (ii), by the additionalproperty:.for each x in I 

and uniformly for x in closed subsets of I-A. 

The nature of the condition (2.17) and its relation to a second moment 
requirement is thoroughly discussed in a paper of X. Levinson [Sj. 

The behavior of J&X, t; z), (2.14), as t ---f 03 is now developed. The func- 
tional relations which #(x, t; z) and the iterative solution 3(x, u), Theorem 3, 
satisfy are used to develop a functional inequality for 

Jx, t, u) = Icr(x7 t; +$4(x; u) . 

This inequality is exploited to show d(x, t; u) -+ 0 as t ---f 0 and to obtain 

THEOREM 4. Assume the conditions for Theorem 3 are satisfied. 
Let C/(X, u) be the solution to (2.16) f oun in Theorem 3 and Zet #(x, t; u) be d 

defined by (2.14). Then for each x in I and 0 < u 

and uniformly for x in closed subsets of I-A and 0 < u < a,, < CO. 
Using standard techniques in the theory of Laplace-Stieltjes transforms 

of distribution functions, we extend the last result to 

THEOREM 5. Assume the conditions for Theorem 3 are satisfied. Then for 
each x in I the distributions G(x, t; e--Pt u) converge weakly as t -+ 03 to a 
distribution U(x, u), 0 < u < co, with the following properties. Its transform 

@(x, z) = /“, e-“* dU(x, u) 
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satisf;es 

(i) 0 < 1 0(x, z) / < 1 x in I, Re (z) > 0. 

(ii) @(x, 0) = 1 x in I and for x in the absorption set A = {a(x) = l> 
@(x,z) = 1, Re(z) 20, 

1 - qx, u) 
(iii) A\& ~ = m(x) 

for x in I and uniformly for x in closed subsets of I-A, and 

@(X, z) = a(x) = jI 11: h[y, s; @(y; e-@z)l k(x, y; s) ds 1 dy 

for x in I and Re (z) 3 0. 

3. PROOFFORTHEORBM 1 

(2.19) 

(2.20) 

To begin we list some properties for h(x, t; z) which follow directly from 
its definition (1.5), assumption (1.6), and an application of the mean value 
theorem: 

(i) 0 < h(x, t; TV) < h(x, t; 7s), 

(ii) 0 < I h(x, C x) I < &, t; I z I), 

(iii) 0 < / L h(x, t; z) 1 < ~(x, t) 

(iv) I W t; 4 - 4x, t; w) I d 145 t) I 2 - w I (3.1) 

forxinI,O~t,~z~and)w/~l,andO~~~<~s~l. 
A useful estimate for which we have repeated use is the following 

LEMMA 3.1. Suppose r(x, t) is a continuous function for x in I and 
0 < t < co satisfying 

f-(x, 9 G I 4, t> I + Ja: r(y, t - 4 I B(x, Y; 4 I hdy, 

x in I, O<t<c.c 

where 

(i) IA(x,t)l~KforxinIandO~tand 

(ii) s,J” max {I B(x, y; s) II x in I} dsdy < 00, 
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then there is a positiae constant A,, , independent of h’, for which 

r(;w, t) ,< 2Ke”ot f OY x&I and 0 < t. 

To prove this, let 

R(T,h)=max(e-“tr(x,t)IxinI,O~t <T}, 

defined and finite for I‘ and X positive. Then 

R(T, A) < K + [.,‘, fr e-As max (1 B(x, y; s) I x in 1) d+] R(T, A). 

Choosing A, so that the convergent integral in brackets is < i shows 
R(T, A,) < 2K. This implies T(X, t) < 2Ke”ot. 

Sincef(x, t; z) satisfies (1.7) and (1.4) is assumed, we can write 

1 -f(X, t; 7) 
1-T 

= qx, q + [,j: ’ - h[y’ ‘;Eit - ‘; ‘)’ k(x, y; s) dsdy (3.2) 

for x in I, 0 < t and 0 < 7 < 1. The definitions for h(x, t; Z) and P(X, t), 
(1.5), and the inequality (1 - &)/A(1 - x) < 1, valid for 0 < x < 1 and 
R = 1, 2, 3, *es, imply 

pcL(x 
7 

t) _ 1 - h(x, t; Y 
1 -A 

= %kh,(x, t) [l - &$] > 0 (3.3) 
k=l 

for x in I, 0 < t and 0 < X < 1. Substituting (3.3) with h =f(y, t - S; 7) 
into (3.2) gives 

’ -il”‘f’ d < b(x, t) + /,i; ’ - fy2 ; ” ‘) p(y, s) k(x, y; s) dsdy (3.4) 

forxinI,O<tandO<q < l.TheapplicationofLemma3.1,withK= 1, 
to (3.4) gives the existence of some A, > 0 for which 

0 < 1 -.fh t; 7) < ze,Jot 
1-T 

forxinI,O<tandO,(T<l.Since 

(3.5) 

1 - Xk 
&, k(l _ x) = ” k = 1, 2, 3, . . . . 
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letting 7 -+ 1 - in the inequality 

and using (3.5) shows for 0 < t the partial sums C,“=, kjk(x, t) are bounded 
uniformly in x by 2eaot. Therefore m(x, t), as defined by (2.2), exists and satis- 
fies for some A, > 0 

m(x, t) < 2e”ot x in I, o<t<co (3.6) 

In the same way we show for positive N the validity of 

for x in Z and 0 < t. Letting N ---f co and using (3.6) establishes 

lim l -f(X’ t’ 7) = m(x 
pl- l-7 

, 
t) 

(3.7) 

forxinZand0 <t < 00. 
The determination of uniform convergence requires more information 

about the function (1 - f(x, t; 7))/( 1 - 7). T o establish this we use the trian- 
gle inequality 

1 -f(% 3 t,; 7) 1 -f(x2 > t2; 7) 
l-7 l-7 

$If(X1,~2;?)-f(~1,~2;?) 

I-7 
f(xl,t,;?)-f(x,,t,;7)/ 

I-7 
(34 

to replace differences on oblique lines by differences on sections. 
We also require the following inequality 

1 -MY, "1;"';' - s; 7)1< 2p(y,s) eAo(t-s), 

which is a direct result of the estimates (3.1) and (3.5). 
Setting 

Af(% P x2,t2; 7) =f( 
Xl 9 t2; 7) -fb2, t,; 7) 

l-7 ’ 

(3.9) 

A+, , ~2 , t) = b(x, , t) - b(x, , t) 

409/13/z-6 
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and 

4x1, ~2, y; s) --.- k(x, , Y; 4 ~~ k(x, , y, 4 

and using (3.4) and (3.9), we have the inequality 

+ 2 
SI 

t2 eA~(t~-s) p(y, s) i Ak(x, , x2 , y; s) / dsdy. (3.10) 
I 0 

For each T > 0 and 0 < t, , t, < T, the continuity properties of b(x, 2) and 

P(Y, 4 4x, Y; 4 f or x and y in I and 0 < t < T imply the existence of a 
positive &(E, T), 0 < E, T, for which the r.h.s. of (3.10) is uniformly small; 
so that 

f(x,,t,,d -fh7t2,17) 
1-T <$ for 0 < t, < I’, 

I x2 - XI I < &(E, T). 

Setting 

Af(x,v 1, 2; 
t t rl) Jh 3 t2; 7; I_;(% 9 4; 4, 

4x, , t, , he) = 4x1 , tl) - 4x1 , h) 

and again using (3.4) and (3.9), we have the inequality 

(3.11) 

I 4(x, , t, 9 t,; rl) I < I A+,> t1, h) I + s,J‘; eAo’+) p(y, s) k(x, , y; s) dsdy 

s; t, - s; rl) I P(Y, s> 4x1 9 Y, 4 dsdy. 

Taking the maximum with respect to x1 over I of the r.h.s. of the previous 
inequality and applying Lemma 3.1 gives the existence of a positive X such 
that 

where 
I 4(x2 , t, , t,; 4 I < WT tl , t2) eAT 

K(T, t, , t2) = mm A&, , tl , t2> 
I 

+ s,s:: eAo(t@) p(y, 0) k(x, , y, s) dsdy / x1 in I 
I 

. 

For each T > 0 and 0 < t, < t, < T, the previously stated continuity 
properties of b(x, t) and &y, t) k(x, y, t) are sufficient to assert K(T, t, , t2) 
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is continuous in 0 < t, < t, < T and K( T, t, , tJ = 0. Consequently there 
exists Bs(e, T), 0 < E, T, for which K(T, t, , tz) < (e6*/4) E for t, - t, < 8,; 
so that, 

.f(x, 1 t,;1?)--f(x*,t,;?I) <f. 
l-7 2 

for x1 in I, 

0 < 4 < t, d T, t, - t, < &(E, T). (3.12) 

The estimates (3.11) and (3.12) combine with (3.8) to show for each T > 0 
(1 - f(x, t, T))/( 1 - r)) is continuous for x in I and 0 < t < T uniformly in 
O<T<l. 

This is sufficient to assert 

m(x, t) = lim ’ 
Tpl- 

is continuous for x in I and 0 < t < T. Therefore by the Moore-Osgood 
theorem on iterated limits, we have for each T > 0, 

lim ’ -f(” t’ rl) = m(x 
1)-?- 1-V 

, t) (3.13) 

uniformly for x in I and 0 < t < T. 
Let 

qx, t; 77) = /4x, t> - 
1 - 4% t; 7) 

1 _ r) 

forxinI,O<tandO<v<l. 
Then we have, for 0 < Q < ~a < 1, 

This implies F(x, t; 7) is a decreasing function on 0 < 7 < 1 since 
(1 - xk)/K(I - ) x is increasing for 0 < x < 1. An argument similar to that 
used to develop (3.7) shows lim,,,- r(x, t; 7) = 0 for x in I and 0 < t. 
Moreover the convergence is uniform since .F(x, t; 7) is decreasing in 7; 
so that we can assert the existence of a positive a(~, T), 0 < E, T, for which 

0 < p(x, t) - l -;$t; 7) < l (3.14) 

when x in I, 0 < t < T and 1 - X < S(clT). This and the uniform conver- 
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gence as 7 + 1 - off(x, 5; 7) to 1 for x in I and 0 < t < 7’ imply for each 
T > 0 

lim L- 4x, s;f(x, t ~ s; T)] 
r)-tl- 1 -,f(X, t - s; r)) = CLP, t) uniformly for .‘I* in I, 

and 
O<s<t<T. (3.15) 

Rewritting (3.2) in the form 

and letting 7 + 1 -, we use the uniform convergence established in (3.13) 
and (3.15) to show m(x, t) is a solution to (2.1) and Lemma 3.1 to show it is 
unique in the class of continuous solutions for x in I and 0 < t. 

4. PROOFFORTHEOREM 2 

The functions B(x, x) and E(x, y, z) defined by 

B(x, ~3) = 1: e-zt b(x, t) dt (4.1) 

and (2.8) exist, are continuous for x, y in I and Re [z] > 0 and are analytic 
in ,a, Re [z] > 0, for fixed X, y in I. This is a direct result of the assumption 
(2.9). By Theorem 1, m(x, t) is a solution to (2.1), and satisfies m(x, t) < 2eAot 
for some positive A,, (3.6). Therefore 

co 
M(x, z, 6) = e-ste-dt m(x, t) dt, 6 >o, (4.2) 

0 

exists and is continuous in (x, .a) and analytic in x for fixed x in I and 
Re [a] > (+ A, - 6). Since m(x, t) is nonnegative, the abscissa of conver- 
gence (u(x, 6) is a singularity for ilI(x, z, 6) as an analytic function of z with 
fixed x and 6. 

Multiplying (2.1) by e--(z+6)t and integrating with respect to t shows 

M(x, z, 6) = B(x, .z + 6) = j,E(Jc, y, x + 6) M(y, z, S) dy. (4.3) 
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The assumptions of Lemma 2.1 and condition (1.8) are sufficient to con- 
clude for each u 3 0 the kernel E(x, y; u) has a positive char. number P(u) 
with the following properties 

(i) P(u) has algebraic multiplicity 1 and P(D) < 1 hi(o) 1 for any 
char. number Ai # P(u) associated with K(x, y; a), 

(ii) the char. function 4(x, 0) associated with P(u), zlniquely 
determined up to a multiplicative constant, is nonnegative and 
can be zero only for those x in the exceptional set A given in 
the assumptions. (4.4) 

Since E(x, y; u) is continuous in (x, y), the statements in (4.4) also apply 
to the transposed kernel E(y, x, u). These properties, extensions of the 
Perron-Frobenius theory for nonnegative matrices to compact integral 
operators with nonegative kernels, are developed in the monograph by 
M. G. Krein and M. A. Rutman [ll, Chapter 61. 

The dependence of P(u) on u is given by 

LEMMA 4.1. When conditions for Lemma 2.1 are satisfied, P(u) is a con- 
tinuous, strictly increasing function of u on 0 < u < 00. 

PROOF. For each z, Re [z] 2 0, let d(h; z) be the Fredholm determinant 
for the kernel E(x, y; 2). The characteristic numbers of E(x, y; z) are the 
zeros in h of d(h; z). Condition (1.8) is sufficient for us to assert d(h, z) is 

(i) continuous in (h, z) on 1 h / < co and Re [z] 3 0, 

(ii) entire in X for fixed z on Re (z) > 0 and 

(iii) analytic in z on Re (z) > 0 for fixed finite h. (4.5) 

Since the char. number P(u) can be identified as the zero of d(h; u) of least 
modulus, Roche’s theorem can be applied to show P(u) is continuous for 
o<u<co. 

Let P(u,) and 4(x, ai), (#(x, ui)), be the positive characteristic pair des- 
cribed in (4.4) for E(x, y; ui), (E(y, X; ui)), i = 1, 2, when 0 < ur < u2 . 

The strictly decreasing behavior of max {E(x, y; u j x, y in I} for 0 < u < co 
and the fact that 4(x, u) (4(x, u)) can be zero only on the exceptional set A 
imply 

j-IP(4 1 j-, K(x, Y; 4 #(Y, 4 dr 1 IcI(x, 4 dx > j-,4(x, 4 $4x, ~11) dx > 0. 

However the left-side of the above inequality is evaluated to be 
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Therefore P(ua)/P(ui) > 1 or P(ui) < P(u,) for 0 < ui < u2 , completing the 
proof for Lemma 4.1. 

Since E(U) = max {E(x, y; u) 1 0 <x,y <L}-0 as u+ co, the inequa- 
lity 1 < P(U) E(U) shows that P(u) ---f co as 0 --f co. The assumption f,, # 1 
is equivalent to P(0) < 1, (2.5). Se mce P(u) is continuous and strictly in- 
creasing, this shows the existence of a single positive number p for which 
P(p) = 1 and proves Lemma 2.1. 

In addition since P(u) is the zero of minimum modulus for the Fredholm 
determinant d(A; u) for the kernel E(x, y; u), we can state 

d(l, 0) # 0 for p<u<co and d( 1, p) = 0. (4.6) 

This result is now extended to all the kernels E(x, y; z), Re [z] > 0. 

LEMMA 4.2. Assume the conditions of Lemma 2.1 are satisfied. Let p be the 
unique real number for which P(p) = 1. Then we have: 

(i) If A(z) is a char. numberfor E(x, y; z) and Re [z] > p then 1 < ) A(z) / . 

(ii) When 7 + 0, 1 is not a char. number for E(x, y; p + in). 

PROOF. Suppose for some x, Re [z] = u > p, g(x, z) is a continuous 
solution to 

g(x, 4 = W j/W Y; 4 g(y, 4 4. 

Since I E(x, Y; 4 I d E(x, Y; 4, 

I iAx, 4 I G I +4 I j, E(x, Y; 4 I g(y, 4 I dy, xinI. 

Multiplying this inequality by the unique solution 4(x, u) associated with 
P(u) for the transposed kernel E(y, x; a), (4.4), and integrating over I gives 

0 -c j, I Ax, 4 I 4(x, 4 dx G !-%d-! 1, ) g(x, z) ( t&v, u) dx. p(u) 

Therefore ] h(z) 1 > P(u) > P(p) = 1, proving part (i). 
Part (ii) is proved by contradiction. Suppose for some rl # 0, the continuous 

function q(x, v), 0 < x <L, satisfies 

g(xt 4 = j, EGG Y; P + %) dy; 4 dy, x in I. (4.7) 
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Taking absolute values and using 1 E(x, y; p f ;T) 1 < E(x,y; p) shows 

I g(x; d I G 1 j, E(~, yi p + 6) g(y; 4 dy j 

G Il~(x,Y;P s tWIg(y;~)ld~ 

< s /WY; P) I dy; 4 I dy, x in I. (4.8) 

Multiplying the last inequality by the unique solution 9(x, p) associated with 
P(p) = 1 for the transposed kernel and integrating gives, after a little mani- 
pulation, 

jI$G"GP) ljyx!Y; P) IdYl 7) I dY - I&; 4 I/ fix = 0. 

Since #(x, p) is positive outside the countable exceptional set A, and the 
term in brackets is nonnegative, it follows that 

I g(x; rl) I = j, K(x, Y; PI I g(Y, d I dY, x in I. (4.9 

The resulting equalities in (4.8) show 

I&;77)l= jIIK(x,Y;P+irl)lIR(Y;?)ldY, x in I. (4.10) 

Since P(p) = 1 is simple, (4.9) implies j g(x; 7) j is a constant multiple of 
the char. function 4(x, p) associated with the char. number 1 for the kernel 
E(x, y; p). Substituting this into (4.9) and (4.10) and using the positivity 
properties of +(x; p) shows 

I J%Y; P + 9 I = q%Y; P). 

In particular for all x in 1. 

II 

m 

0 
e-iqt e-p-pt p(x, t) k(x, x; t) dt‘ 1 = 1: e--pt p(x, t) k(x, X; t) dt. 

This is only valid if for all x in I ~(x, t) k( x, x; t) is identically zero for t > 0, 
contradicting the assumption (2.9). Therefore (4.7) cannot have continuous 
solutions and 1 is not a char. number for the kernel E(x, y; p + iv), 7 f 0, 
completing the proof. 
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We now develop a representation for d(h; a) in a bicircular neighborhood 
of X = P(p) =m I and x =m p. 

LEMMA 4.3. Assume the conditions of Lemma 2.1 are satis$ed. Then there 
exists a 8, > 0 and two functions d,(X, z) and w(z) such that 

d(h; x) = (A - w(z)) d&l; z) 

d,(k 4 f 0, w(p) = 1 IX- 1 I <s,, I%-PI <s,, (4.11) 

where d,(h, z) and w(z) are analytic separately in h and x and (a/&) w(p) > 0. 

PROOF. The simplicity of P(u) is equivalent to h = P(u) being a simple 
zero for d(h; u). The Weierstrass preparation theorem can be applied to 
obtain the representation (4.1 l), Saks and Zygmund [12]. The vanishing of 
d(h; a) on this bicircular set is equivalent to X = w(z). This and the conti- 
nuity properties of P(C) imply P(0) = w(u) locally at z = p. Since P(u) is 
strictly increasing we have (a/&) w(p) > 0, completing the proof. 

Lemmas 4.2 and 4.3 determine a subset of parameter values 

Q=(]z-p/ <6)URe[z]>PfU(z=P+in,~fO} (4.12) 

for which the corresponding kernels E(x, y; a) do not have 1 as a char. 
number. Therefore for each (a $ p) in Q the equation 

f(x) = B(x, 2 + P) L j, E:(x, Y; 2 + P)~(Y) 4 

has a unique continuous solution R(x; z) given by 

I+; z) = B(x; 2 + P) + 
1 . 

J 41; z + P) I u(x, y; 1,~ + P) B(Y; 2 + P) 4 
(4.13) 

where d(X, z + p) and D(x, y; A, z + p) are the Fredholm determinant and 
kernel for E(x, y; z + p). The condition (2.9) is sufficient to assert D(x, y; A, a) 
is 

(i) continuous for x, y in I, 1 X 1 < co and Re [a] > 0, 

(ii) entire in X with fixed X, y and z for X, y in I and Re [a] 3 0, 

(iii) analytic in z, Re [x] > 0, with fixed X, y and h for X, y in I 
1x1 <m. (4.14) 

Properties (4.14) for D(x, y; A, z) and (4.5) for d(A; a) are sufficient for R(x; z), 
defined by (4.13), to be continuous for x in I and z in Q and analytic for z in G, 
(4.12), with fixed x in I. 
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The function M(x; z, p), defined by (4.2) with 6 = p, satisfies (4.3) and 
consequently (4.13) for Re [ x sufficiently large. Therefore the unicity of ] 
solutions to (4.3) shows R(x, 2) = M( X; x, p), x in I, and Re [z] sufficiently 

large. For each x inI, R(x, z) is an analytic extension of M(x, z; p) to the set Q. 
As previously remarked, in a comment following (4.2), for each x in I the 
absicissa of convergence for the transform 1M(x; z, p) is also a point of sin- 
gularity for it as a function of z. Therefore iW(x; z, p) exists for x in I and 
(z - p) in Q and, being equal to R(x, s) on this set, satisfies (4.13) for x in I 
and (z -- p) in 0. 

LEMMA 4.4. When the conditions of Lemma 2.1 are satisjed, the function 
R(x; z), dejked by (4.13), h as f or each x in I a simple pole at z = 0 with 
residue R(x). R(x) is continuous, nonxero for x not in the exceptional set A, 
(2.8)) and satisjies 

R(x) = j, E’(x, Y; P) R(y) dy, x in I. 

PROOF. By using (4.11) and restricting to 0 < ] z ] < 6, (4.13) can be 
written 

zR(x, z) = [ ’ - wF + “1-l [d,(l; z + p)]-l 

X 
s D(x,y;l,z+p)B(y;z+p)dy 

I 

Letting 1 z 1 + 0 gives the pointwise existence of 

t zqx; 2 + p). (4.15) 

R(x) = lim zR(x, z), xinl (4.16) 

and 
2-O 

R(x) = - [w’(p) A(1 ; p)l-l j, Wx, Y; 1, P) B(Y; p) 4, x in I. (4.17) 

Some properties of the functions appearing in the r.h.s. of (4.15) and (4.17) 
are listed in (4.1) and (4.11). Th ese are sufficient to assert R(x) is continuous 
for x in I and zR(x, .z) is continuous for x in I, uniformly for z sufficiently 
near x = 0. Applying the Moore-Osgood theorem on iterated limits, the 
limit in (4.16) is uniform for x in I. Therefore letting z --t 0 in 

+x; 4 = ~WX; z + P) + j/(x, Y; z + P! xR(y; x) dy, 

the uniform convergence in (4.16) shows 

R(x) = j-, E(x, Y; P) R(Y) dy> x in I. (4.18) 
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Since P(p) = I is simple and K(x) is continuous on I, (4.18) implies R(x) is 
some constant multiple of the char. function 9(x, p). Consequently R(x) 
is nonzero for x not in the exceptional subset A. ‘This completes the proof 
for Lemma 4.4. 

The boundary behavior on z .--- iq, ~- ,E -.: 7 c ,m, of M(x; x, p) can 
now be described using the previous work. In particular 

I@; z) = qx, 2) -- z--v?(x) - B(x; z t- p) + fg 

is analytic on the line Re [z] = 0. Also, Condition (2.9) implies the existence 
of a positive N(a), 0 < 6 < 1, such that, setting L = length of I, 

when i 7 1 > N(6). Therefore when restricted to / 7 1 > N(6), I~(x, p + in) 
can be represented by an absolutely uniformly convergent Neumann expan- 
sion. In particular we have for I 7 I > N(6) 

where 

6 = P max (I W 1 x in I), c2 =L $+ 
?t=l 

and 

+ c2 I E I (P + id . I B I (P + 6) (4.19) 

I B I (P + 4) = max{l B(Y,P + 211) I IY inI). 

Therefore using first Schwartz’s inequality and then the Hausdorff-Young 
inequality for Laplace transforms with p = q = 4, (4.19) implies the exis- 
tence of positive constants cs , cq such that 

+ c4 jm e-‘pt I b I (9 dt + cl j,,, ,N((c) I ? I I :+ + I 
0 , 

where 

(4.20) 

1 k I (t) = max {K(x, y; t) / X, y in I> and 1 b I(t) = max (b(x, t) I x in I). 
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Since / I+G 1 (+) is continuous in 7, (4.20) and assumption (2.9) are sufficient 
for the absolute integrability of #(x, iv) on - CO < 7 < 03, uniformly for 
x in I. 

Therefore when the Laplace inversion is made, the integrability of 4(x, z+) 
uniformly in x gives 

1 c0 
2rr --m s 

ei+ $(x, iv) d7 = e--pt m(x, t) - R(x) - e+[b(x, f) + R(x)] 

for x in I and 0 < t. Also the r.h.s. goes to zero uniformly in x as t + co. 
This last statement is verified by using the integrability properties of I&X, iq) 
to reduce the problem to an application of the Rieman-Lebesgue theorem, 
uniformly in x. Since e-Pt[b(x, t) + R(x)] + Co uniformly in x as t -+ co, 
ePt m(x, t) + R(x) uniformly in x as t -+ co. Moreover, R(x) is positive 
except for x in the exceptional subset A, where it is zero. Summarizing, when 
the conditions of Lemma 2.1 and Theorem 2 are satisfied 

lim e--pt m(x, t) = I?(x) 
t-m 

uniformly for x in I 

where p is a positive constant, determined uniquely by P(p) = 1, and R(x) 
is a nonnegative continuous solution to (4.18). R(x) is uniquely determined 
by (4.17) and is zero iff x is in A. This completes the proof for Theorem 2, 
with m(x) = R(x). 

PROOF FOR THEOREM 3 

The sequence {&(x, u)} is defined by the formula 

&)(x, u) = e-m(s)o 

9%+1(x, 4 = 44 + jI [ j~hb, s; MY, e-@VI 4x, Y; s) A/ dr 

for x in I and 0 < u. 

(5.1) 

A direct induction using the properties of h(x, t; a), (3.1), and (1.4) shows 
for each 12 &(x, u) is continuous on its domain and satisfies 

(9 0 9 A@, u) d 1, 
(ii) 4(x, 0) = 1 for x in I and (/I(x, a) = 1 for x in A and 0 < u (5.2) 

where A = (x 1 a(x) = l}. 
Using (5.1) and (1.4) to represent 1 - #Jx, u), a direct induction shows 

1 - MX> 4 < jr [l - AdY, e-ps4l P(Y, 4 4x, Y; 4 dsdr < m(x) (5.3) 

for~inI,O,(uandn=1,2,3;~~. 
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Again using (5.1) and (1.4) to represent 1 - &(x, a) and (2.1 I) to represent 
m(s). we have 

m(x) -.. 1 - IcI&,Q) = 
u 

for x: in I and 0 c u. 
x m(y) e--p” k(x, y; s) dsdy 

Using (2.17) to estimate the integrand, we have 

m(y. _ 1 -ICI&, 0) m -__- 
u o +- ps m(y) 01 m(y) cps P(Y, s) R(x, y; s) dsdy. 

Since LX(U) is nondecreasing and 

0 < ecps m(y) < M = max {m(x) / x in I}, 

we have 

This and the inequality 

1 m(x) - l - e-m(z)o j < UM 
u 

show 

I (CIdx, 4 - Iclo(x, 4 I < Q44 44 xinl and 

and O<o. 

0 < a. (5.4) 

The function 01i(u) = I + MU, CI > 0, satisfies the conditions (2.17). 
We have, using (5.1), 

Y%(x, 4 - $dx, 4 = jIj~{~b, s; WY, e-p8 41 - NY, s; $o(~, e+S 4) 
x k(x, y; s) dsdy. 

This, (3.1) (iv) and (5.4), show 

for x in I and 0 < u. When x is in the exceptional set A, defined in (2.6), 
both sides degenerate to zero. 

For x not in A m(x) is positive and there exists a single positive S(x) such 
that 

11‘ 

s’(X) 
m(y) e-ps p(y, s) k(x, y; s) dyds = fr m(x). 

I 0 



AGE AND POSITION-DEPENDENT BRANCHING PROCESSES 287 

Substituting this into (5.5) an d using the convexity of iyr(cr) gives 

. co 
L ~s((T e-G(z) 

is I S(r) 
m(y) e--p8 p(y; $1 k(x, y; $1 dydj 

< urn(x) [*al(u) f + a,(ue-s(z))] 

< um(x> % 

x in I-A and 0 < u. 

For E > 0 let I(r) be that closed subset of I-A where ~z(x) > E. Then there 
exists some positive S(E) for which S(E) < S(X) and 

I ICI&, 4 - 44x, u) I < u [m(x) 011 (u l + ypS(,) )3 for x in I(E). 

We continue by induction. Assuming 

where 
/ye, p) = [’ + ~‘““‘]“, 

the same arguments give 

I v4&? 0) - 84(x, 0) I < j, jr I h(y, e+S u) - 94&y, cpS 0) I 

- P(Y, s)+, Y; 4 d.+ 

J-s 

cc 
<u 

a1[u e-ps z --L 
n ’ (E, PII 4~) e--p8 P(Y, 4 

I 0 
x k(x, y; s) dsdy 

< m(x) a,[uP1(~, p)], x in Z-A and 0 < U. 

This and the previous inequality show 

x in I(E) and 0 < u. (5.6) 

Since 01~ is nondecreasing, 

-$, ~~r[ulj(~, p)] < /a ~~r[ul~(~, p)] dt, x in Z(E) and 0 < u. (5.7) 
12 
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Choosing 6(c) so that e@(‘) -: I(E, p) and setting u = ce-6(f)t, (5.6) and (5.7) 
imply for fixed I(E) and arbitrary positive p 

where M = max {m(x) 1 x in I}. By assumption (2.17), the r.h.s, tends to 
zero as n 4 co. 

Estimates (5.2) and (5.8) show &( x, r~ converges boundedly for each x in I ) 
and 0 < D and for each I(E) and positive u,, converges uniformly for x in I(E) 
and 0 < (T f (TV to a limit #(x, D). Consequently #(x, Q) is continuous for x 
in I-A and 0 < 0 and satisfies properties (i) and (ii) of the theorem. Letting 
n + co in (5.3) shows 

1 - $4x, 4 < c+x), xinl and 0 Go. (5.9) 

This shows 4(x, u) is continuous for x in A and 0 < u; and so, J/(X, U) is 
continuous for x in I and 0 < u. Letting n + co in (5.1) and applying the 
dominated convergence theorem shows #(x, u) is a solution to (2.16). 

To verify property (iii) we choose S,(E), 0 < E, so that 

m(x) _ 1 - e-om(s) 
0 

<$ 

m(x) _ 1 - ?& u> 
U 

< $ + I YQ, 4 - $0(x, 4 I 9 

xinl and 0 < u < a, . 

Setting n = 0 and letting p + co in (5.8) gives the existence of a ua(~), 0 < E, 
such that for any I(Q), 0 < cl , 

for x in I(Q) and 0 < u < ~~(6). This and the previous inequality show 

!$ 
1 - #(x9 0) = m(x) xinI 

U 
(5.10) 

and uniformly for x in closed subsets of I-A. 
The verification of uniqueness is the final step. Suppose &(x, u) and 

#a(~, 0) are two solutions to (2.16) with the listed properties. The difference 

4x9 4 = 1 clrlh 4 - /4x, 4 ( 
4x) 
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satisfies 

e-@ u) m(y) e-p5 p(y, s) k(x, y; s) dsdy (5.11) 

for x in I-A and 0 < C. 
Let 

A(T, l ) = sup {d(x, U) / x inI( 0 < u < T}. 

It is finite, by (5.9), and is nondecreasing in 7. This and (5.11) show 

T, E) m(y) e-@p(y, s) k(x,y; s) dsdy / x inI . 

The function enclosed in brackets is continuous for x in I(E) and therefore 
assumes its maximum value at some point f in I(C). Applying a previous 
argument, we have 

‘l(7, E) < -& j j”“)&, 6) m(y) e-ps p(y, s) k(%, y; s) dsdy 
m(x) I 0 

Therefore for each I(E), 0 < E, there is some positive S(r) such that 

d(7, l ) < Ll(e-pS(c) 7, E), 0 <T. (5.12) 

Since 

Ll(x, u) < J- / m(x) - l - yxp 4 / + & 1 m(*) _ 1 - $‘” 4 / ) m(x) 
we have 

Since &(x, CT) and J,&(x, u) each satisfy (5.10), this implies for each I(E) 
d(0 f, l ) = 0. The iteration of (5.12) shows d(T) < ~(e-“PS(‘) 7, C) for 
n = 1,2, ... . Therefore for each 1((z), d(~, l ) < d(0 +, E) = 0. This and 
property (ii) shows &(x, a) = #a(~, u) for x in I and 0 < cr. 
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6. PROOF FOR THEOREM 4 

Let 0(x, t, U) be defined by (2.18) for n: in I-A, 0 -: u and 0 < t. The 
continuity of #(x, t; a), 4(x, u) and m(x) imply d(x, t, a) is continuous on its 
domain. Define 

Iqx, t) = e--pt m(x, 1) 
44 ’ 

XinI-A and 0 < t. (6.1) 

By Theorem 3, II(x, t) is continuous on its domain and lim,,,II(x, t) = 1 
uniformly for x in I-A. In particular I~(x, t) < c for some c > 0. The defi- 
nition (2.14) for #(x, t; U) and (2.2) for m(x, t) show 

qx, q _ 1 - 4(x, t; 4 

44 

= e-pa m(x)-l 1 zkjk(x, t) [l - ’ - exp (- ke-pt “‘]I 3 0 
ke-pt u k=l 

(6.2) 

for x in I-A, 0 < u and 0 < t since m(x), f&x, t) and 1 - (1 - e-“)/t are 
positive on this set. This and inequality (5.9) show 

- 4, t; 4 < 1 1 tf%% t; 4 
am(x) 1 + / l ;$yi u, 1 < Iqx, q + 1 < c + 1; 

(6.3) 
so that d(x, t; u) is bounded on its domain. 

The functional equations (2.15) and (2.16), inequality (3.1) (i) for h(x, t, T), 
inequality (5.9) for 1 - #(x, u), and Q(X) - a(x, t) < b(x, t) are used to show 

d(y, t - s; e-p3 u) m(y) e--pS ~(y, S) k(x, y; S) dsdy 

+‘JJrn 
m(x) I t 

m(y) edps P(Y, s> 4x, Y; s) My 

1 
+- 

m(x) [ 
1 - exp (- e--pt ~11 b(x, t). (6.4) 

U 

Let d(x, 2; 7) = sup {A(+ t; 0) / 0 < u < T}. Then it is continuous for x in 
I-A, 0 < 7 and 0 < t and it is nondecreasing in T for fixed x, t. 

We again let I(E) = {x j m(X) > E}, 0 < E. We apply a previous argument, 
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see development for (5.12), to show the existence of some 2 in I(E) such that 
for t > S(Z) the first term J(x, t, u) in (6.4) satisfies 

1 
ss 

S(Y) _ 
I(? t, 0) < - 

44 I 0 
4Y, t - s, 7) m(y) e-@ p(y, 4 4% y; 4 dsdy 

+ & I,,:,,) d(y, 
t - s, e-~~(~) T) m(y) e-ps p(y, s) k(n, y; s) dsdy 

(6.5) 
for x in I(E), 0 < 

\ , 
(5 < 7 and S(f) < t. 

The function d(t, 7, 6) = sup {d(x, t, T) 1 x in I(E)) is continuous for 
0 < 7, t and is nondecreasing in C- for fixed t. Denote the terms on the 
r.h.s. of (6.5) by Jr and Jz respectively. The properties for d(t, 7, 6) imply 

6) h(% 4 7) < & jj:“’ ht - s, 7, 6) m(Y) es dY, s> k(& Y; s) d4 

(ii) ]2(%t,~)< --& j~~ii~(t-~,~e-ps~~),~)m(y)e-ps~(y,r)k(~,y;~)dsdy 

for 3 in I(E), 0 < 7 and S(a) < t. 

(6.6) 

The function d(T, 6) = hm,,, sup d(t, 7, C) is finite by the uniform 
boundedness of d(x, t, u), (6.3). From (6.6) (i) we obtain 

liy F$I”p 
&, c) 

]l(n, t, T) < - 
+ ss 

‘(‘) m(y) e-@ p(y, s) k(fi, y; s) dsdy = *d(r, c) 
49 z 0 

for f in I(E), and 0 < 7. Using (6.3) to extend (6.6) (ii). 
(6.7) 

1 
.cs 

iI 
/2(% t, T) < --T- 

m(x) z s(n) 

d(t - s, e-PS(z) 
7) m(y) o* P(Y, s) k(% y; s) dsdr 

cfl t 
+-- 

J-l m(“) z t/s 
m(r) e+ P(Y) 4 4% y; s) dsdy 

for 2 in I(E), 0 < 7 and S(n) < t/2. This shows 

d(e-PS(*) 7, c) m 

liyup Jz(ff, 7, t> < 

m(“) SI 
z S(f) m(y) e-ps P(Y, s> W Y; 4 WY 

= *~(e-PS(a) T). (6.8) 

for R in I(E) and 0 < 7. The estimates (6.4) through (6.8) show for every 
I(C) there exists S(E) such that 

liy+cup d(x, t, U) < d(T, c) < d(eepS(‘) 7, 6) (6.9) 

for x in I(C) and 0 < D < 7. 
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We proceed to show d(0 -+, 6) = 0. An application of (2.10) and (5.10) 
to the inequality 

reduces our work to considering 

6(x, t, u) = Iqx, t) - I -uz;;)-J- 

If we use (2.1) to represent VZ(X, t) and (2.15) to represent 4(x, t, a), we can 
show 6(x, t, (r) satisfies 

6(x, t, u) = -J-j jt py, t - s) - l - VYy, t - s* lFJs “‘I m(y) e-&x 44 I 0 e-PS am(y) 

x k(x, y; s) dsdy 

$1 
t 1 - #(y, t - s, e-p6 u) 

i‘si 44 I 0 e-Ps urn(y) P(Y 7 4 

_ 1 - Cv,s, #(y, t - 4 cps 01 
e--P8 urn(y) I m(y) e--Pa /2(x, y; s) dsdy 

(6.10) 

forxinI-A,O<oandO<t. 
For each I(C) the function 

S(u, 7; 6) = sup (8(x, 2, a) / x inI( 0 < (5 < T, 0 < t < u} 

is finite and nondecreasing in 7 and t. Designate the first and second terms 
in (6.10) by J1 and Jz and let f and S(x) be so chosen as in the development 
for (5.12) and (6.5). Then for each I(C), we can show by considering separa- 
tely t < 5’(n) and t > S(x) 

+ ---& 6(u, e-@(*?) )/,/y,, m(y>e-p8p(y, $1 W,y;s) bdy 

< 9 S(u, 7, E) + S(u, e--psfd) 7, 6) (6.11) 

for x in I(E), 0 < t < 24. 
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Denote the first factor in the integrand of the second term /a by Jsr . It 
can be written 

The first factor can be estimated using (6.2) and the uniform boundedness of 
I7(x, t). The second factor can be estimated using the function a(u) given 
in (2.17), under the provisions of the following lemma. 

LEMMA 6.1. When i$ < 7 < 1 then 

0 < p(x, t> - l ,“p t; 7) < a[2(1 - 7/)] /L(x, t) fOY x inI and 0 < t. 
7 

Consequently there exists positive 7i , cr , and c2 such that 

MY, 4 $3 7) G vk?d 

J&Y UP t> < W[%d (6.12) 

forxinI-A,O<o<rrandO<t. 

Since 1 - (1 - e-q)/? < min (1,~) for positive r] there is a positive 7s 
such that the third term J3 in 6.10 satisfies 

J&, c u) < &) 7, c~(E) = max 
t 11 
44 

x in I(E) 
t 

(6.13) 

for x in I(E), 0 < u < 7 < TV and 0 < t. 

Taking sup. of (6.10) over x in I(E), 0 < u < 7 and 0 < t < u, the esti- 
mates (6.1 l)-(6.13) show for each I(E) there exists a positive S(r) such that 

6(u, 7, l ) < 6(u, e-““) 7, c> + 24,71 + h(E) T 

for x in l(e), 0 < II and 0 < 7 < min (T 1 , T.J. If this is iterated we obtain 
for each N (N = 1,2, 3, *es), 

6(u, 7, e) < 6(u, ewNpS(‘), l ) + 2cl 3 Cd[c2e-kpS’r) T] + %3(E) 2 e-kpS(f) 7. 
k=O k=O 

Theorem 1 shows 
(6.14) 

lim ’ - 4(X’ t’ u, = n(x, t) P=J+ *(xl 
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uniformly for x in 1(c) and 0 ::., t .< u. Therefore for each positive u, 
6(0 -I-, U) = 0; and so, letting N- CC in (6.14) gives 

for I in I(t), 0 < 0 < r ,< T,, and 0 c, 1 .< U. As previously shown, (5.7), the 
assumed properties for O(U) are sufficient to show 

which tends to zero with r. This shows d(0 +, l ) = 0. 
An iteration of (6.9) gives for each N, N = 1, 2, 3, .**, and I(E) 

lim+zup fl(x, 0, t) ,< d(e-NpY(r) r, c). 

Letting N -+ CC shows for each I(E) and positive 7 

lim+iup d(x, t, ff) < A(0 +, c) = 0 

for x in I(E) and 0 < u < T. Since Q!J(X, 0, t) = #(x, 0) = 1 for x in I and 
l&c, 0, t) = $h(x, u) = 1 f or x in A and 0 < CT, we have for each x in I and 

O<O 

v-2 ?&, 0, t) = 4(x, 0) 

and uniformly for x in closed subsets of I-A and 0 < u < u. < CO. 
We give a proof for Lemma 6.1. As shown by the work preceding (3.14), 

the function ~(x, t) - (1 - h(x, t; y))/( 1 - 7) is nonnegative for 0 < 77 < 1. 
Setting u = - log 7, we have by (2.17) 

0 < p(x, t) - l ,“‘“y t; 7) < &, t> -- l - Nx, t; e-ol - cx[- log 71 &x, t) 
17 U 

Since - log 7 < 2[1 - ~1 for i < 7 < 1 and since a(u) is a nondecreasing 
function of ‘3, CX[- log 71 < CX[~( 1 - T)] for 8 < 7 < 1. This and the 
previous inequality complete the proof. 

7. PROOF FOR THEOREM 5 

Let U(x, t; u) = G(x, t; e-pt) where G(x, t; U) is defined by (2.13). The 
L.-S. transform of U(x, t; U) is #(x, t; a), (2.14), and satisfies (2.15). If for 
some x in I U(x, t; U) does not converge weakly to a limit distribution there 
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exists, by application of the selection principle, two weakly convergent 
subsequences with distinct limit distributions and limit transforms #L1)(~, Z) 
and #(2)(x, z). Theorem 4 shows #(l)(x, r~) = #c2)(,, 0) for 0 < u, implying 
p = #(2, since each is analytic for Re (z) > 0. This contradiction implies 
the existence of a family of distribution functions U(X; u), 0 < u < CO, 
with parameter x in I such that U(x, t; u) converge weakly to U(x, U) for 
each x in I. The continuity theorem for L.-S. transforms shows this is equi- 
valent to 

v+z 4(x, t; z) = j: e-z” dU(x, 24) = @(x, 2). 

Theorem 5 shows @(x, u) = I/( x CJ so that @(x, U) satisfies the functional , ) 
equation (2.20) and has the property (2.19). Since 1 4(x, z) 1 < 1, the r.h.s. 
of (2.20) is continuous in x and z and analytic in z with Re (2) > 0 for fixed 
x in 1. Therefore by the law of permanancy of functional equations #(x, z) 
satisfies (2.20) for Re (z) > 0 and x in I. 
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