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Abstract

Genetic algorithm is a promising technique for generating automatically, sequences of music that satisfy arbitrary user criteria. But this has a disadvantage of selecting clones of the individuals as parents for the next generation. The outcome being poor diversity, affects the final output as genetic diversity serves as an avenue for population to adapt to the steadily changing environment. The proposed method T-GEN, incorporates tabu search in the selection procedure. This enhances diversity and thereby improves the output by giving fitter individuals in the final generation. We describe the concrete implementation of the method which is supported by experimental analysis.

1. Introduction

Today, internet has emerged to become the most important and popular medium of music distribution. This has brought along with it, demands for fast and reliable ways to organize, manage, access, and discover music online. In recent years, digitalisation of music has made it a mere necessity to have music services to manage the huge collection of songs in the database. The Automatic Playlist Generation Problem is to generate a playlist that
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satisfy user constraints, from the songs in the music database. To date, many applications that have been designed to
generate playlists have risen to popularity. Each of the applications is based on a variety of approaches.

The Local Search based approach has the disadvantage of being stuck in the local optimum. Simulated
Annealing has a mechanism to escape from the local optimum, but it is slow and expensive to compute. The
Similarity based approaches is not consistent among different human cultures/religions and can be context
independent at times. The disadvantage of the Markov Chain based approach is that the assumption on which
they are based are too strong. The user’s choice of next track to listen to may or may not depend on the previous
track heard. Genetic Algorithm is an efficient algorithm to solve optimisation problems which can be represented
by chromosomal encodings and has multiples solutions. Genetic Algorithm opts for the best fit solutions in each
generation. So as explained in Section 3, there is a possibility for clones of the best solution to get generated
repeatedly. This repetition and selection of best solutions reduces diversity. The near optimum results of genetic
algorithm can be improved if the diversity can be enhanced. This paper proposes an approach that strives to meet
this goal by incorporating tabu search into genetic algorithm.

The paper is organized as follows: Section 1 contains the introduction. Section 2 has a brief overview of Genetic
Algorithm followed by the problem statement in Section 3. Section 4 elaborates on the proposed approach, T-GEN.
Section 5 shows the experimental analysis. Section 6 concludes the paper.

2. Genetic Algorithm

Genetic algorithm is a heuristic search and optimisation technique that mimics the process of natural evolution.
The mechanism is simulated through three operators: selection, crossover and mutation. Genetic algorithm
derives its inspiration from nature wherein even the smallest creatures are able to adapt to changing environments
through the process of evolution. Applying the nature’s process of evolution to the computer systems has been a
topic much researched upon. Genetic algorithms are self learning algorithms and these can be applied only to
problems whose solution can have a chromosomal encoding. To apply the genetic operators of selection, crossover
and mutation, an initial population is randomly generated. Genetic algorithm is an iterated process and the
population in each iteration is called a generation. The fitness of each individual in a generation is evaluated and the
algorithm stochastically opts for the best fit in each generation. Crossover and mutation are applied on the selected
individuals to form a new generation. This new generation is then used for the next iteration. The algorithm
terminates when the preset maximum number of generations is reached or when the threshold of fitness level is
attained. The genetic operators are described below.

2.1. Selection

The selection process is used to stochastically select the best fit from the population in each generation. The
fitness of a solution is problem dependent and is a measure of how good each solution is. In the playlist generation
problem, the fitness of a playlist is the number of constraints satisfied by it.

2.2. Crossover

The crossover operator is applied after the selection operator and is used to create new solutions from the existing
solutions available in the mating pool. This operator exchanges the gene information between two solutions in the
mating pool, to generate a new solution. This new solution will have features (gene characteristics) of both its
parents. The process is continued until a new population of appropriate size is obtained.

2.3. Mutation

Mutation is the process of introducing new features in to the solution strings of the population pool after
crossover, to maintain diversity in the population. Mutation randomly selects a gene from the chromosome of the
individual and switches its bits.
The average fitness of the population generally increases after applying the genetic operators. This is because only the best individuals from the population are allowed to breed. A small number of less fit solutions are also included to bring about diversity. These operators are applied repeatedly on the generation till the termination condition is reached. The termination condition can be a limit on the number of generations or a set threshold of fitness value for the solution.

3. Problem Statement

The principle of genetic algorithm is to select the best and to discard the rest. The fitter individuals have a higher chance of surviving to the next generation and these are the ones selected to breed new solutions in the crossover process. As this process continues for several generations, clones of the fitter individuals tend to get formed. This is because the crossover process tends to select the best fit repeatedly, leading to lesser variety of gene characteristics in the population. On running the algorithm over several generations we see that the population contains clones of the same playlists. This definitely reduces diversity and hence the output.

Diversity is the backbone of evolution. Genetic diversity is fundamental to species survival, and to the continued evolution of new species. A 2007 study conducted by the National Science Foundation found that genetic diversity and biodiversity are dependent upon each other—that diversity within a species is necessary to maintain diversity among species, and vice versa. The proposed method T-GEN solves this issue by incorporating tabu search into the genetic algorithm.

4. Proposed Method: T-GEN

In order to introduce more diversity into the population and to decrease the formation of clones in the population, T-GEN incorporates tabu search into the crossover process of genetic algorithm. The underlying assumption behind our approach is that enhancing the diversity will surely lead to fitter individuals (solutions). Before we dwell into T-GEN we will start with a brief description on tabu search.

4.1. Tabu Search

Tabu search is a meta-heuristic search method employing local search methods used for mathematical optimization. Local search techniques randomly generate a single solution and then jump from the solution to its neighbouring solution in the hope of finding a better solution. Neighbouring solutions are generated by making small changes to the solution in hand. Tabu search enhances the performance of the local search techniques by using memory structures that keeps track of the visited solutions. If a solution has been previously visited within a specific short-term period, it is marked as “tabu” so that the process does not repeat itself. Tabu search avoids being stuck at local optimum because of the memory structures and as a result, this becomes an advantageous technique for solving combinatorial optimization problems. The steps of tabu search are as follows:

1. Generate a solution randomly.
2. Evaluate its fitness and insert it into tabu list.
3. Generate neighbourhood of the solution and evaluate fitness of each.
4. Select the best admissible solution and insert it into tabu list.
5. Update tabu list.
6. Check whether stopping criterion is satisfied, if so, get final solution, else repeat the process with the best admissible solution selected.

4.2. System Architecture

The system architecture is shown in Fig 1. It is composed of 4 modules: User Interface module, User Constraint module, Music database and the Playlist Generation module.
• **User Interface module**: The user interface gets user behaviour from the user and dispatches commands to the algorithm and displays results of the algorithm.

• **Music Database module**: The music database is the online or offline collection of songs of the user.

• **User Constraints module**: This module contains all the user constraints. In the proposed system all the user constraints have been preset by the user depending upon his taste. These are the user behaviour given to the User Interface module.

• **Playlist Generation module**: This module is the where the core algorithm works. It uses the Tabu Search based Genetic Algorithm (T-GEN) to solve the automatic playlist generation problem. It uses the constraints from the Constraint Module and songs represented by song Ids from the Music Database to generate the final playlist (represented by song Ids) and delivers it to the User Interface. The UI fetches the songs from the music database and outputs the result to the user.

### 4.3. Implementation

The playlist generation problem is to automatically generate playlists that satisfies user constraints, from a large music database. A playlist is a set of songs from the music database. Each song is represented by a set of attributes. We have used 10 attributes in this system, namely: title, album, singer, lyricist, genre, mood, language, duration and year. Each song will have values for each of these attributes, and this will uniquely identify a song. In the proposed system, the set of songs in the playlist is represented by their songIds.

The fitness of a solution (playlist) is determined by the number of constraints satisfied by each song in the playlist. For the purpose of comparison between the two approaches, T-GEN and Genetic, 2 types of constraints have been used: Include and Exclude. The Include constraint mentions the attributes of songs which must be included in the playlist and the Exclude constraint mentions the attributes that must be excluded. The fitness is calculated by incrementing the value for each Include constraint attribute satisfied by each song in the playlist and by incrementing the value once if the Exclude constraint attribute is not present in any of the songs in the particular playlist. For a playlist P, and set of constraints C, the fitness function $F(P)$ can be given as in (1).

$$F(P) = \sum_{C_i \in C} satisfy(P, C_i)$$

(1)
where,

$$\text{satisfy}(P, C) = \begin{cases} 1, & \text{if } P \text{ satisfies } C \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (2)$$

The Tabu Search based Genetic Algorithm uses the basic structure of Genetic algorithm. The crossover function of genetic algorithm is incorporated with tabu search so as to bring in more diversity to the population. The prototypical algorithm of the tabu search based crossover function is given below.

```
Function tabu_crossover()
{
    TabuList ← ∅
    count ← 0
    while(count <= maxcount)
    {
        Select 2 parents from the mating pool, P_1 & P_2
        If P_1 ∈ TabuList
        {
            Generate neighbours of P_1
            Select best fit of neighbours, N_{best}
            P_1 = N_{best}
        }
        If P_2 ∈ TabuList
        {
            Generate neighbours of P_2
            Select best fit of neighbours, N_{best}
            P_2 = N_{best}
        }
        If TabuList = maxsize
        Pop First two elements
        Insert P_1 and P_2 into TabuList
        Perform single point crossover to generate offspring O_1 & O_2
    }
}
```

Algorithm 1. Algorithm of Function tabu_crossover()

The initial population is randomly generated and a Roulette wheel selection approach is used to select individuals in the mating pool. Parents are selected from the mating pool to generate offspring using the modified crossover function. The crossover probability of 0.7 is used for the process. Then single bit mutation with a probability of 0.1 is carried out on the population formed after crossover. For the mutation process, a point is randomly selected in the playlist and the particular songId is changed to another randomly generated number which indicates another song in the music database. The newly formed population acts as the next generation and the same process is carried out till the termination condition is reached. The functioning of the crossover process in T-GEN is as follows:

- The parents selected initially from the mating pool are put into the tabu list.
- A single point crossover is applied to the parents to generate offspring.
- Now on selecting parents again from the mating pool, we check whether these are the same as previously selected by checking the tabu list elements.
- If either of the parents are found to be the same, neighbours of the particular parents are generated using simple move operations like addition, subtraction and replacement.
• The best fit amongst the neighbours is selected to act as the parent. The newly selected parents are also added to the tabu list.
• If the tabu list exceeds its preset limit, the first in element is popped out.

5. Experimental Analysis

The tabu search based genetic algorithm, T-GEN, was tested along with the standard implementation of the genetic algorithm over the same set of inputs. T-GEN outperformed the standard genetic algorithm in all cases. For the experimental analysis, a music database with 5000 songs and a playlist size of 5 has been used. The number of constraints preset by the user is set to 20. Both the algorithms, T-GEN and genetic were made to run in the same program for 100 generations, using the same randomly created initial population. The results of the experiment are as shown in Fig.2. The program was made to run 25 times and the fitness of the final output (playlist) is plotted in each case. As seen from the graph, the proposed method satisfies all 20 constraints in most of the cases. This proves that by including a controlled diversity factor, the results can be improved.

Fig. 2. Graph representing comparative results

To prevent the issue of clones of the solutions being generated, a set operator can be used so as not to set the same solutions repeatedly. Though using the set operator overcomes the issue, it does not give good results as a small number of less fit and a small number of clones of highly fit individuals are necessary to drive the evolution process. Using the set operator, the clones are eliminated completely. T-GEN outperforms it as it does not completely stop clones of best fit individuals from being selected but ensures that these clone selection does not hinder the diversity. In does this by using the memory structure feature of tabu list which prevents previously selected solutions from being selected again for a specific time period.

For the purpose of experiment, the population size has been set to 25. The initial population is randomly generated and in each iteration, the average fitness of the population increases. Fig.3 shows the increase in value of best fit in each generation, on implementing T-GEN. The program was made to run for 100 generations. T-GEN reached the maximum fitness value of 20 in the 68th generation, thereby stopping the program there.
6. Conclusion and future work

Various kinds of promising music services have been proposed to deal with large music collections. This paper proposes a novel approach for automatic playlist generation by combining genetic algorithm and tabu search, and discusses the disadvantage of the existing system that the proposed system overcomes. The new approach, T-GEN, improves the diversity of the population and thereby enhances the output by generating fitter individuals.

As future work more number of constraints can be taken into account. Apart from the constraints preset by the user, data mining techniques can be used to derive constraints automatically depending on listening history of the user.
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