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Abstract—Porous La ¢Sty 4Co¢ ,Feg sO3_s ceramic films with different porosities were fabricated by constrained sintering on dense substrates of Gd-
doped ceria at 900-1200 °C. The actual digital three dimensional microstructures of the as-sintered films were reconstructed using focused ion beam/
scanning electron microscope tomography and their elastic moduli were calculated using finite element modelling based on the reconstructed
microstructures. The calculated moduli were found to be in good agreement with experimental results. Porosity was found to be the primary factor
influencing the elastic modulus. In order to explore the influence of microstructural features other than porosity the real microstructures, and arti-
ficial microstructures based on spherical mono-size particles, were coarsened numerically at constant porosity using a cellular automaton method.
The simulation results showed that in the initial stages of sintering, when interparticle necks are small, the modulus increases with the neck size.
However, as the coarsening increases further, the modulus becomes insensitive to the details of the microstructure and only depends on porosity.
The results also show that simulation gives inaccurate results if the ratio of characteristic length of the simulated volume to the characteristic length
of the microstructure is too small (less than approximately a factor of 8).

© 2015 Acta Materialia Inc. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/

4.0)).
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1. Introduction

The elasticity of porous solids has been extensively stud-
ied in the past few decades. Focus has been mainly on the
description and prediction of the porosity-dependent
mechanical properties such as effective strength, elastic
modulus and shear modulus, particularly for ceramic mate-
rials prepared by partial sintering of powders. The relation-
ships between elastic modulus and microstructure for
partially sintered powders are likely to be quite different
from those of similar porous material made by other pro-
cessing methods (e.g., foams and cellular ceramics) [1,2].

A number of equations, either empirical or semi-em-
pirical, have been proposed to relate elastic properties of por-
ous solids to fractional pore volume. These are based either
on fitting experimentally measured data or numerical
simulations of ideal regular microstructures. Recently a
thorough overview was given by Pabst et al. [3]covering most
elastic modulus—porosity relations proposed in the literature
and examining the theoretical background and merit of the
different relationships. Examples of these commonly used
expressions include the linear relationship first developed
by Fryxell and Chandler [4] for polycrystalline BeO and a
simple exponential relationship proposed by Spriggs [5] for
fitting the experimentally measured modulus of porous
ceramics. Other non-linear expressions include the Coble—
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Kingery non-linear relation [1] for solids containing isolated
pores, the Phani—Niyogi power-law relation [6,7] to better
describe the modulus-porosity data of porous solids over a
wide range of porosity and a non-linear relation proposed
by Hasselman [8] to ensure that the fitted modulus becomes
0 when porosity reaches 100%. However, most of the rela-
tions apply only for narrow ranges of porosity, specific mate-
rials or special cases, such as porous materials with a dilute
distribution of spherical pores. Furthermore these approach-
es do not explicitly take into account microstructural para-
meters other than porosity.

The aim of the present study is to explore how elastic
modulus of a typical partially sintered ceramic film depends
on its microstructure and whether factors other than poros-
ity have significant influence. This is based on both real 3D
microstructures of partially sintered films and artificial
microstructures formed from an initial random distribution
of uniform mono-size spherical particles. In order to exam-
ine microstructure parameters other than porosity, the
starting microstructures were coarsened by computer
simulation at constant porosity using a cellular automaton
(CA) method that mimics mass transport by evaporation
and condensation. The elastic properties of the original
and coarsened microstructures were then computed using
a mechanical FEM simulation and correlated with charac-
teristic quantifiable microstructural features.

The perovskite Lag¢Srg4Cog2Feqs0s_s (LSCF) is a
common cathode material used in intermediate tem-
perature solid oxide fuel cells (IT-SOFCs) [9,10] due to its
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stability, electro-catalytic activity for oxygen reduction, and
high electronic and ionic conductivity [11,12]. In this work
LSCF films were fabricated by slurry casting followed by
sintering at different temperatures ranging from 900 to
1200 °C, resulting in porous films having different pore vol-
ume fractions and microstructures. Tomography technique
(using either X-ray or FIB/SEM) has emerged over the past
few decades as one of the powerful tools for quantitative
characterisation and analysis of microstructural and func-
tional properties in many-body physics [13,14]. The actual
3D image based modelling was first made possible largely
thanks to the X-ray tomography employed [15,16]. Similar-
ly, the latter FIB/SEM tomography technique allows the
3D reconstruction and analysis of the real spatial
microstructures of porous electrodes [17] and has been used
in the past to relate their microstructure to electrochemical
performance [18-21]. The current study uses this approach
to correlate microstructure with elastic mechanical
properties.

2. Materials and methods
2.1. Specimen preparation and characterisation

Porous LSCF films were produced on dense substrates
of Ce9Gdy 10195 (CGO) by slurry casting and sintering
at 900, 1000, 1100 or 1200 °C as described previously [22].

The room temperature film-only elastic moduli were
determined for the as-sintered porous LSCF films by nanoin-
dentation using a diamond spherical indenter, based on the
Oliver—Pharr method [23], and the details are given in [22].
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The surface and cross-sectional microstructures of the
specimens were studied in 2D using a scanning electron
microscope (JSM-5610LV SEM, JEOL, Japan). For 3D
characterisation a focused ion beam/scanning electron
microscope (FIB/SEM) dual-beam instrument (Helios
NanoLab 600i, FEI, USA) was used for sectioning and
imaging sequential 2D cross-sectional surface images of
the porous specimens. Before FIB sectioning, the specimens
were impregnated with low viscosity epoxy resin under
vacuum to enhance the grayscale contrast and edge defini-
tion between the pore phase and solid phase, and to ensure
that the highly porous structures outside the sectioning
region remained intact. The so-called “shine-through”
effect could also be avoided by the resin impregnation
[24]. The specimen was then coated with a thin layer of gold
to provide good electronic conductivity and an additional
protective platinum layer of 1-2 pum thickness was then
deposited on the top surface of the specimen within the
FIB/SEM vacuum chamber in order to protect the upper
surface and to prevent charging during sectioning and
imaging.

A volume of interest (VOI) 20 x 15 x 20 um was
machined for serial sectioning with a cross-shaped fiducial
mark to facilitate automatic image registration. Artefacts
caused by tilting, drifting and curtaining were manually
corrected or minimised by optimising the working para-
meters [25]. A resolution of 12.5 nm/pixel was used for
SEM imaging and thus a 12.5 nm distance was also applied
between sectioning of two consecutive images, so that cubic
shape voxels were generated. As a result, several hundred
2D images were obtained for each VOI (e.g., Fig. 1(a)).
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Fig. 1. Segmentation and reconstruction: (a) sequential grayscale images acquired, (b) thresholding segmentation based on grayscale histogram, (c)
image stack after segmentation (black = pore, white = solid), (d) the reconstructed 3D microstructure generated, (e) 3D stress contour plot of the
actual microstructure using FEM and (f) 2D cross-sectional stress contour plot.
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In the current study, at least three VOIs at different loca-
tions of each individual specimen were characterised.

Image processing and reconstruction of the 3D
microstructure was carried out using Avizo Fire 8.0 3D
reconstruction software (VSG Co., USA). The reconstruc-
tion process involved: alignment of the image stack; image
refinement (removal of noise and gradients); adjustment of
image resolution (i.e. downsampling when a dataset was
too large); segmentation by grayscale thresholding; and
3D model generation.

The threshold value for binarising the images (i.e. seg-
mentation into pore and solid phases) was set to be the
minimum value between the two peaks in the grayscale his-
togram, as shown in Fig. 1(b). Applying this value to seg-
mentation of the initial images resulted in the binary
images shown in Fig. 1(c). The black areas (grayscale val-
ue =0) were assigned as pores and the white as solid
(LSCF). Once this was done for each 2D image, the pore
space and solid space were interconnected respectively
through the third dimension to generate the 3D reconstruc-
tion, as shown in Fig. 1(d). In addition, the demonstration
of typical simulation-generated stress distribution contours
of the actual microstructure in Fig. I(e and f) is to further
show the interest of such advantageous image based
computations.

The basic microstructural parameters including 2D pla-
nar porosities of serial images and 3D volumetric porosities
of microstructures were determined using Avizo’s quantifi-
cation module. The tortuosity of each phase was computed
using Avizo’s Centroid Path Tortuosity module and the par-
ticle/pore size and neck/aperture size distributions were
quantified using Avizo’s “Separate Objects” module [26]
based on watershed, distance transform and numerical
reconstruction algorithms [27,28].

After a solid/porous phase was separated into a group of
individual particles (or pores), the volume of each parti-
cle/pore was converted to an Equivalent Spherical Dia-
meter (ESD) for plotting particle/pore size distribution
histograms. Similarly, the surface area of a neck was con-
verted into an Equivalent Circular Diameter (ECD) for
neck size distribution analysis [29]. Note that the amount
of neck surface area was determined by the resulting trian-
gulated surfaces, which significantly increased the accuracy
of measurement compared to the use of pixelised surfaces.

2.2. Finite element modelling

For computational convenience, a smaller volume in the
range of 3°-12° um?®, consisting of 240-960 serial 2D
images, was extracted from the initial VOI for mechanical
modelling. This resulted in a 3D microstructural dataset
with voxel size 12.5°nm? The 3D reconstructed
microstructure was then processed using ScanIP 6.9 soft-
ware (Simpleware, UK) to generate tetrahedral meshes
for the solid phase, to be used in the FEM simulation.
The ScanIP module + FE Free meshing algorithm was used
which allowed adaptive mesh generation with varying mesh

element size depending on the microstructural feature size.
This generated at least 6 million tetrahedral elements for
each microstructure. The generation of such a large number
of elements took up to 3 h to finish on a workstation con-
figured with Intel Xeon 12-core 2.76 GHz processor and
96 GB RAM.

After mesh generation, the 3D microstructures were
exported as FE compatible models into Abaqus CAE 6.12
(Dassault Systemes, USA) for computing their effective elas-
tic moduli. The values of Young’s modulus and Poisson’s
ratio for the dense solid were E, =175 GPa and v, = 0.31
[30]. The simulation used the Abaqus Standard FE solver
based on the assumption that the solid was isotropic and lin-
ear elastic. The major axes of the simulation are denoted X
and Z, in the film plane, and Y normal to the film plane. The
boundary conditions applied are summarised in Table 1.
Each of the models was subjected to three simulation tests
(denoted Test 1, 2 and 3) to calculate the elastic modulus
along the three major axes (X, Y and Z). The boundary con-
dition Ul means displacement along the X axis, U2 along
the Y axis, and U3 along the Z axis. The negative displace-
ments correspond to compression.

Boundary conditions were also applied to constrain the
degree of freedom of the normal displacements for the
nodes on the model’s other surfaces parallel to the forced
displacement so that these surfaces could contract or
expand freely once the forced displacement was applied.

The resultant total normal reaction force on the dis-
placed surface was obtained from the simulation so that
the effective elastic modulus (£2) of the 3D microstructure
could be determined using the total surface area of the dis-
placed surface of the VOI to calculate the average applied
stress. Each elastic modulus computing process generally
completed within only 30 min due to the FEM involving
only single phase models for simple and small linear elastic
deformation. The accumulative time spent in processing,
meshing and modelling the datasets could be relatively
noticeable. However, it should be emphasised that only
by doing so can the structure anisotropy as well the effect
on elastic modulus of other factors (such as neck size) be
evident.

3. Results and discussion
3.1. Quantification of microstructural parameters

The reconstructed 3D microstructures are shown in
Fig. 2(a—d) in the order of increasing sintering temperature
from 900 to 1200 °C. From these reconstructed microstruc-
tures, the gradual densification due to the increasing sinter-
ing temperature can be readily observed.

The corresponding volume fractions and tortuosities of
the solid and pore phases are shown in Fig. 3.

As expected, with increasing sintering temperature the
total porosity decreased from 46.9 + 2.2% to 15.2 + 1.2%.
Similar tortuosities were found for both solid and pore

Table 1. Boundary conditions and displacements applied for each model in FEM.

Test no. Axis Boundary conditions applied Displacement applied (Pixel)
1 X Xmin: Ul =0; Ymin: U2 =0; Zmin: U3 =0 Xmax: Ul = —1

Y Xmin: Ul =0; Ymin: U2 =0; Zmin: U3 =0 Ymax: U2 = —1
3 zZ Xmin: Ul =0; Ymin: U2 =0; Zmin: U3 =0 Zmax: U3 = -1
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Fig. 2. Examples of the reconstructed 3D microstructures of the 900—
1200 °C as-sintered LSCF films, with solid being LSCF and voids
being pores.
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Fig. 3. Comparison of 3D porosities and tortuosities for solid and
pore phases in films sintered at different temperatures.

phases in the specimen sintered at 900 °C, with a value of
approximately 1.4. This similarity was expected as the por-
osity was close to 50%. As the porosity reduced, the tortu-
osity of the pore phase significantly increased, reflecting
much more tortuous pore connectivity in the films after sin-
tering at higher temperatures. On the other hand, the tortu-
osity of the solid phase decreased and approached unity as
the density increased.

The mean values and standard deviations of the number
distributions of particle size (equivalent spherical diameter,

Table 2. Particle size (ESD) and neck size (ECD) distribution
parameters.

Sintering temperature (°C) ESD (nm) ECD (nm)
900 470 £ 180 123 £ 66

1000 850 + 290 191 + 101
1100 1280 + 430 440 + 245
1200 1700 + 630 706 + 418

ESD) and inter-particle neck size (equivalent circular dia-
meter, ECD) of the separated solid particles for each sinter-
ing temperature are summarised in Table 2.

As expected, there is a gradual increase of both particle
size and neck size with increasing sintering temperature.

3.2. FEM of elastic modulus

3.2.1. Comparison of FEM-derived elastic moduli with
nanoindentation measurements

The elastic modulus derived from FEM for each speci-
men is compared in Fig. 4 with that measured previously
by nanoindentation [22].

The average elastic modulus calculated from the
microstructures is found to increase threefold from
28 +7 GPa for a sintering temperature of 900 °C to
117 + 7 GPa for the specimen sintered at 1200 °C. It is also
clear from Fig. 4 that for all the samples that the elastic
modulus normal to the film plane (Y axis) was larger than
those in the film plane (X and Z axes). This type of aniso-
tropy is expected from the constrained sintering of the film,
which induces a tensile stress in the film plane during sinter-
ing and consequent anisotropy in the microstructure [31].

The anisotropy in the elastic modulus was quantified by
calculating the degree of anisotropy, DA = 1—(EI + E3)/
(2 x E2), now that E2 was always larger than EJ and E3
in the study. Thus DA =0 corresponds to fully isotropic,
and DA =1, fully anisotropic. It is found that the DA
decreased from approximately 0.47-0.11 as the sintering
temperature increased from 900 to 1200 °C (i.e. became
more isotropic). Despite the complication of anisotropy,
the elastic modulus measured by nanoindentation for each
sintering temperature was in good agreement with that cal-
culated from the microstructure, and averaged over the
three principal directions, to within experimental error.

3.2.2. Dependence of elastic modulus on porosity
Fig. 5 plots the relationship of the elastic moduli
obtained by both FEM and nanoindentation with the
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Fig. 4. Comparison of elastic moduli measured by nanoindentation
(Enan) and calculated by FEM. EI is the FEM modulus in the X
direction, E2 in Y and E3 in Z. Eavg is the averaged value of EI, E2
and E3. The degree of anisotropy (DA) for each type of microstructure
is also plotted.
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Fig. 5. Elastic moduli derived from FEM and nanoindentation as a
function of porosity. The shaded areas are the corresponding standard
deviation areas expected.

porosity of the corresponding microstructure. The dotted
lines in the figure correspond to linear fits. Note that the
previously measured nanoindentation result for the zero
porosity bulk sample is also plotted. In addition, the mod-
elled elastic modulus of an artificial microstructure with
approximately 44.6% porosity as described later is shown
to fall well in the expected range. This will be further dis-
cussed in the later section.

3.3. Numerical microstructure modification at constant
porosity and influence on elastic modulus

3.3.1. Numerical microstructural modification

In order to investigate how parameters other than por-
osity would influence the elastic modulus of the porous
microstructures, a cellular automaton (CA) algorithm
method [32] was used to coarsen the original 3D
microstructures. This simulation corresponds to material
transport by evaporation/condensation and so does not
lead to densification (maintains constant porosity). In the
coarsening simulation the microstructure evolved in a
sequence of “time steps”. In the present simulation these
have no physical meaning, but in principle are related to
the rate of evaporation of the solid material. An example
of the morphological changes induced by the coarsening
simulation applied to the microstructure of the film sintered
at 1000 °C is shown in 2D in Fig. 6. The microstructural
parameters and elastic moduli of the modified microstruc-
tures were then computed.

Tortuosity for all the original and modified microstruc-
tures including particles and pores were computed and are
summarised in Fig. 7(a). The plot reveals that the
microstructure evolution had little effect on tortuosity of
either the solid or the pores.

The mean and standard deviation for the distributions
of ESD of the computationally separated particles and
pores in the modified microstructures are compared with
the original ones in Fig. 7(b). The results show that the
pores and particles both increase in size as expected. It
should be noted that the large error bars do not represent
errors but correspond to the standard deviations as a result
of size distribution measurements.

The mean and standard deviation for the distributions
of ECD for inter-particle necks of the computationally

Fig. 6. Microstructure evolution simulated by the coarsening algo-
rithm applied to the microstructure of the film sintered at 1000 °C after
(a) 0 and (b) 20 time steps. White pixels represent solid and black pore
phase.

separated particles in the modified microstructures are
compared with the original ones in Fig. 7(c). The results
show that the necks increase in size as expected.

3.3.2. Effect of coarsening on elastic modulus of the film
microstructures

After microstructure modification for different numbers
of time steps (i.e. 2, 5, 10 and 20) using the CA based
method, the elastic modulus of the coarsened microstruc-
tures was calculated by FEM. To facilitate comparison,
the computed elastic moduli for each time step were aver-
aged over the values for the three principal directions and
then normalised relative to the average value for the origi-
nal microstructure. The results are plotted in Fig. 8.

Hardy and Green [33] studied the elastic modulus of
partially sintered alumina and found significant increase
in elastic modulus with even minimal densification which
they ascribed to neck growth by surface diffusion. Howev-
er, the simulations in the current study display a different
behaviour in that in only one case does the modulus
increase with neck size and in one case there is a marked
reduction in modulus. In order to understand this, similar
coarsening simulations were carried out on artificial
microstructures formed from initially spherical particles.
As far as we were aware of, the CA algorithm did not gen-
erate any bias in the porosity and surface area to volume
ratio of the microstructures in the course of modification.
As will be returned to in further details in the later discus-
sion, the difference of increase and decrease in modulus is a
result of the critical volume size being satisfied or not after
coarsening (here only the 900 °C sample does). The much
larger drop in modulus for the 1000 °C sample is due to
the relatively greater change in microstructure compared
with the ones for 1100 °C and 1200 °C after coarsening,
as the initial microstructures of the latter two already pos-
sess larger particles and thus the coarsening generates
smaller relative changes in the microstructures, as also sug-
gested by Fig. 7(b and c).

3.4. Modulus and coarsening of artificial microstructures

In the light of work done by Rhazaoui et al. [34], the
starting artificial microstructure was generated by random-
ly packing a cube of a volume size = 200° voxel (i.e. pixel®)
with two types of mono-size spheres (diameter = 20 pixel
and 10 pixel, respectively) representing the solid and pore
phases. Once the cube was densely packed with spheres in
tangent contact, the spheres representing pores were
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Fig. 7. Comparison of microstructural parameters before and after
microstructural modification for 20 time steps, (a) tortuosity factors,
(b) ESD of separated particles and pores and (c) ECD of the necks
between separated particles.

removed and, together with the unfilled regions, the total
voids in the cube now represented the real pore phase. This
resulted in a total porosity of ~44.6% in the cubic
microstructure. As with the real microstructures, the start-
ing artificial microstructure was coarsened using the CA
algorithm while the porosity was kept constant. In this
way, a series of modified microstructures was successively
generated after different numbers of time steps (2, 4, 20,
40, 70, 100 and 200).

Fig. 9 shows examples of the 2D cross-sectional images
of the same plane as the microstructure evolved (in which
white represents solid and black pores) and the correspond-
ing 3D representations.
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Fig. 8. Comparison of the averaged normalised elastic moduli
estimated by FEM for original and modified microstructures.

The images in Fig. 9(b and c) show that at short times (2
and 4 time steps) the necks between the particles are formed
and the original particles are still discernable. However,
after further coarsening the identity of the original particles
is lost and an overall interconnected solid network has
formed. In the later stages, coarsening “magnifies” the net-
work in what appears to be a self-similar manner (i.e. the
microstructures after 70 time steps and above appear to dif-
fer only in magnification).

By using the same methods of 3D reconstruction and
FEM as for the LSCF microstructures, the elastic modulus
of each modified microstructure in the three principal direc-
tions was estimated, and the results are presented in Fig. 10.

In principle the elastic modulus of these artificial
microstructures should be isotropic. The results in Fig. 10
show that this is the case after short coarsening times, but
a small anisotropy appears to develop as the coarsening
increases. This is an artefact of the scale of the microstruc-
ture compared with the scale of the VOI and will be
returned to in the later discussion.

Fig. 10 shows that as a result of coarsening the elastic
modulus first increased significantly until the number of
time steps reached approximately 40, after which a gradual
fall took place. Comparison with the evolving microstruc-
tures in Fig. 9 shows that the initial increase is due to the
growth of necks at the particle contacts which increases
the size of the load-transmission areas between particles.
Once the identification of particles in the microstructure
is no longer possible, the concept of load transmission at
necks between particles becomes meaningless.

The fall in modulus for time steps >40 is unexpected and
therefore it was considered necessary to examine the influ-
ence of sampling in the calculation of the elastic modulus.
In particular, a sufficiently large volume must be simulated
in order to be statistically representative of the porous
material [35]. Such a volume is known as a representative
volume element (RVE) [36]. Any modelled volume larger
than the critical minimum RVE can be regarded represen-
tative. However, a small RVE is desirable from the point
of view of computational efficiency and therefore in prac-
tice a compromise is necessary.

The determination of the minimum RVE size of a non-
uniform microstructure containing randomly distributed
particles has been extensively studied in the past years,
using various statistical-numerical analyses [35-41]. The
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Fig. 10. Computed elastic moduli in the three principal directions and
the average value for the artificial microstructures coarsened for
varying time steps.

general approach is to link the size of the RVE to the size of
critical features, such as particles, in order that the effective
macroscopic property under consideration is estimated to
within a given precision (usually a relative error ~5%).
For example, Van Mier [41] reported the critical RVE lin-
ear size to be approximately 7-8 times the largest inclusion
or particle size for estimating the properties of concrete.
For a volume larger than the minimum RVE size, the over-
all property computed would be insensitive to the volume
size, the sampling location and the number of samples [39].

In order to examine this in the present study the artificial
microstructure coarsened for 20 time steps was selected and
being typical of having a large volumetric cube side (L) of
200 pixel and particle size (D) of 20 pixel. The coarsened
microstructure was partitioned into a set of 8 equal size
cubes with L =100 pixel and a set of 64 cubes with
L =50 pixel as shown in Fig. 11.

Fig. 11. Examples of the two partitioning procedures to generate
smaller volumes for calculating the elastic modulus of the artificial
microstructure coarsened for 20 time steps (a) volume size = 200 -
pixel®, (b) 100° pixel®, and (c) 50° pixel>. Transparent boxes mark the
partitioning of smaller volumes from larger volumes.

The results are summarised in Table 3 in terms of mean
values and +one standard deviation for the smaller volume
sets. Only 11 of the 64 smallest volumes were analysed to
save computational time. The results show that as the
RVE decreases, the standard deviations of both the poros-
ity and the elastic modulus increase. This is to be expected
as the statistically varying relative differences between the
individual volumes are larger as the volumes become small-
er. However, the smaller volumes also introduced a bias in
the mean values such that the porosity appeared larger and
the elastic modulus smaller as volume decreased. The bias
in the mean value of the computed modulus is suggested
to be caused by larger relative heterogeneity in the smaller
volumes as reflected in the increased standard deviation.
The more heterogeneous the microstructure, the greater is
the effect of the more compliant parts of the structure which
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Table 3. Averaged estimation of 3D porosity and elastic modulus for
different sets of volume.

Volume size (pixel3) Porosity (vol.%)  Elastic modulus (GPa)

50° 468 £6.3 40.5+11.6
1003 4.6+ 1.4 439 +26
200° 44.6 46

results in a lower apparent modulus. For the volume of
100° pixel® the relative error in the mean of the modulus,
compared with the result for the full volume, is 2.1/46 or
4.6% which suggests that the critical L/D ratio is greater
than 5. The reason for the bias in the mean value of poros-
ity of the smallest volume is attributed to the limited sample
number.

It is therefore likely that the reduction in computed elas-
tic modulus for the coarsened real and artificial microstruc-
tures observed at the higher levels of coarsening is an
artefact caused by the volume being much smaller than
the minimum RVE required for the coarser microstructures.
The results in Fig. 10 show that the reduction in computed
modulus becomes evident for coarsening beyond 40 time
steps for which L/D = 200/25.7 =7.8. This value is close
to other reported values for the critical L/D in the literature.
Cai et al. [42] suggested a critical L/D of 7.5 for fuel cell
anode microstructures of 21.5% porosity and a critical value
of 7 was reported by Joos et al. [43] for cathode microstruc-
tures containing 30-50% porosity. In conclusion, the results
from the analysis of the coarsened artificial microstructures
indicate that when the original particles are still identifiable
in the microstructure, the elastic modulus increases as the
relative neck size to particle size increases. However, once
the original particles are no longer discernable the modulus
is relatively insensitive to the details of the microstructure
and depends only on porosity. For the coarsening model
used in this study, the microstructures eventually become
self-similar and differ only in scale.

To assess this effect of RVE on the coarsened
microstructures of the LSCF films, the ratio of L/D was
calculated for each case and the results are plotted in
Fig. 12 along with the minimum L/D ratio (shown as a
horizontal red line) required for a volume to be
representative.

The results show that only in the case of the film sintered
at 900 °C can the original and coarsened microstructures be
considered to have been analysed at an appropriate RVE.
The other as-sintered microstructures are close to the criti-
cal RVE, but as they are coarsened the volumes become too
small to be truly representative. Thus the observed reduc-
tion in modulus with coarsening is most likely an artefact
of the volumes becoming progressively smaller than the cri-
tical RVE value.

Returning to the results of the simulations using the arti-
ficial microstructures, in the light of the discussion above,
the modulus for the microstructure after coarsening for
40 time steps gives the best estimate for a well-developed
typical microstructure and, for LSCF gives a modulus of
47 GPa at a porosity of 45%. This is shown plotted in
Fig. 5 together with the experimental results with which it
is in good agreement. This supports the general conclusion
that in porous ceramics made from partially sintered pow-
der particles porosity is the key variable and detailed fea-
tures of the microstructure have only minor influence.

14

4
12 A

10 A

Actual L/D ratio

——900 °C ——1000 °C 1100 °C 1200 °C ——Min L/D‘
0 T T T
0 5 10 15 20

Number of time steps

Fig. 12. Comparison of the actual L/D ratios for all sets of
microstructures and the previously derived Minimum ratio (Min L/
D = 7.8, shown as a red line). (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of
this article.)

4. Conclusions

The elastic moduli of the porous LSCF films produced
in this study were reliably calculated using FEM based on
the 3D microstructures reconstructed using FIB/SEM
tomography. The computed moduli were in good agree-
ment with experimental values previously measured by
nanoindentation of the same films. The calculated moduli
perpendicular to the film plane was up to approximately
40% larger than the modulus in the film plane. This is a
consequence of anisotropy in the microstructure which is
caused by constrained sintering of the films. The anisotropy
decreased to approximately 10% as both the porosity and
pore size decreased.

The main microstructure parameter influencing elastic
modulus is porosity. Simulations with artificial microstruc-
tures sintering with an evaporation/condensation process,
showed that in the early stages of sintering (at constant por-
osity) neck growth between particles had a significant effect
on the modulus which increased by approximately 30%
during this initial period. However, once microstructure
became “mature” (i.e. when the initial particles could no
longer be identified) further coarsening resulted in self-simi-
lar microstructures with no change in modulus. Coarsening
simulations of the real film microstructures showed that
only the film with the lowest density did not have a “ma-
ture” microstructure. For this film the coarsening simula-
tions showed a modest increase in modulus of less than
10% due to continuing neck growth. All the other films
showed an apparent decrease in modulus with simulated
coarsening. This is caused by a sampling artefact and it is
likely that the un-coarsened microstructures of these films
were already “mature” and that the coarsening gave self-
similar microstructures with constant modulus.

It was found that there existed a critical minimum ratio
of the linear dimension of the representative volume ele-
ment (RVE) L, and the “particle” diameter (or characteris-
tic feature size) of the microstructure D, for determining a
statistically representative elastic modulus (to within 5% of
the true value) by FEM simulation. Below this critical value
of 8, the heterogeneity of the porous microstructure leads
to FEM underestimating the true modulus.
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The modulus calculated for a “mature” microstructure
formed from an initial assembly of mono-size spherical par-
ticles was in good agreement with the experimentally mea-
sured modulus and that calculated by FEM from the real
microstructure of a film of the same porosity. This confirms
that for porous ceramics made from partially sintered pow-
der particles, porosity is the key variable that controls elas-
tic modulus and that other features of the microstructure
have only minor influence.
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