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Abstract

In this paper we investigate the motion of a rigid ball surrounded by an incompressible perfect fluid
occupying RN . We prove the existence, uniqueness, and persistence of the regularity for the solutions of
this fluid-structure interaction problem.
© 2008 Elsevier Inc. All rights reserved.

Keywords: Euler equations; Fluid-rigid body interaction; Exterior domain; Classical solutions

1. Introduction

We consider a homogeneous rigid body occupying a ball B(t) ⊂ RN (N � 2) of radius one
and which is surrounded by a homogeneous incompressible perfect fluid. We denote by Ω(t) =
RN \ B(t) the domain occupied by the fluid, and write merely B = B(0) = {x; |x| < 1} and
Ω = Ω(0) = {x; |x| > 1}. The equations modeling the dynamics of the system read

∂u

∂t
+ (u · ∇)u + ∇p = g, in Ω(t) × [0, T ], (1.1)

divu = 0, in Ω(t) × [0, T ], (1.2)
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u · n = (
h′ + r × (x − h)

) · n, on ∂Ω(t) × [0, T ], (1.3)

lim|x|→∞u(x, t) = u∞, (1.4)

mh′′ =
∫

∂Ω(t)

pndσ + frb, in [0, T ], (1.5)

J r ′ =
∫

∂Ω(t)

(x − h) × pndσ + Trb, in [0, T ], (1.6)

u(x,0) = a(x), x ∈ Ω, (1.7)

h(0) = 0 ∈ RN, h′(0) = b ∈ RN. (1.8)

In the above equations, u (respectively p) is the velocity field (respectively the pressure) of
the fluid, g is the external force field applied to the fluid (assumed for simplicity to be defined
on RN × [0, T0]), frb (respectively Trb) stands for the external force (respectively the external
torque) applied to the rigid body, m (respectively J ) is the mass (respectively the inertia matrix)
of the ball, h denotes the position of the center of the ball, assumed to be 0 at t = 0, r is the
angular velocity of the ball, n is the unit outward normal vector to ∂Ω , and u∞ is a given
constant vector. As x − h = −n on ∂Ω(t), (1.3) reduces to

u · n = h′ · n, (1.9)

whereas (1.6) simplifies into J r ′ = Trb. It follows that the dynamics of r , which has no influence
on the dynamics of u and h, may be ignored.

As in most of fluid-structure interaction problems, one of the main difficulties in proving
the wellposedness of (1.1)–(1.8) comes from the fact that the domain occupied by the fluid is
variable and not a priori known. If in the last decade a large number of papers have been devoted
to the wellposedness of fluid-structure interaction problems involving a viscous fluid (that is,
governed by Navier–Stokes equations), the motion of a rigid body in a (not potential) Eulerian
flow has been investigated only in a few papers. In [11], the existence and uniqueness of a (global)
classical solution of (1.1)–(1.8) was established when N = 2. A result in the same vein was
obtained in [12] for a body of arbitrary form, again for N = 2. The aim of this paper is to extend
the results of [11] to a space of arbitrary dimension N (N ∈ {2,3} in practice), and to any order of
smoothness. We shall for instance establish the existence of C∞ smooth (global) solutions when
N = 2. Moreover, the fluid considered here will have a (not necessary null) limit at infinity, and
will undergo the action of a force. It is clear that a suitable wellposedness theory is required if we
have in mind to prove control results in the spirit of those in [5]. Notice that another application
concerns inverse problems. In [4], is was proved that a moving ball surrounded by a potential
fluid occupying a bounded domain in R2 can be detected thanks to a measurement at some time
of the velocity of the fluid on some part of the boundary of the domain.

In this paper, the wellposedness of (1.1)–(1.8) is tackled in a direct way, without proving a
similar result for Navier–Stokes equations as in [11,12]. This results in a direct and shorter proof.
The method of proof combines the study of a variant of Leray projector designed to eliminate
the pressure and to take into account the dynamics of the solid, to the classical approach for the
wellposedness of Euler equations due to R. Temam [13,14], T. Kato [7], and Kato, Lai [8], which
is based upon certain a priori estimates and a Galerkin method. For the sake of shortness, we
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shall derive the existence of smooth solutions from an abstract result given in [8], although a
direct proof as in [13] could certainly be done.

To state the results, we introduce the usual solution v∞ = v∞(y) of the system

curlv∞ = 0, in Ω,

divv∞ = 0, in Ω,

v∞ · n = 0, on ∂Ω,

lim|y|→∞v∞(y) = u∞.

Simple calculations give

v∞(y) = u∞ + 1

(N − 1)|y|N+2

(|y|2u∞ − N(u∞ · y)y
)
. (1.10)

Notice that v∞(·) − u∞ ∈ Ws,p(Ω) for all s � 0 and all p ∈ (1,+∞]. In order to write the
equations of the fluid in a fixed domain, we perform a change of coordinates. For any y ∈ Ω =
Ω(0) and any t ∈ [0, T ], we set v(y, t) = u(y + h(t), t) − v∞(y), q(y, t) = p(y + h(t), t),
f (y, t) = g(y + h(t), t), and l(t) = h′(t).

Then, the functions (v, q, l) satisfy the following system:

∂v

∂t
+ (v∞ + v − l) · ∇(v∞ + v) + ∇q = f, in Ω × [0, T ], (1.11)

divv = 0, in Ω × [0, T ], (1.12)

v · n = l · n, on ∂Ω × [0, T ], (1.13)

lim|y|→∞v(y, t) = 0, (1.14)

ml′ =
∫

∂Ω

qndσ + frb, in [0, T ], (1.15)

v(y,0) = a(y) − v∞(y), y ∈ Ω, (1.16)

l(0) = b. (1.17)

For the sake of shortness, if H denotes any space of real-valued functions, we write v ∈ H

when each component vi of v belongs to H . For any s � 1, we denote by Ĥ s(Ω) the homoge-
neous Sobolev space

Ĥ s(Ω) = {
q ∈ L2

loc(Ω)
∣∣ ∇q ∈ Hs−1(Ω)

}
,

where q ∈ L2
loc(Ω) means that q ∈ L2(Ω ∩ B0) for all open balls B0 ⊂ RN with B0 ∩ Ω 
= ∅.

Throughout the paper, s0 will denote the number

s0 = [N/2] + 2,

so that Hs−1(Ω) ⊂ L∞(Ω) for each s � s0. (s is assumed to be an integer.) The main result in
this paper is the following one.
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Theorem 1.1. Let s � s0, u∞ ∈ RN , a ∈ v∞ +Hs(Ω), where v∞ is given by (1.10), b ∈ RN , f ∈
C([0, T0];Hs(Ω)), and frb ∈ C([0, T0]). Assume that diva = 0 and (a−b) ·n|∂Ω

= 0. Then there
exist a time T � T0 and a solution (v, q, l) of (1.11)–(1.17) such that v ∈ C([0, T ];Hs(Ω)),
q ∈ C([0, T ]; Ĥ s(Ω)) and l ∈ C1([0, T ];RN). Such a solution is unique up to an arbitrary
function of t which may be added to q . Furthermore, T does not depend on s.

Remark 1.2. (1) It follows from (1.11) that v ∈ C1([0, T ];Hs−1(Ω)).
(2) Theorem 1.1 can be extended to the case when the external force field f has a nonzero limit

at infinity (e.g. if f stands for the gravity force). Let f∞(t) := lim|y|→∞ f (y, t) and f̃ (y, t) :=
f (y, t) − f∞(t). If f̃ ∈ C([0, T0];Hs(Ω)) and (ṽ, q̃, l̃) is the solution of (1.11)–(1.17) corre-
sponding to a, b, f̃ and f̃rb = frb + ∫

∂Ω
(f∞(t) · y)ndσ , then (v, q, l) = (ṽ, q̃ + f∞(t) · y, l̃)

solves (1.11)–(1.17) with the forcing terms f,frb in (1.11) and (1.15), respectively.
(3) It is sufficient to prove Theorem 1.1 with frb ≡ 0. Indeed, introducing a function qrb ∈

C([0, T0];Hs+1(Ω)) with
∫
∂Ω

qrb(y, t)ndσ = frb(t) and setting q̂ = q(y, t) + qrb(y, t), f̂ =
f + ∇qrb, then (1.11) and (1.15) hold with (q̂, f̂ ,0) substituted to (q, f,frb). We shall assume
thereafter that frb ≡ 0.

Finally, the existence of global smooth solutions can be asserted when N = 2.

Corollary 1.3. Assume that N = 2 and that s, T0, u∞, a, b, f and frb are as in Theorem 1.1, with
curla ∈ Lp(Ω) and curlf ∈ L1(0, T0;Lp(Ω)) for some p ∈ [1,2). Then we can pick T = T0 in
Theorem 1.1.

We stress that Corollary 1.3 does not follow from [11], since there is a gap between the
regularity of the solutions provided in [11] (namely, v ∈ C1(Ω) ∩ H 1(Ω)) and the minimal
regularity required in Theorem 1.1 (v ∈ H 3(Ω)). To prove Corollary 1.3, we use the well-known
fact (see e.g. [2]) that a solution remains smooth as long as its vorticity is uniformly bounded.

If we compare the results in this paper with the ones in [9–12], we notice that no weighted
Sobolev space is involved here. This follows from the crucial observation that ∇v can be esti-
mated in function of the vorticity ω = curlv in the same usual Sobolev space Hs(Ω), without
incorporating any weight.

The paper is outlined as follows. Section 2 provides some background on Kato–Lai theory.
Section 3 is concerned with the proof of Theorem 1.1. It begins with the study of the projector
which has to be substituted to Leray projector in order to take into account the motion of the rigid
ball. Then we apply Kato-Lai theory to a certain abstract system, and we check that the solution
provided by that theory is indeed a solution of the original fluid-structure interaction problem.
Section 3 is concerned with the proof of Corollary 1.3. It contains the proof of several a priori
estimates relating the velocity to the vorticity in an exterior domain.

2. Proof of Theorem 1.1

2.1. Kato–Lai theory

In this section we review briefly Kato–Lai theory and introduce some notations. The reader is
referred to [8] for more details. Let V,H,X be three real separable Banach spaces. We say that
the family {V,H,X} is an admissible triplet if the following conditions hold.
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(i) V ⊂ H ⊂ X, the inclusions being dense and continuous.

(ii) H is a Hilbert space, with inner product (.,.)H and norm ‖ · ‖H = (.,.)
1
2
H .

(iii) There is a continuous, nondegenerate bilinear form on V × X, denoted by 〈.,.〉, such that

〈v,u〉 = (v,u)H for all v ∈ V and u ∈ H. (2.1)

Recall that the bilinear form 〈v,u〉 is continuous and nondegenerate when

∣∣〈v,u〉∣∣ � C‖v‖V ‖u‖X for some constant C > 0; (2.2)

〈v,u〉 = 0 for all u ∈ X implies v = 0; (2.3)

〈v,u〉 = 0 for all v ∈ V implies u = 0. (2.4)

A map A : [0, T ]×H → X is said to be sequentially weakly continuous if A(tn, vn) ⇀ A(t, v)

in X whenever tn → t and vn ⇀ v in H . We denote by Cw([0, T ];H) the space of sequentially
weakly continuous functions from [0, T ] to H , and by C1

w([0, T ];X) the space of the functions
u ∈ W 1,∞(0, T ;X) such that du/dt ∈ Cw([0, T ],X).

We are concerned with the Cauchy problem

dv

dt
+ A(t, v) = 0, t � 0, v(0) = v0. (2.5)

The Kato–Lai existence result for abstract evolution equations is as follows.

Theorem 2.1. (See [8, Theorem A].) Let {V,H,X} be an admissible triplet. Let A be a sequen-
tially weakly continuous map from [0, T ] × H into X such that〈

v,A(t, v)
〉
� −β

(‖v‖2
H

)
for t ∈ [0, T ], v ∈ V, (2.6)

where β(r) � 0 is a continuous nondecreasing function of r � 0. Then for any u0 ∈ H there is a
time T > 0, T � T0, and a solution v of (2.5) in the class

v ∈ Cw

([0, T ];H ) ∩ C1
w

([0, T ];X)
. (2.7)

Moreover, one has ∥∥v(t)
∥∥2

H
� γ (t), t ∈ [0, T ], (2.8)

where γ solves the ODE γ ′(t) = 2β(γ (t)), γ (0) = ‖v0‖2
H .

3. Proof of Theorem 1.1

In this section, we put system (1.11)–(1.17) (with frb ≡ 0) in the form (2.5) in order to apply
Theorem 2.1.
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Pick s � s0 and define the (uniform) density of the ball as ρ = m/|B|, where |B| stands for
the Lebesgue measure of the ball B . Let X = L2(RN) be endowed with the scalar product

(u, v)X =
∫
Ω

u(x)v(x) dx + ρ

∫
B

u(x)v(x) dx.

We introduce the (closed) subspace

X∗ = {
u ∈ X; divu = 0 on RN and u = const on B

}
.

For any u ∈ X∗, we denote by lu the unique vector in RN such that u(x) = lu a.e. on B . Let
H = {u ∈ X;u|Ω ∈ Hs(Ω)} = Hs(Ω) ⊕ L2(B) be endowed with the scalar product

(u1, u2)H = (u, v)Hs(Ω) + ρ(u1, u2)L2(B).

Finally, following Kato–Lai, we define V as the space of functions v ∈ H such that v|Ω belongs
to D(S)N , where S is the nonnegative selfadjoint operator S : D(S) ⊂ L2(Ω) → L2(Ω) defined
by

(Sf,g)L2(Ω) = (f, g)Hs(Ω) ∀f ∈ D(S), ∀g ∈ Hs(Ω).

Recall that S is the elliptic operator Sf = ∑
|α|�s(−1)|α|∂2α with Neumann boundary condi-

tions, and that D(S) ⊂ H 2s(Ω). V is endowed with the scalar product

(v1, v2)V = (v1, v2)H 2s (Ω) + ρ(v1, v2)L2(B).

To emphasize the dependence in s, at some places we shall write Xs,Hs,Vs instead of X,H,V .
Clearly, X, H and V are Hilbert spaces, and the inclusions in V ⊂ H ⊂ X are continuous and
dense. Introduce the bilinear form on V × X

〈v,u〉 =
( ∑

|α|�s

(−1)|α|∂2αv,u

)
L2(Ω)

+ ρ(v,u)L2(B).

Notice that

〈v,u〉 = (v,u)H for all v ∈ V, u ∈ H.

Clearly, the conditions (2.2) and (2.3) are satisfied. (2.4) follows from the self-adjointness of S.

3.1. Determination of the projector

Let P denote the orthogonal projection from the space X = L2(RN), endowed with the scalar
product (.,.)X , onto X∗, and Q = 1−P . To prove that P(H) ⊂ H , we need to compute explicitly
P(u) for any u ∈ X. This is done in the following proposition.
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Proposition 3.1.

(i) Pick any u ∈ X. Then

P(u) =
{

u − ∇ϕ in Ω,

l in B,

where ϕ(x) = ϕu(x) + (l · x)(N − 1)−1|x|−N , ϕu is the unique solution in Ĥ 1(Ω) of the
elliptic problem {

�ϕu = divu in Ω,
∂ϕu

∂n
= u · n on ∂Ω,

and

l =
(

|B| + |∂B|
N(N − 1)

)−1(∫
B

u(x)dx +
∫
∂B

ϕundx

)
.

(ii) P maps Hs into Hs continuously for any s � 1.

Proof. (i) We write X∗ = X1 ∩ X2, where X1 := {u ∈ X; u = const in B} and X2 := {u ∈
X;divu = 0 in RN }. Obviously X⊥

1 + X⊥
2 ⊂ X⊥∗ . Clearly

X⊥
1 =

{
v ∈ X; v = 0 in Ω and

∫
B

v(x) dx = 0

}
.

We claim that

X⊥
2 = {

v = 1Ω∇ϕΩ + 1B∇ϕB; ϕΩ ∈ Ĥ 1(Ω), ϕB ∈ H 1(B) with ϕΩ − ρϕB = 0 on ∂Ω
}
,

where 1Ω and 1B denote the characteristic functions of Ω and B , respectively. Indeed, if v ∈ X⊥
2 ,

then by a classical result (see e.g. [15]) there exist two functions ϕΩ ∈ Ĥ 1(Ω) and ϕB ∈ H 1(B)

such that v = ∇ϕΩ in Ω and v = ∇ϕB in B . Pick any u ∈ X2 ∩ H 1(RN). Then we have

0 = (u, v)X

=
∫
Ω

u · ∇ϕΩ dx + ρ

∫
B

u · ∇ϕB dx

=
∫

∂Ω

ϕΩu · ndσ + ρ

∫
∂B

ϕBu · ndσ

=
∫

∂Ω

(ϕΩ − ρ ϕB)u · ndσ.

This yields ϕΩ − ρϕB = 0 on ∂Ω . The other inclusion is obvious.
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We aim to construct two functions u1, u2 ∈ X satisfying

u = u1 + u2, (3.1)

divu1 = 0 in Ω, (3.2)

u1 · n = l · n on ∂Ω, (3.3)

u1 = l in B, (3.4)

u2 = ∇ϕΩ in Ω, (3.5)

u2 = ∇ϕB + v in B (3.6)

for some vector l ∈ RN , some functions ϕΩ ∈ Ĥ 1(Ω), ϕB ∈ H 1(B) with ϕΩ − ρϕB = 0 on ∂Ω ,
and some function v ∈ L2(B) with

∫
B

v(x) dx = 0. With such a pair (u1, u2) at hand, it is clear
that P(u) = u1, for u1 ∈ X∗ and u2 ∈ X⊥∗ .

We first determine the function ϕΩ . From (3.1)–(3.3) and (3.5), we infer that ϕΩ has to solve

�ϕΩ = divu in Ω, (3.7)

∂ϕΩ

∂n
= u · n − l · n on ∂Ω. (3.8)

We seek ϕΩ in the form ϕΩ = ϕu − ϕl , where ϕu and ϕl solve respectively

�ϕu = divu in Ω, (3.9)

∂ϕu

∂n
= u · n on ∂Ω, (3.10)

�ϕl = 0 in Ω, (3.11)

∂ϕl

∂n
= l · n on ∂Ω. (3.12)

Clearly, for a very general function u ∈ L2(RN), the trace u · n on ∂Ω does not make sense.
However, we may define a generalized solution of (3.9)–(3.10) by using a variational formulation.
Scaling in (3.9) by θ ∈ Ĥ 1(Ω) and integrating by parts, we arrive to∫

Ω

∇ϕu · ∇θ dx =
∫
Ω

u · ∇θ dx for all θ ∈ Ĥ 1(Ω). (3.13)

According to Riesz representation theorem, for any u ∈ L2(RN) there exists a unique function
ϕu ∈ Ĥ 1(Ω) satisfying (3.13).

Simple computations show that the function

ϕl(x) = − 1

N − 1

l · x
|x|N (3.14)

is the unique solution of (3.11)–(3.12) in the class Ĥ 1(Ω). Thus ϕΩ = ϕu − ϕl is the unique
solution of (3.7)–(3.8) in Ĥ 1(Ω).
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The function u1 is defined as

u1(x) =
{

u(x) − ∇ϕΩ(x) if x ∈ Ω,

l if x ∈ B.
(3.15)

From (3.7)–(3.8), we infer that div u1 = 0 in RN and that u1 · n = l · n on ∂Ω , hence u1 ∈ X∗.
Since ϕΩ |∂Ω ∈ H

1
2 (∂Ω), we may pick a function ϕB ∈ H 1(B) such that

ρϕB = ϕΩ on ∂Ω = ∂B. (3.16)

Let v :B → RN be defined by v(x) = u(x)− l−∇ϕB(x) for any x ∈ B . The value of l is imposed
by the constraint

∫
B

v(x) dx = 0, i.e.,∫
B

u(x)dx − l|B| −
∫
B

∇ϕB dx = 0.

Note that, by (3.14)–(3.16),∫
B

∇ϕB dx =
∫
∂B

ϕB ndσ

= −ρ−1
( ∫

∂Ω

ϕundσ −
∫

∂Ω

ϕlndσ

)

= −ρ−1
( ∫

∂Ω

ϕundσ − |∂B|
N(N − 1)

l

)
.

Therefore

l =
(

|B| + |∂B|
ρN(N − 1)

)−1(∫
B

u(x)dx + ρ−1
∫

∂Ω

ϕundσ

)
. (3.17)

Notice that, for u sufficiently small at infinity,
∫
∂Ω

ϕundσ = ∫
Ω

udx, as it can be seen by letting
θ = xi in (3.13).

Let us proceed to the proof of (ii). Pick any u ∈ Hs (s � 1), and consider P(u) = u1 where u1
is defined in (3.15). Clearly, P(u) ∈ X, and to prove that P(u) ∈ Hs(Ω), it is sufficient to show
that ∇ϕu ∈ Hs(Ω). Observe that ϕu is defined up to an additive constant. To fix that constant we
may impose the condition ∫

1<|x|<2

ϕu(x) dx = 0. (3.18)

Introduce first a cutoff function ρ1 ∈ C∞(RN ; [0,1]) such that

ρ1(x) = 1 for |x| � 2 and ρ1(x) = 0 for |x| � 3. (3.19)



C. Rosier, L. Rosier / Journal of Functional Analysis 256 (2009) 1618–1641 1627
The function ϕ1(x) = ρ1(x)ϕu(x) solves the system

�ϕ1 = (divu)ρ1 + 2∇ρ1 · ∇ϕu + �ρ1ϕu for 1 < |x| < 4, (3.20)

∂ϕ1

∂n
= u · n for |x| = 1, (3.21)

∂ϕ1

∂n
= 0 for |x| = 4. (3.22)∫

1<|x|<2

ϕ1(x) dx = 0. (3.23)

From (3.9) and classical (interior) elliptic regularity, we have that

‖ϕu‖Hs+1({ 3
2 <|x|< 7

2 }) � C
(‖divu‖Hs−1(Ω) + ‖ϕu‖L2({ 3

2 <|x|< 7
2 })

)
� C

(‖divu‖Hs−1(Ω) + ‖u‖L2(Ω)

)
.

By (boundary) elliptic regularity applied to the system (3.20)–(3.22), we obtain that ϕ1 ∈
Hs+1({1 < |x| < 4}) with

‖ϕ1‖Hs+1({1<|x|<4}) � C
(‖divu‖Hs−1(Ω) + ‖u‖L2(Ω) + ‖u · n‖

H
s− 1

2 (∂Ω)

)
.

This implies that ϕu ∈ Hs+1({1 < |x| < 2}) with

‖ϕu‖Hs+1({1<|x|<2}) � C
(‖divu‖Hs−1(Ω) + ‖u‖L2(Ω) + ‖u · n‖

H
s− 1

2 (∂Ω)

)
. (3.24)

Next, we introduce a function ρ2 ∈ C∞(RN ; [0,1]) such that

ρ2(x) = 0 for |x| < 5/4 and ρ2(x) = 1 for |x| > 3/2. (3.25)

Then the function ϕ2(x) = ρ2(x)ϕu(x) belongs to Ĥ 1(RN) and it solves

�ϕ2 = f2 := (divu)ρ2 + 2∇ρ2 · ∇ϕu + �ρ2 ϕu. (3.26)

Notice that f2 ∈ Hs−1(RN) with

‖f2‖Hs−1(RN) � C
(‖divu‖Hs−1(Ω) + ‖ϕu‖Hs({1<|x|<2})

)
� C

(‖divu‖Hs−1(Ω) + ‖u‖L2(Ω) + ‖u · n‖
H

s− 1
2 (∂Ω)

)
(3.27)

by virtue of (3.24). Using Fourier transform we obtain

‖∇ϕ2‖Hs(RN) � C
(‖�ϕ2‖Hs−1(RN) + ‖∇ϕ2‖L2(RN)

)
� C

(‖f2‖Hs−1(RN) + ‖ϕu‖L2({1<|x|<2}) + ‖∇ϕu‖L2(Ω)

)
� C

(‖divu‖Hs−1(Ω) + ‖u‖L2(Ω) + ‖u · n‖
s− 1

)
(3.28)
H 2 (∂Ω)
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by (3.27), (3.18) and (3.13). We conclude that ∇ϕu ∈ Hs(Ω), with

‖∇ϕu‖Hs(Ω) � C
(‖divu‖Hs−1(Ω) + ‖u‖L2(Ω) + ‖u · n‖

H
s− 1

2 (∂Ω)

)
. (3.29)

The proof of Proposition 3.1 is complete. �
3.2. Definition of the map A(t, v)

For u ∈ L2
loc(Ω), v ∈ H and t ∈ [0, T0], we set F(u, v) = (u · ∇)v = u(∇v) (where ∇v =

( ∂v
∂x

)T ) and

A(t, v) = 1ΩF(v∞ + Pv − lP v, v∞ + v)

− Q
[
1ΩF(v∞ + Pv − lP v, v∞ + Pv)

] − P
[
1Ωf (t)

]
(3.30)

where P :X → X and Q = I − P :X → X are the projectors from X to X∗ and to X⊥∗ , respec-
tively, and 1Ω denotes the characteristic function of the set Ω .

We first check that A(t, v) ∈ X for v ∈ H , and that A(t, v) ∈ H for v ∈ V . We focus on the
first term in the right-hand side of (3.30), the second one being similar and the last one causing
no trouble. Assume first that v ∈ H only. Then Pv ∈ H , hence the function

F(v∞ + Pv − lP v, v∞ + v) = (v∞ + Pv − lP v)︸ ︷︷ ︸
∈Ws,∞(Ω)+Hs(Ω)+RN

∇(v∞ + v)︸ ︷︷ ︸
∈Hs−1(Ω)

belongs to Hs−1(Ω), for Hs−1(Ω) ⊂ L∞(Ω). This proves in particular that 1ΩF(v∞ +
Pv − lP v, v∞ + v) ∈ X. The same argument, with H 2s(Ω) substituted to Hs(Ω), gives that
1ΩF(v∞+Pv− lP v, v∞+v) ∈ H for v ∈ V . The weak continuity of the map A from [0, T0]×H

to X = L2(RN) is clear. Indeed, P [1Ωf ] ∈ C([0, T ];H) and if vn ⇀ v in H , then Pvn and ∇vn

converge weakly in Hs−1(Ω), hence locally uniformly, towards Pv and ∇v, respectively. There-
fore

(v∞ + Pvn − lP vn) · ∇(v∞ + vn) → (v∞ + Pv − lP v) · ∇(v∞ + v) in D′(Ω),

and the weak convergence in L2(Ω) also holds.
It remains to check that the condition (2.6) is satisfied. Pick any pair (t, v) ∈ [0, T0]×V . Then∣∣〈v,A(t, v)

〉∣∣ = ∣∣(v,A(t, v)
)
H

∣∣
�

∣∣(P [1Ωf ], v)
H

∣∣ + ∣∣(1ΩF(v∞ + Pv − lP v, v∞), v
)
H

∣∣
+ ∣∣(1ΩF(v∞ + Pv − lP v, v), v

)
H

∣∣
+ ∣∣(Q[

1ΩF(v∞ + Pv − lP v, v∞ + Pv)
]
, v

)
H

∣∣
= |I1| + |I2| + |I3| + |I4|.

Clearly,

|I1| � C‖f ‖L∞(0,T ;Hs(Ω))‖v‖H . (3.31)
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On the other hand

|I2| �
∥∥F(v∞ + Pv − lP v, v∞)

∥∥
Hs(Ω)

‖v‖Hs(Ω)

� C
(
1 + ‖v‖H

)‖v‖H . (3.32)

To estimate I3 and I4 we introduce the notations w = v∞ + Pv and l = lP v . Then

|I3| =
∣∣(F(w − l, v), v

)
Hs(Ω)

∣∣ =
∣∣∣∣ ∑
|α|�s, 1�i�N

∫
Ω

∂α
[
(w − l) · ∇vi

]
∂αvi dx

∣∣∣∣. (3.33)

Any integral term in the right-hand side of (3.33) may be written as a sum of terms of the form∫
Ω

[
∂α1(w − l) · ∇∂α2vi

]
∂αvi dx (3.34)

with |α1| + |α2| = |α| =: s′ � s. We first note that the integral term in (3.34) vanishes when
α2 = α, since div(w − l) = 0 in Ω and (w − l) · n = 0 on ∂Ω . We may therefore assume that
|α2| � s′ − 1, hence |α1| � 1. By combining a classical estimate (see e.g. [1]) to an extension
argument, we infer that for any σ ∈ N∥∥(

∂β1f
)(

∂β2g
)∥∥

L2(Ω)
� C

(‖f ‖Hσ (Ω)‖g‖L∞(Ω) + ‖f ‖L∞(Ω)‖g‖Hσ (Ω)

)
(3.35)

for all functions f,g ∈ Hσ (Ω) ∩ L∞(Ω) and all multi-indices β1, β2 with |β1| + |β2| = σ . This
gives∥∥∂α1(w − l) · ∇∂α2vi

∥∥
L2(Ω)

�
(‖∇w‖

Hs′−1(Ω)
‖∇v‖L∞(Ω) + ‖∇w‖L∞(Ω)‖∇v‖

Hs′−1(Ω)

)
.

We conclude that

|I3| � C
(
1 + ‖v‖Hs0

)‖v‖2
H (3.36)

where we recall that Hs0 denotes the space H for s = s0.
Let us estimate |I4|. Using still the notations w = v∞ + Pv, l = lP v , we have that

|I4| �
∥∥Q

[
1ΩF(w − l,w)

]∥∥
Hs(Ω)

‖v‖Hs(Ω) + C
∥∥F(w − l,w)

∥∥
L2(Ω)

‖v‖L2(B).

Noticing that ‖w‖L∞(Ω) � C(1 + ‖v‖Hs0
), we infer that

∥∥F(w − l,w)
∥∥

L2(Ω)
‖v‖L2(B) � C

(
1 + ‖v‖Hs0

)2‖v‖Hs0
.

On the other hand, Q[1ΩF(w − l,w)]|Ω = ∇ϕ, where ϕ solves the problem

�ϕ = div
[
(w − l) · ∇w

]
in Ω,

∂ϕ = [
(w − l) · ∇w

] · n − L · n on ∂Ω

∂n
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for some vector L ∈ RN with

|L| � C
∥∥1ΩF(w − l,w)

∥∥
X

� C
(
1 + ‖v‖Hs0

)2
.

According to (3.29) and (3.14), we have that

‖∇ϕ‖Hs(Ω) � C
(∥∥(w − l) · ∇w

∥∥
L2(Ω)

+ ∥∥div
[
(w − l) · ∇w

]∥∥
Hs−1(Ω)

+ ∥∥[
(w − l) · ∇w

] · n∥∥
H

s− 1
2 (∂Ω)

+ |L|).
Using the fact that w − l is divergence-free, we obtain that

∥∥div
[
(w − l) · ∇w

]∥∥
Hs−1(Ω)

=
∥∥∥∥∥

N∑
i,j=1

∂wi

∂xj

∂wj

∂xi

∥∥∥∥∥
Hs−1(Ω)

� C

N∑
i,j=1

∥∥∥∥∂wi

∂xj

∥∥∥∥
Hs−1(Ω)

∥∥∥∥∂wj

∂xi

∥∥∥∥
L∞(Ω)

� C
(
1 + ‖v‖Hs0

)(
1 + ‖v‖H

)
. (3.37)

To estimate the boundary term, we proceed as in [3]. Let δ(x) = (|x|2 − 1)/2 for x ∈ Ω , so that
∇δ = −n on ∂Ω . From (w− l) ·∇δ = 0 on ∂Ω we obtain upon differentiation (w− l) ·∇[(w− l) ·
∇δ] = 0. Thus

N∑
i,j=1

(wi − li )
∂wj

∂xi

nj =
N∑

i,j=1

(wi − li )(wj − lj )
∂2δ

∂xi∂xj

and ∥∥[
(w − l) · ∇w

] · n∥∥
H

s− 1
2 (∂Ω)

� C‖w − l‖
H

s− 1
2 (∂Ω)

‖w − l‖L∞(∂Ω)

� C
(
1 + ‖v‖Hs0

)(
1 + ‖v‖H

)
. (3.38)

We conclude that

|I4| � C
(
1 + ‖v‖Hs0

)(
1 + ‖v‖H

)‖v‖H . (3.39)

Gathering together (3.31), (3.32), (3.36) and (3.39), we infer that

|I1| + |I2| + |I3| + |I4| � C‖v‖H

(
1 + ‖v‖H

)(
1 + ‖v‖Hs0

)
. (3.40)

The condition (2.6) is therefore satisfied with β(r) = C
√

r(1 + r).
According to Theorem 2.1, for any v0 ∈ H and any f ∈ C([0, T0],H s(Ω)) there exist a time

T � T0 and a solution

v ∈ Cw

([0, T ];H ) ∩ C1
w

([0, T ];X)
(3.41)
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of the Cauchy problem

vt + A(t, v) = 0, t � 0, (3.42)

v(0) = v0. (3.43)

3.3. Solution of the system (1.11)–(1.17)

Let u∞, a and b be as in the statement of Theorem 1.1, and set

v0(x) =
{

a(x) − v∞(x) if x ∈ Ω,

b if x ∈ B.

Let v be the solution of (3.42)–(3.43) emanating from the initial state v0. We check that it gives
a solution to (1.11)–(1.17). We begin with the

Claim 1. v(t) ∈ H∗ := H ∩ X∗ for all t ∈ [0, T ].

Proof. Notice first that v(0) = v0 ∈ H∗. Applying Q to each term in (3.42) and taking the inner
product with Qv(t) in X yields

0 = d

dt

1

2

∥∥Qv(t)
∥∥2

X
+ (

Qv,QA(t, v)
)
X
.

On the other hand

(
Qv,QA(t, v)

)
X

= (
Qv,Q

[
1ΩF(v∞ + Pv − lP v, v∞ + v)

− 1ΩF(v∞ + Pv − lP v, v∞ + Pv)
])

X

=
∫
Ω

Qv · [(v∞ + Pv − lP v) · ∇(Qv)
]
dx

= 0

since div[v∞ +Pv − lP v] = 0 in Ω and (v∞ +Pv − lP v) ·n = 0 on ∂Ω . We infer that ‖Qv‖2
X =

‖Qv(0)‖2
X = 0, i.e., v(t) ∈ X∗ for all t ∈ [0, T ]. �

Since Pv(t) = v(t) for all t , (3.42) may be rewritten

vt + P
[
1ΩF(v∞ + v − l, v∞ + v) − 1Ωf

] = 0, (3.44)

where l(t) = lv(t). The regularity of v depicted in (3.41) can be slightly improved by adapting an
argument in [8]. First, we claim that the solution of (3.44)–(3.43) is unique in the class (3.41).
Indeed, if v1 and v2 are two solutions, then we have for a.e. t

d ‖v1 − v2‖2
X = −2

(
v1 − v2,1Ω

[
F(v1 − l1 − v2 + l2, v∞ + v1)

])
X

� C‖v1 − v2‖2
X.
dt
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(We used the fact that vi(t) ∈ X∗ for t ∈ [0, T ] and i = 1,2.) An application of Gronwall lemma
yields v1 ≡ v2. On the other hand, the solution of (3.44) is strongly continuous in H at t = 0,
since v(t) ⇀ v0 in H as t → 0 and lim supt→0 ‖v(t)‖2

H � limt→0 γ (t) = ‖v0‖2
H . This implies

that v is right-continuous at any t , by uniqueness. As the equation is time-reversible, v is contin-
uous from [0, T ] to H . Therefore, using (3.44), we infer that

v ∈ C
([0, T ];Hs

) ∩ C1([0, T ];Hs−1
)
. (3.45)

Claim 2. (v, l) solves (1.11)–(1.17).

Proof. Taking the inner product in X of (3.44) with a test function φ ∈ X∗ (hence Pφ = φ) gives

ml′ · lφ +
∫
Ω

(
v′ + (v∞ + v − l) · ∇(v∞ + v) − f

) · φ dx = 0. (3.46)

Pick first as a test function φ(x) = 1Ω(x)ψ(x), where ψ is any function in C∞
0 (Ω)N satisfying

div ψ = 0. Then (3.46) yields
∫
Ω

(v′ + (v∞ + v − l) · ∇(v∞ + v) − f ) · ψ dx = 0. It follows
then that there exists a function q ∈ C([0, T ]; Ĥ s(Ω)) such that

v′ + (v∞ + v − l) · ∇(v∞ + v) + ∇q = f in Ω × [0, T ]. (3.47)

Thus (1.11) is fulfilled. (1.12) and (1.13) follow from the fact that v(t) ∈ X∗ for each t . Taking
the scalar product in L2(Ω) of (3.47) with φ ∈ X∗ and comparing with (3.46), we obtain after
some integration by part

−ml′ · lφ + lφ ·
∫

∂Ω

qndσ = 0.

(1.15) (with frb ≡ 0) follows at once, by arbitrariness of lφ . The uniqueness of (v, q, l) may be
obtained as in [11] by energy estimates. Finally, the persistence follows from the a priori estimate∣∣(v,A(t, v)

)
Hs

∣∣ � C
(
1 + ∥∥v(t)

∥∥
Hs0

)(
1 + ∥∥v(t)

∥∥2
Hs

)
which prevents any blow-up in Hs whereas the solution exists in Hs0 . �
4. Proof of Corollary 1.3

By virtue of the persistence of the regularity stated in Theorem 1.1, it is sufficient to prove the
result for s = s0 = 3. We shall establish several a priori estimates which will be used thereafter
to show that the H 2(Ω) norm of the vorticity does not blow up in finite time.

We introduce a few additional notations. For any y = (y1, y2) ∈ R2, we set y⊥ = (−y2, y1).
n still denotes the unit outward vector to ∂Ω , and τ = −n⊥ on ∂Ω . For any vector field
v = (v1, v2), curlv = ∂v2/∂y1 − ∂v1/∂y2, divv = ∂v1/∂y1 + ∂v2/∂y2. Finally, for any scalar
function ψ , curlψ = −(∇ψ)⊥ = (∂ψ/∂y2,−∂ψ/∂y1).

Let us begin with an estimate related to the conservation of the kinetic energy of the system
fluid + rigid in the absence of any forcing term.
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Lemma 4.1. Let E(t) = 1
2 (m|l(t)|2 + ∫

Ω
|v(y, t)|2 dy). Then there exists a constant C = C(u∞)

such that for all t ∈ [0, T0] it holds

E(t) � eCt

(
E(0) + C

t∫
0

e−Cs
(
1 + ∥∥f (s)

∥∥2
L2(Ω)

)
ds

)
. (4.1)

Proof. Scaling in (1.11) by v, using (1.15) and the fact that div(v∞ + v − l) = 0 in Ω and
(v∞ + v − l) · n = 0 on ∂Ω , we arrive to

dE

dt
=

∫
Ω

f · v dy −
∫
Ω

[
(v∞ + v − l) · ∇v∞

] · v dy

� C
(
E + 1 + ∥∥f (t)

∥∥2
L2(Ω)

)
where C is a constant depending only on v∞. (4.1) follows at once. �

Assume given a velocity field v ∈ C(Ω) satisfying the system

divv = 0 in Ω, (4.2)

curlv = ω in Ω, (4.3)

v · n = l · n on ∂Ω, (4.4)

lim|y|→∞v(y) = 0, (4.5)∫
∂Ω

v · τ dσ = λ, (4.6)

where l ∈ R2 and λ ∈ R (the circulation) are given.
We aim to prove the following estimates.

(1) Velocity versus vorticity. For any s ∈ N∗, any p ∈ [1,2), and any smooth solution v of (4.2)–
(4.6),

‖v‖L∞(Ω) + ‖∇v‖Hs(Ω) � C
(‖ω‖Lp(Ω) + ‖ω‖Hs(Ω) + |l| + |λ|). (4.7)

Furthermore, for any q ∈ (1,+∞)

‖∇v‖Lq(Ω) � C
(‖ω‖Lq(Ω) + |l| + |λ|), (4.8)∑

1�|α|�2

∥∥∂αv
∥∥

Lq(Ω)
� C

(‖ω‖W 1,q (Ω) + |l| + |λ|). (4.9)

(2) Uniform bound of the gradient of the velocity. For any v ∈ H 3(Ω) satisfying (4.2)–(4.6)
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‖∇v‖L∞(Ω) � C
(
1 + ‖ω‖L2(Ω) + ‖v‖L2(Ω)

+ (
1 + ln+ ‖v‖H 3(Ω)

)‖ω‖L∞(Ω) + |l| + |λ|). (4.10)

where ln+ r = ln r if r � 1, ln+ r = 0 if r < 1.

(4.8), which has been established in [11], is given here for the sake of completeness. It will
not been used thereafter. (4.10) is a variant of a classical estimate from [2].

Proposition 4.2. Let s � 1, p ∈ [1,2) and

X = {
v ∈ C(Ω); ∇v ∈ Hs(Ω), curlv ∈ Lp(Ω)

}
.

Then for any ω ∈ Hs(Ω) ∩ Lp(Ω), any l ∈ R2 and any λ ∈ R, there exists a unique v ∈ X

fulfilling (4.2)–(4.6), and (4.7) is satisfied. If, in addition, ω ∈ W 1,q (Ω), then (4.9) holds. Finally,
if v ∈ H 3(Ω), then (4.10) holds.

Proof. The uniqueness comes from [9, Lemma 2.14], which asserts that the only v ∈ C(Ω)

fulfilling (4.2)–(4.6) with ω ≡ 0 and (l, λ) = (0,0) is v = 0. Let us now prove the existence of v.
Pick any ω ∈ Hs(Ω) ∩ Lp(Ω) with a compact support in Ω (say ω(y) = 0 for |y| > R) and any
(l, λ) ∈ R3. Let Λ be an extension operator, bounded from Hs(Ω) to Hs(R2) and from Lq(Ω)

to Lq(R2) for any q ∈ [1,+∞] (see e.g. [6]), and let ω1 = Λ(ω). Then

‖ω1‖Hs(R2) � C‖ω‖Hs(Ω), ‖ω1‖Lp(R2) � C‖ω‖Lp(Ω). (4.11)

(Here and in what follows, C denotes a constant which may vary from line to line, but which is
independent of the support of ω.) Set

ψ1(y) = − 1

2π

∫
R2

ln |y − z|ω1(z) dz and v1(y) = curl ψ1(y) = 1

2π

∫
R2

(y − z)⊥

|y − z|2 ω1(z) dz.

Notice first that −�ψ1 = ω1, which yields |ξ |2ψ̂1(ξ) = ω̂1(ξ) and

̂(∂j ∂k∂αψ1) = −ξj ξk

|ξ |2 ∂̂αω1 for j, k ∈ {1,2}, |α| � s.

As ∇∂αv1 is a 2 × 2 matrix with ±∂j ∂k∂
αψ1 as coefficients, and |ξj ξk|/|ξ |2 � const, we infer

that

‖∇v1‖Hs(R2) � C‖ω1‖Hs(R2) � C‖ω‖Hs(Ω). (4.12)

Obviously, divv1 = 0 and curlv1 = ω1 on R2. We claim that v1 ∈ L∞(R2) and that v1(y) → 0
as |y| → ∞. Indeed, splitting the integral term defining v1 into two parts, corresponding to
|y − z| � 1 and |y − z| > 1, we arrive to
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∣∣v1(y)
∣∣ � C

(( 1∫
0

r1−p dr

)1/p

· ‖ω1‖Lp′
(R2)

+
( ∞∫

1

r1−p′
dr

)1/p′

‖ω1‖Lp(R2)

)

� C
(‖ω‖H 1(Ω) + ‖ω‖Lp(Ω)

)
< ∞

where p′ = p/(p − 1) > 2. On the other hand, v1(y) tends to 0 as |y| tends to infinity when
ω(y) = 0 for |y| > R, and that property is preserved (by density) for any ω ∈ Hs(Ω) ∩ Lp(Ω).
In order to satisfy the conditions (4.4) and (4.6), we modify v1 by using the functions ϕu (with
u = v1) and ϕl(y) = −|y|−2(l · y) fulfilling (3.9)–(3.10) and (3.11)–(3.12), respectively. Since
v1 is not expected to belong to L2(R2), an additional work is needed to justify the existence of
ϕu together with some estimates about it.

Lemma 4.3. Let u ∈ L∞(Ω) be such that ∇u ∈ Hs(Ω) (s � 1) with divu = 0 in Ω and
∫
∂Ω

u ·
ndσ = 0. Then there exists a unique solution ϕu ∈ Ĥ s+2(Ω) of (3.9)–(3.10). Furthermore

‖∇ϕu‖Hs+1(Ω) � C‖u · n‖
H

s+ 1
2 (∂Ω)

� C
(‖u‖L∞(Ω) + ‖∇u‖Hs(Ω)

)
. (4.13)

Furthermore, for any q ∈ (1,+∞), we have for some constant C∑
2�|α|�3

∥∥∂αϕu

∥∥
Lq(Ω)

� C‖u · n‖W 2−1/q,q (∂Ω) � C
∑

1�|α|�2

∥∥∂αu
∥∥

Lq(Ω)
. (4.14)

Proof. The variational formulation of (3.9)–(3.10) when divu = 0 reads∫
Ω

∇ϕu · ∇θ dx =
∫

∂Ω

(u · n)θ dσ ∀θ ∈ Ĥ 1(Ω). (4.15)

Clearly, (4.15) has a unique solution ϕu ∈ Ĥ 1(Ω). Using again the condition (3.18), we obtain
along the same lines as for Proposition 3.1

‖ϕu‖Hs+2({1<|x|<2}) � C‖u · n‖
H

s+ 1
2 (∂Ω)

� C
(‖u‖L∞(Ω) + ‖∇u‖Hs(Ω)

)
. (4.16)

Consider now the function ϕ2(x) := ρ2(x)ϕu(x) where the function ρ2 is a cutoff function ful-
filling (3.25). Then

�ϕ2 = f2 := 2∇ρ2 · ∇ϕu + �ρ2 ϕu.

Since (by construction) ∇ϕu ∈ L2(Ω), hence ∇ϕ2 ∈ L2(R2), it follows from (3.28) and (4.16)
that

‖∇ϕ2‖Hs+1(R2) � C
(‖u · n‖

H
s+ 1

2 (∂Ω)
+ ‖ϕu‖L2({1<|x|<2}) + ‖∇ϕu‖L2(Ω)

)
� C

(‖u‖L∞(Ω) + ‖∇u‖Hs(Ω)

)
.
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Thus ϕ2 ∈ Ĥ s+2(R2). Set w2 := curlϕ2. Then w2 is given by the Biot–Savart law

w2(x) = 1

2π

∫
R2

(x − y)⊥

|x − y|2 f2(y) dy.

As ∇w2 (respectively ∇∂iw2) is obtained from f2 (respectively ∂if2) via a singular integral of
Calderon–Zygmund type, we infer that for any q ∈ (1,+∞) and i = 1,2 the following estimates
hold:

‖∇w2‖Lq(R2) � C‖f2‖Lq(R2) � C‖ϕu‖W 1,q ({1<|x|<2}),

‖∇∂iw2‖Lq(R2) � C‖∂if2‖Lq(R2) � C‖ϕu‖W 2,q ({1<|x|<2}). (4.17)

Proceeding as above, one can prove that

‖ϕu‖W 3,q ({1<|x|<2}) � C‖u · n‖
W

2− 1
q ,q

(∂Ω)
. (4.18)

On the other hand, using the fact that
∫
∂Ω

u · ndσ = 0, one easily obtain

‖u · n‖
W

2− 1
q ,q

(∂Ω)
� C

∑
1�|α|�2

∥∥∂αu
∥∥

L2({1<|x|<2}). (4.19)

(4.14) follows from (4.17)–(4.19). This completes the proof of Lemma 4.3. �
Setting

v(y) = v1(y) − ∇ϕv1(y) + ∇ϕl(y) + 1

2π

(
λ −

∫
∂Ω

v1 · τ dσ

)
y⊥

|y|2

=: v1(y) + v2(y) + v3(y) + v4(y)

we see that (4.2)–(4.6) are satisfied. (4.7) has already been established for v1, and follows from
Lemma 4.3 (applied with u = v1) for v2. On the other hand, (4.7) trivially holds true for v3
and v4, since by Stokes’ formula∣∣∣∣ ∫

∂Ω

v1 · τ dσ

∣∣∣∣ =
∣∣∣∣ ∫
B

ω1(x) dx

∣∣∣∣ � C‖ω‖Hs(Ω).

Let us turn to the proof of (4.9). It is true for v1 since v1 is obtained from ω1 via the Biot–Savart
law. (Notice that ‖∇ω1‖Lq(R2) � C‖∇ω‖Lq(Ω) may be imposed as well.) (4.9) is true for v2
according to Lemma 4.3, and it is clearly satisfied for v3 and v4.

It remains to prove (4.10). Assume given a field v ∈ H 3(Ω) satisfying (4.2)–(4.6). Replacing
v by

ṽ = v − ∇ϕl − λ y⊥
2
,

2π |y|
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we may assume that l = (0,0) and that λ = 0. To extend v to R2, we proceed in a different way
than above in order to be able to control ‖v‖H 3(R2) by ‖v‖H 3(Ω). Using (4.4) with l = (0,0),
we can deduce as in [11] the existence of a stream function ψ ∈ C2(Ω) satisfying curlψ =
−(∇ψ)⊥ = v (hence −�ψ = ω) and ψ = 0 on ∂Ω . Extend ψ to R2 by setting

ψ(r, θ) = −h(r)ψ
(
r−1, θ

)
where (r, θ) denote polar coordinates and h ∈ C∞(R+;R+) is a cutoff function such that
h(r) = 0 if r � 1/3, and h(r) = 1 if r � 2/3. Then ψ ∈ C2(Ω) ∩ W 2,∞(B2(0)) with

�ψ(r, θ) = −
[(

h′′(r) + h′(r)r−1)ψ(
r−1, θ

) − 2h′(r)r−2 ∂ψ

∂r

(
r−1, θ

)
+ h(r)r−4�ψ

(
r−1, θ

)]
(4.20)

for 0 < r < 1, θ ∈ [0,2π). This yields

‖�ψ‖Lp(B) � C
(‖ψ‖

W 1,p({ 3
2 <|y|<3}) + ‖ω‖Lp(Ω)

)
.

Set

v(y) = curlψ(y) for y ∈ B.

Then v ∈ W 1,∞(R2) ∩ H 3(Ω), therefore v may be expressed in terms of the vorticity ω(y) =
−�ψ(y) through the Biot–Savart law,

v(y) = 1

2π

∫
R2

(y − z)⊥

|y − z|2 ω(z)dz.

Pick a cutoff function hρ ∈ C∞(R2, [0,1]) such that hρ(y) = 1 for |y| < ρ, hρ(y) = 0 for
|y| > 2ρ, and |∇hρ | � C/ρ, where ρ ∈ (0,1/6] is a number to be chosen later on. Set
K(z) = z⊥/(2π |z|2). Split v into

v(y) =
∫
R2

hρ(y − z)K(y − z)ω(z) dz +
∫
R2

[
1 − hρ(y − z)

]
K(y − z)ω(z) dz

=: v1(y) + v2(y).

Then

∂yj
v1 =

∫
|z|<1

∂yj

[
hρ(y − z)K(y − z)

]
ω(z)dz +

∫
|z|>1

∂yj

[
hρ(y − z)K(y − z)

]
ω(z)dz

=
∫

|z|
=1

hρ(y − z)K(y − z)∂zj
ω(z) dz + 2

∫
∂Ω

hρ(y − z)K(y − z)ω(z)zj dσ (z)

= I1 + 2I2,
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where we have integrated by parts in the first two integral terms and noticed that ω|∂B = −ω|∂Ω

by (4.20). The function hρ(y − ·)K(y − ·) is in Lp(R2) for any 1 � p < 2. Taking p = 4/3 and
using Hölder inequality and (4.20), we obtain

|I1| � C

( 2ρ∫
0

r1− 4
3 dr

) 3
4 (∫

R2

|∇ω|4
) 1

4

� C
√

ρ
(‖∇ω‖L4(Ω) + ‖∇ω‖L4(B)

)
� C

√
ρ
(‖∇ω‖L4(Ω) + ‖ψ‖

W 2,4({ 3
2 <|y|<3})

)
� C

√
ρ‖v‖H 3(Ω). (4.21)

On the other hand, identifying R2 with C, we have that

K
(
y − eiθ

) = i

2π

y − eiθ

|y − eiθ |2 = i

2π

1

ȳ − e−iθ
,

hence

I2 = − i

2π

2π∫
0

hρ(y − eiθ )

y − eiθ
ω

(
eiθ

)
cj (θ) dθ,

where ω(eiθ ) stands for limr→1+ ω(reiθ ), and cj (θ) = cos θ if j = 1, sin θ if j = 2. Using the
fact that ω ∈ H 2(Ω), hence ω|∂Ω ∈ H 3/2(∂Ω), we can integrate by parts in I2. This gives

I2 = − 1

2π

2π∫
0

Log
(
y − eiθ

) ∂

∂θ

[
hρ

(
y − eiθ

)
ω

(
eiθ

)
cj (θ)e−iθ

]
dθ

(Log denoting a determination of the logarithm defined on y − S1), hence

|I2| � C

(
ρ−1

2ρ∫
0

(
1 + | ln r|)dr‖ω‖L∞(Ω) + √

ρ

(∥∥∥∥∂ω

∂θ

∥∥∥∥
L2(∂Ω)

+ ‖ω‖L2(∂Ω)

))

� C
(
(1 − lnρ)‖ω‖L∞(Ω) + √

ρ‖v‖H 3(Ω)

)
. (4.22)

Let us estimate ∇v2. We write

∇yv2 =
∫

ρ�|y−z|� 1
3

∇y

[(
1 − hρ(y − z)

)
K(y − z)

]
ω(z)dz

+
∫

|y−z|> 1
3

∇y

[(
1 − hρ(y − z)

)
K(y − z)

]
ω(z)dz

= I3 + I4.
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For I3, using the fact that |∇y[K(y−z)]| � C/|y−z|2 and |∇y[hρ(y−z)]| � (C/ρ)χρ<|y−z|<2ρ ,
we obtain

|I3| � C

( 1/3∫
ρ

r−2r dr +
2ρ∫

ρ

r−1ρ−1r dr

)
‖ω‖L∞(|z|>2/3)

� C(1 − lnρ)‖ω‖L∞(Ω). (4.23)

For I4 we notice that hρ(y − z) = 0, since 2ρ � 1
3 < |y − z|. Since ∇K is L2 for |y − z| > 1

3 , we
obtain that

|I4| � C‖ω‖L2(R2) � C
(‖ω‖L2(Ω) + ‖ψ‖

H 1({ 3
2 <|y|<3})

)
. (4.24)

Combining (4.21)–(4.23) to (4.24), we arrive to

‖∇v‖L∞(Ω) � C
(√

ρ‖v‖H 3(Ω) + (1 − lnρ)‖ω‖L∞(Ω) + ‖ω‖L2(Ω) + ‖v‖L2(Ω)

)· (4.25)

To derive (4.10), it is sufficient to pick in (4.25) ρ = 1/6 if ‖v‖H 3(Ω) � 1 and ρ = 1
6‖v‖−2

H 3(Ω)
if

‖v‖H 3(Ω) � 1. The proof of Proposition 4.2 is complete. �
To complete the proof of Corollary 1.3, we investigate the dynamics of the (scalar) vorticity

ω = curlv = ∂v2/∂y1 − ∂v1/∂y2. Applying the curl operator in (1.11), (1.16) results in

∂ω

∂t
+ (v∞ + v − l) · ∇ω = curlf, (4.26)

ω(0) = ω0 := curla. (4.27)

As long as v(t) ∈ H 3(Ω) ⊂ C1(Ω), ω is given by

ω(y, t) = ω0
(
U0,t (y)

) +
t∫

0

curlf
(
Us,t (y), s

)
ds (4.28)

where Us,t (y) is the flow associated with the velocity v∞ + v − l; that is, the solution to the
Cauchy problem

∂

∂s
Us,t (y) = v∞

(
Us,t (y)

) + v
(
Us,t (y), s

) − l(s),

Ut,t (y) = y.

It follows from (4.28) and the invariance of the Lebesgue measure by the flow that

∥∥ω(., t)
∥∥

Lq(Ω)
� ‖ω0‖Lq(Ω) +

t∫
0

∥∥ curlf (., s)
∥∥

Lq(Ω)
ds (4.29)

for all t ∈ [0, T0], and all q ∈ [p,∞]. Recall that ω0 ∈ H 2(Ω) ⊂ L∞(Ω).
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We now derive an energy estimate for (4.26)–(4.27) involving ‖∇v‖L∞(Ω). Pick a multi-index
α with |α| � 2 and apply ∂α = ∂ |α|/∂yα to (4.26). This gives

wt + (v∞ + v − l) · ∇w = F1 + F2 (4.30)

where w = ∂αω, F1 = ∂α curlf and F2 = (v∞ + v − l) · ∇∂αω − ∂α((v∞ + v − l) · ∇ω). Ob-
viously, F2 = 0 if α = (0,0). If |α| = 1, then F2 = −∂α(v∞ + v) · ∇ω is estimated in L2(Ω)

by

‖F2‖L2(Ω) � C
(
1 + ‖∇v‖L∞(Ω)

)‖∇ω‖L2(Ω)

� C
(
1 + ln+ ‖v‖H 3(Ω)

)‖ω‖H 1(Ω)

� C ln
(
e + ‖ω‖H 2(Ω)

)‖ω‖H 1(Ω) (4.31)

where we used the invariance of the circulation, (4.1), (4.7), (4.10), and (4.29). Assume finally
that |α| = 2. By Leibniz’ rule, we obtain

F2 = −∂α(v∞ + v) · ∇ω +
∑

α1+α2=α,αi 
=(0,0)

cα1∂
α1(v∞ + v) · ∇∂α2ω =: −F 1

2 + F 2
2

where cα1 denotes some coefficient. Then

∥∥F 1
2

∥∥
L2(Ω)

�
∥∥∂α(v∞ + v)

∥∥
L4(Ω)

‖∇ω‖L4(Ω)

� C
(
1 + ‖∇ω‖L4(Ω)

)‖ω‖
1
2
L∞(Ω)‖ω‖

1
2
H 2(Ω)

� C
(
1 + ‖ω‖H 2(Ω)

)
(4.32)

by Hölder inequality, Gagliardo–Nirenberg inequality, (4.9) and (4.29). On the other hand, for
any pair of multi-indices (α1, α2) with α1 + α2 = α and |α1| = 1, we have that

∥∥∂α1(v∞ + v) · ∇∂α2ω
∥∥

L2(Ω)

�
∥∥∂α1(v∞ + v)

∥∥
L∞(Ω)

∥∥∂α2ω
∥∥

H 1(Ω)

� C
(
1 + (

1 + ln+ ‖v‖H 3(Ω)

)‖ω‖L∞(Ω) + ‖ω‖L2(Ω)

)‖ω‖H 2(Ω)

� C ln
(
e + ‖ω‖H 2(Ω)

)‖ω‖H 2(Ω) (4.33)

by virtue of (4.7) and (4.10). Gathering together (4.32), and (4.33), we conclude that

‖F2‖L2(Ω) � C ln
(
e + ‖ω‖H 2(Ω)

)‖ω‖H 2(Ω)· (4.34)

Scaling in (4.30) by w = ∂αω and summing over α for |α| � 2, we infer from (4.31)–(4.34) that

d ‖ω‖2
2 � C ln

(
e + ‖ω‖2

2

)(
e + ‖ω‖2

2

)

dt H (Ω) H (Ω) H (Ω)
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which gives

‖ω‖2
H 2(Ω)

� exp
(
ln

(
e + ‖ω0‖2

H 2(Ω)

)
eCt

)
.

Therefore, using (4.1) and (4.7), we arrive to

‖v‖2
H 3(Ω)

� C
(
1 + exp

[
ln

(
e + ‖ω0‖2

H 2(Ω)

)
eCt

])
.

The proof of Corollary 1.3 is complete.
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