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a b s t r a c t

By introducing themethodof decomposition ofweightedpseudo almost periodic sequence,
we present some existence theorems of weighted pseudo almost periodic solutions for
second order neutral differential equations with piecewise constant argument of the form

d2

dt2
(x(t)+ px(t − 1)) = qx


2

t + 1
2


+ f (t),

where |p| = 1, [·] denotes the greatest integer function, q is a nonzero constant and
f (t) is weighted pseudo almost periodic. Our results are new and can be regarded as a
complement of some known results even in the special cases of almost periodicity and
pseudo almost periodicity.

© 2011 Elsevier Ltd. All rights reserved.

1. Introduction

The differential equations with piecewise constant argument describe hybrid dynamical systems (a combination of
continuous and discrete). These equations have the structure of continuous dynamical systems within intervals and the
solution is continuous, and so combine properties of both differential and difference equations. They have applications in
certain biomedical models and are similar in structure to those found in certain sequential continuous models of disease
dynamics as treated by Busenberg andCooke (see [1]). Therefore there aremanypapers concerning the differential equations
with piecewise constant argument (see [2–10] and the references therein).

Meanwhile, Diagana [11] introduced the weighted pseudo almost periodic functions, which is a natural generalization of
the classical pseudo almost periodic functions (see [12,13]), and has been used in the investigation of ordinary differential
equations, partial differential equations and functional differential equations. For the results along this line, we refer the
readers to [14–24] and the references therein.

In this paper, we consider the equation:

d2

dt2
(x(t)+ px(t − 1)) = qx


2

t + 1
2


+ f (t), (1.1)

where |p| = 1, q ≠ 0, f : R → R, and [·] denotes the greatest integer function. For the case |p| ≠ 1, some results on the
existence and uniqueness of almost periodic, pseudo almost periodic or weighted pseudo almost periodic solutions for (1.1)
were obtained in [2,7,10,24].
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The standard method to deal with the differential equations with piecewise constant argument such as (1.1) is always as
follows. First, get the solution of the corresponding difference system which is given by a series in the form:

u(n) =


m≤n−1

λn−m−1k(m) or u(n) = −


m≥n

λn−m−1k(m), (1.2)

where λ is an eigenvalue of some matrix of the difference system. The convergence of the series is guaranteed by |λ| ≠ 1
which was always assumed. Then construct the solutions of the differential equation inductively by

x(t) =


∞
n=0

(−p)nw(t − n), |p| < 1,

∞
n=0

(−1)n

pn+1
w(t + n + 1), |p| > 1,

(1.3)

where |p| ≠ 1 and w(t) is a function in term of u(n) and f (t) (see e.g. [2,24]). However, for the case when |p| = 1 and
|λ| = 1, the problem becomes much different—the series in (1.2) and (1.3) may not convergent. This is the main difficult in
the study of (1.1) for the case |p| = 1, and we have to find some other method to deal with this case.

A valid method – decomposition of almost periodic sequence – is introduced in [6,8] to study the following equation for the
case |p| = 1:

d2

dt2
(x(t)+ px(t − 1)) = qx([t])+ f (t).

Motivated by this decomposition, we introduce the decomposition of weighted pseudo almost periodic sequence in this paper,
which is a generalization of the decomposition of almost periodic sequence.We note that the decomposition of theweighted
ergodic perturbation of theweightedpseudo almost periodic sequence is ‘‘harder’’ than the decomposition of almost periodic
sequence (see Remark 3.1(iii) and Example 6.1). By using this decomposition method, some theorems on the existence and
uniqueness of weighted pseudo almost periodic solutions for (1.1) are presented (see Theorems 3.1 and 3.2), which are new
and can be regarded as a complement of some known results even in the special cases of almost periodicity and pseudo
almost periodicity (see Remark 3.1(i) and (ii)).

The paper is organized as follows. In Section 2, some notation and preliminary results are presented. In Section 3, we
state the main results (Theorems 3.1 and 3.2), and give two auxiliary theorems (Theorems 3.3 and 3.4) which imply the
main results. Then we give the proofs of these two auxiliary theorems in Sections 4 and 5 respectively. At last, an example
is presented in Section 6 to illustrate our main results.

2. Preliminaries

Throughout this paper, we always assume that |p| = 1, q ≠ 0, and denote by EN the N-dimensional Euclidean space
RN or CN endowed with Euclidean norm | · |. Let BC(R,EN) be the space of bounded continuous functions u : R → EN .
BC(R,EN) equipped with the sup norm defined by ∥u∥ = supt∈R |u(t)| is a Banach space. Furthermore, C(R,EN) denotes
the space of continuous functions from R to EN .

2.1. Weighted pseudo almost periodic function

Let U be the collection of functions (weights) ρ : R → (0,+∞), which are locally integrable over R. If ρ ∈ U , we set

µ(T , ρ) :=

 T

−T
ρ(t)dt for T > 0.

Denote

U∞ :=


ρ ∈ U : lim

T→∞

µ(T , ρ) = ∞


and

UB :=


ρ ∈ U∞ : ρ is bounded with inf

t∈R
ρ(t) > 0


.

Let ρ ′, ρ ′′
∈ U∞, ρ

′ is said to be equivalent to ρ ′′, denoting this as ρ ′
≺ ρ ′′, if ρ ′/ρ ′′

∈ UB. Then ‘≺’ is a binary equivalence
relation on U∞ (see [11]). Let ρ ∈ U∞, c ∈ R, define ρc by ρc(t) = ρ(t + c) for t ∈ R. We denote

UT = {ρ ∈ U∞ : ρ ≺ ρc for each c ∈ R} .

It is easy to see that UT contains plenty of weights, say, 1, et , 1 + 1/(1 + t2), 1 + |t|n with n ∈ N, etc.
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Definition 2.1 ([25]). A set S ⊂ R is said to be relatively dense if there exists L > 0 such that [a, a+ L]∩ S ≠ ∅ for all a ∈ R.
A function f ∈ C(R,EN) is said to be almost periodic if the ε-translation set of f

T (f , ε) = {τ ∈ R : |f (t + τ)− f (t)| < ε for all t ∈ R}

is relatively dense for each ε > 0. Denote by AP(EN) the set of all such functions.

For ρ ∈ U∞, the weighted ergodic space PAP0(EN , ρ) is defined by

PAP0(EN , ρ) :=


f ∈ BC(R,EN) : lim

T→∞

1
µ(T , ρ)

 T

−T
|f (t)|ρ(t)dt = 0


.

Definition 2.2 ([11]). Let ρ ∈ U∞. A function f ∈ BC(R,EN) is called weighted pseudo almost periodic (or ρ-pseudo almost
periodic) if it can be expressed as f = f ap + f e, where f ap ∈ AP(EN) and f e ∈ PAP0(EN , ρ). Denote by PAP(EN , ρ) the set of
all such functions.

The functions f ap and f e in Definition 2.2 are called the almost periodic and theweighted ergodic perturbation components
of f respectively. Moreover, the decomposition f ap + f e of f is unique if PAP0(EN , ρ) is translation invariant (see [26]), and
PAP0(EN , ρ) and PAP(EN , ρ) are Banach spaces with the norm inherited from BC(R,EN) (see [15]).

2.2. Weighted pseudo almost periodic sequence

Definition 2.3 ([25]). A sequence x : Z → EN is called an almost periodic sequence if the ε-translation set of x

T (x, ε) = {τ ∈ Z : |x(n + τ)− x(n)| ≤ ε for all n ∈ Z}

is a relatively dense set for all ε > 0. τ is called the ε-period for x. Denote the set of all these sequences x by APS(EN).

In the sequel, the vector x(n) ∈ EN always means a column vector.
Let Us denote the collection of sequences (weights) ϱ : Z → (0,+∞). For ϱ ∈ Us and T ∈ Z+

= {n ∈ Z : n ≥ 0}, set

µs(T , ϱ) =

T
n=−T

ϱ(n).

Denote

Us∞ :=


ϱ ∈ Us : lim

T→∞

µs(T , ϱ) = ∞


,

and

UsB :=


ϱ ∈ Us∞ : ϱ is bounded with inf

n∈Z
ϱ(n) > 0


.

Let ϱ′, ϱ′′
∈ Us∞, ϱ

′ is said to be equivalent to ϱ′′, denoting this as ϱ′
≺ ϱ′′, if {ϱ′(n)/ϱ′′(n)}n∈Z ∈ UsB. Then it is easy to see

that ‘≺’ is a binary equivalence relation on Us∞. Let ϱ ∈ Us∞, k ∈ Z, define ϱk by ϱk(n) = ϱ(n + k) for n ∈ Z. We denote

UsT = {ϱ ∈ Us∞ : ϱ ≺ ϱk for each k ∈ Z} .

Definition 2.4. (i) Let ϱ ∈ Us∞. A sequence x : Z → EN is said to be a ϱ − PAP0 sequence if it is bounded and satisfies

lim
T→∞

1
µs(T , ϱ)

T
n=−T

|x(n)|ϱ(n) = 0.

Denote the set of all such sequences x by PAP0S(EN , ϱ).
(ii) Let ϱ ∈ Us∞. A sequence x : Z → EN is said to be a weighted pseudo almost periodic sequence (or a ϱ-pseudo almost

periodic sequence) if x can be written as x = xap + xe with xap ∈ APS(EN) and xe ∈ PAP0S(EN , ϱ). xap and xe are called
almost periodic component and weighted ergodic perturbation, respectively, of sequence x. Denote the set of all such
sequences x by PAPS(EN , ϱ).

For more properties of PAPS(RN , ϱ), we refer to [24], and the same properties for PAPS(EN , ϱ) can be proved similarly.
Notably, the decomposition xap + xe of x is unique for ϱ ∈ UsT . The following two results were also given in [24], and we
give the proofs here for the convenient of the readers.
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Lemma 2.1. Let ρ ∈ UT , and denote

ϱ(n) =

 2n+1

2n−1
ρ(t)dt for n ∈ Z. (2.1)

Then ϱ ∈ UsT . Moreover, given c ∈ R, there exist positive constants C1, C2 such that, for sufficiently large T ,

C1µ(T + c, ρ) ≤ µs([T/2], ϱ) ≤ C2µ(T + c, ρ). (2.2)

Proof. Without loss of generality, we assume that c ≥ 0. Since ρ ∈ UT , there exists M > 0 such that ρc+1(t) ≤ Mρ(t) and
ρ−(c+1)(t) ≤ Mρ(t) for t ∈ R and

µ(T − 1, ρ) ≤ µs([T/2], ϱ) =

 2[T/2]+1

−2[T/2]−1
ρ(t)dt ≤ µ(T + 1 + c, ρ). (2.3)

For T > c + 2, i.e., −T + 2c + 3 < T − 1, we have

µ(T + c, ρ) =

 T+c

−T−c
ρ(t)dt =

 T−1

−T−2c−1
ρc+1(t)dt

=

 T−1

−T+1
ρc+1(t)dt +


−T+1

−T−2c−1
ρc+1(t)dt

=

 T−1

−T+1
ρc+1(t)dt +


−T+2c+3

−T+1
ρ−(c+1)(t)dt

≤

 T−1

−T+1
Mρ(t)dt +

 T−1

−T+1
Mρ(t)dt = 2Mµ(T − 1, ρ). (2.4)

Similarly, we can prove that there existsM ′ > 0 such that, for T large enough,

µ(T + 1 + c, ρ) ≤ M ′µ(T + c, ρ). (2.5)

Thus by (2.3)–(2.5) we have, for T large enough,

1
2M

µ(T + c, ρ) ≤ µs([T/2], ϱ) ≤ M ′µ(T + c, ρ).

This leads to (2.2), and from which we can get easily that ϱ ∈ UsT . The proof is complete. �

Proposition 2.1. PAP0S(EN , ϱ) with ϱ ∈ UsT is translation invariant.

Proof. Let x ∈ PAP0S(EN , ϱ) and k ∈ Z. Without loss of generality, we assume that k > 0. Then there exists M > 0 such
that ϱk(n)/ϱ(n) < M for n ∈ Z since ϱ ∈ UsT . Let ρ(t) = ϱ(n)/2 for t ∈ [2n − 1, 2n + 1), n ∈ Z. Then ρ ∈ UT and
ϱ(n) =

 2n+1
2n−1 ρ(t)dt for n ∈ Z. Now applying Lemma 2.1 we can get that

lim
T→∞

1
µs(T , ϱ)

T
n=−T

|x(n − k)|ϱ(n) ≤ lim
T→∞

1
µs(T , ϱ)

T+k
n=−(T+k)

|x(n)|ϱk(n)

≤ lim
T→∞

µs(T + k, ϱ)
µs(T , ϱ)

·
1

µs(T + k, ϱ)

T+k
n=−(T+k)

|x(n)|Mϱ(n) = 0.

This implies that {x(n − k)}n∈Z ∈ PAP0S(EN , ϱ). The proof is complete. �

Let ϱ ∈ Us∞, and 2PAPS(EN ,ϱ)
= {U : U ⊂ PAPS(EN , ϱ)}. For the decomposition of weighted pseudo almost periodic sequence,

we define functions Dγ : PAPS(EN , ϱ) → 2PAPS(EN ,ϱ) for γ = 1 and −1 by

Dγ {an} = {{bn} ∈ PAPS(EN , ϱ) : an = bn+1 + γ bn, n ∈ Z}

for {an} ∈ PAPS(EN , ϱ). Clearly, we have Dγ {0} ≠ ∅. We note that

αU + βV = {{cn} : cn = αan + βbn, n ∈ Z, {an} ∈ U, {bn} ∈ V }

for α, β ∈ E, U, V ∈ 2PAPS(EN ,ϱ). Let {an} = {(a1,n, a2,n, . . . , aN,n)T } ∈ PAPS(EN , ϱ), then it is clear that Dγ {an} ≠ ∅ if and
only if Dγ {ai,n} ≠ ∅, i = 1, 2, . . . ,N .
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Proposition 2.2. Let ϱ ∈ Us∞, {an}, {bn} ∈ PAPS(EN , ϱ). Then the following statements hold:

(i) Dγ {αan} = αDγ {an},Dγ {an} + Dγ {bn} ⊂ Dγ {an + bn} for α ∈ E \ {0}.
(ii) Dγ {an} ≠ ∅ implies that Dγ {Aan} ≠ ∅ for any matrix A ∈ EN×N .
(iii) Dγ {(−γ )nc} = ∅ for c ∈ EN

\ {0}.
(iv) If {bn} ∈ Dγ {an}, k ∈ N,

Dγ {an} = {{bn + (−γ )nc} : c ∈ EN
}. (2.6)

Furthermore, there is at most one {bn} ∈ Dγ {an} such that Dγ {bn} ≠ ∅.

Proof. The statement (i) can be verified easily by the definition of Dγ , and (ii) follows from (i) directly. If γ = 1, (iii) and
(iv) can be proved by an argument similar to the proof of [6, Proposition 2.1(ii), (iii)], and we omit the details. For the case
γ = −1, we give the proof of (iii) and (iv) as follows.

(iii) Suppose the contrary that some {bn} ∈ D−1{c}. Then c = bn+1 − bn, n ∈ Z, and we get that bn = nc + b0, n ∈ Z,
which contradicts the boundedness of {bn}. So (iii) holds.

(iv) Since {bn} ∈ D−1{an}, it is easy to see that {bn + c} ∈ D−1{an} for any c ∈ EN . Let {cn} ∈ D−1{an}. Then
an = bn+1 − bn = cn+1 − cn for n ∈ Z. This implies that cn = bn + (c0 − b0), n ∈ Z, that is {cn} ∈ {{bn + c} : c ∈ EN

}, and
(2.6) is true. If {bn} ∈ D−1{an} such that D−1{bn} ≠ ∅, we have D−1{an} = {{bn + c} : c ∈ EN

}. Suppose that D−1{bn + c} ≠ ∅

for some c ≠ 0, we get from (i) that ∅ ≠ D−1{bn + c} − D−1{bn} ⊂ D−1{c}. This contradicts (iii). So (iv) holds. The proof is
complete. �

3. The main results

In the sequel, we always assume that f ∈ PAP(R, ρ), ρ ∈ UT and ϱ(n) is given by (2.1). By a solution x(t) of (1.1) on R we
mean a function continuous on R, satisfying (1.1) for all t ∈ R, t ≠ 2n + 1, and such that the one sided second derivatives
of x(t)+ px(t − 1) exist at 2n + 1, n ∈ Z.

As in [2], letf (1)n =

 n+1

n

 s

n
f (σ )dσds, f (2)n =

 n−1

n

 s

n
f (σ )dσds, gn =

 n+2

n
f (t)dt,

h(1)n = f (1)n + f (2)n , h(2)n = gn + f (2)n − f (2)n+2,

(3.1)

and consider the following difference equations (see (11) and (12) in [2]):
x2n+1 + (p − q − 2)x2n + (1 − 2p)x2n−1 + px2n−2 = h(1)2n ,
1 −

q
2


x2n+2 + (p − 1)x2n+1 −


1 + p +

3q
2


x2n − (p − 1)x2n−1 + px2n−2 = h(2)2n .

(3.2)

We rewrite (3.2) as the following form:

y(n + 1) = A1y(n)+ l(n), if q ≠ 2, (3.3a)

z(n + 1) = A2z(n)+ v(n), if q = 2, (3.3b)

where y(n) = (x2n, x2n−1, x2n−2)
T , z(n) = (x2n−1, x2n−2)

T for n ∈ Z,

A1 =


5q − 2pq − 4p + 8

2 − q
8p − 8
2 − q

2
2 − q

q + 2 − p 2p − 1 −p
1 0 0

 , A2 =


2p + 3
9 − 4p

2
4p − 9

4 − 4p
9 − 4p

2p − 1
9 − 4p

 , (3.4)

l(n) =


2

2 − q
h(2)2n +

2 − 2p
2 − q

h(1)2n

h(1)2n
0

 , v(n) =


p + 4
9 − 4p

h(1)2n +
4 − p
4p − 9

h(2)2n

p − 1
9 − 4p

h(1)2n +
1

4p − 9
h(2)2n

 .
The following assumptions will be used later:

(H1) D2
−1{g2n} ≠ ∅ and D2

−1{f
(i)
2n } ≠ ∅, i = 1, 2.

(H2) D−1D1{g2n} ≠ ∅ and D−1D1{f
(i)
2n } ≠ ∅, i = 1, 2.

(H3) D−1{g2n} ≠ ∅ and D−1{f
(i)
2n } ≠ ∅, i = 1, 2.

(H4) There exists f̄ ∈ PAP(R, ρ) such that {f̄ (2n + η)} ∈ D−1{f (2n + η)} for η ∈ [−1, 1].
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Now we state the main results in this paper.

Theorem 3.1. Assume that p = −1 and (H4) holds. Then the following statements are true.

(i) If q ≠ −4, (3.2) has a unique real solution {xn} such that D−1{x2n} ≠ ∅ and D−1{x2n−1} ≠ ∅, and the following
statement (Q) holds:
(Q) For any ϕ(t) continuous on [0, 1] with ϕ(0) = x0 and ϕ(1) = x1, (1.1) has a unique solution x(t) ∈ PAP(R, ρ) such

that x(t) = ϕ(t), t ∈ [0, 1] and x(n) = xn, n ∈ Z.
(ii) If q = −4 and (H2) holds, then (3.2) has a real solution {xn} such that D−1{x2n} ≠ ∅ and D−1{x2n−1} ≠ ∅, and

statement (Q) is true. Furthermore,

S =

{ȳ(n)} : ȳ(n) = (x̄2n, x̄2n−1, x̄2n−2)

T
= (x2n, x2n−1, x2n−2)

T
+ An

1C with C = c(1,−1,−1)T , c ∈ R


is the set of all real solutions of (3.3a) such that D−1{ȳ(n)} ≠ ∅, and statement (Q) is true for x̄n in place of xn.

Theorem 3.2. Assume that p = 1, (H1) and (H4) hold. Then statement (i) in Theorem 3.1 is true.

Remark 3.1. (i) Pseudo almost periodic case: If ρ = 1, Theorems 3.1 and 3.2 are results for the case of pseudo almost
periodicity, and can be regarded as a complement of the results in [2], where |p| ≠ 1.

(ii) Almost periodic case: By an argument similar to the proof of Theorems 3.1 and 3.2, we can get similar results for the
special case of almost periodicity, i.e., all the assumptions and conclusions are presented on almost periodicity, and this
is a complement of the results in [7,10], where |p| ≠ 1.

(iii) An open question: If conditions (H1) and (H2) are satisfied simultaneously, under the assumptions of Theorem 3.2, we
can prove similarly that statement (ii) of Theorem 3.1 also holds for the case p = 1 with S replaced by

S̄ =

{ȳ(n)} : ȳ(n) = (x̄2n, x̄2n−1, x̄2n−2)

T
= (x2n, x2n−1, x2n−2)

T
+ An

1C with C = c(1, 1,−1)T , c ∈ R

.

Unfortunately, it is still an open question whether there exists a function f ∈ PAP(R, ρ)with f e ≠ 0 such that (H1) and
(H2) hold simultaneously. However, in the special case of almost periodicity, by [6, Proposition 2.2] and [8, Proposition
1.1], many functions satisfy (H1) and (H2) simultaneously (see also the almost periodic component of f in Example 6.1).

To prove Theorems 3.1 and 3.2, we first give the following lemma.

Lemma 3.1. For η ∈ [−1, 1], let ψn(η) =
 η
0

 s
0 f (2n + σ)dσds, n ∈ Z. Then {ψn(η)} ∈ PAPS(R, ϱ).

Proof. Clearly, {f ap(2n + σ)}n ∈ APS(R) and f ap(2n + σ) is uniformly continuous in σ ∈ [−1, 1] uniformly in n ∈ Z. So it
is easy to get that {{f ap(2n + σ)} : σ ∈ [−1, 1]} is uniform almost periodic, that is

T (f ap, ε) = {τ ∈ Z : |f ap(2(n + τ)+ σ)− f ap(2n + σ)| ≤ ε, n ∈ Z, σ ∈ [−1, 1]}

is relatively dense for all ε > 0. Then it is easy to verify that

ψap
n (η) =

 η

0

 s

0
f ap(2n + σ)dσds, n ∈ Z

is almost periodic for each η ∈ [−1, 1]. Let ψ e
n = ψn − ψ

ap
n , n ∈ Z. For T ∈ Z+, we get

T
n=−T

|ψ e
n(η)|ϱ(n) =

T
n=−T

 2n+η

2n

 s

2n
f e(σ )dσds

  2n+1

2n−1
ρ(t)dt

≤

T
n=−T

 2n+1

2n−1
|f e(σ )|dσ

 2n+1

2n−1
ρ(t)dt

=

T
n=−T

 2n+1

2n−1

 2n+1−t

2n−1−t
|f e(σ + t)|ρ(t)dσdt

=

T
n=−T

 0

−2

 2n+1

2n−1−σ
+

 2

0

 2n+1−σ

2n−1


|f e(σ + t)|ρ(t)dtdσ

≤

T
n=−T

 2

−2

 2n+1

2n−1
|f e(σ + t)|ρ(t)dtdσ

=

 2

−2

 2T+1

−2T−1
|f e(σ + t)|ρ(t)dtdσ .
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For T ∈ Z+, σ ∈ [−2, 2], let

ΦT (σ ) =
1

µ(2T + 1, ρ)

 2T+1

−2T−1
|f e(σ + t)|ρ(t)dt.

Then |ΦT (σ )| ≤ ∥f e∥. From Proposition 2.1, we get that limT→∞ΦT (σ ) = 0 for each σ ∈ [−2, 2]. Now by Lebesgue
dominated convergence theorem and Lemma 2.1,

lim
T→∞

1
µs(T , ϱ)

T
n=−T

|ψ e
n(η)|ϱ(n) ≤ lim

T→∞

µ(2T + 1, ρ)
µs(T , ϱ)

 2

−2
ΦT (σ )dσ = 0,

which implies that {ψ e
n(η)} ∈ PAP0S(R, ϱ) for each η ∈ [−1, 1]. This completes the proof. �

Remark 3.2. (i) Since f (1)2n = ψn(1) and f (2)2n = ψn(−1), n ∈ Z, we have {f (i)2n } ∈ PAPS(R, ϱ), i = 1, 2. Moreover, we can
prove that {g2n} ∈ PAPS(R, ϱ) by an argument similar to the proof of Lemma 3.1. Then {h(i)2n} ∈ PAPS(R, ϱ), i = 1, 2,
and consequently {l(n)} ∈ PAPS(R3, ϱ), {v(n)} ∈ PAPS(R2, ϱ).

(ii) We note that (H4) implies (H3). In fact, let ψ̄n(η) =
 η
0

 s
0 f̄ (2n + σ)dσds, n ∈ Z, η ∈ [−1, 1]. Then {ψ̄n(η)} ∈

PAPS(R, ϱ) by (H4) and Lemma 3.1. Moreover, it is easy to verify that ψ̄n+1(η) − ψ̄n(η) = ψn(η) for n ∈ Z by (H4).
This means that {ψ̄n(η)} ∈ D−1{ψn(η)}, and consequently, D−1{f

(i)
2n } ≠ ∅, i = 1, 2. Similarly, we can prove that

D−1{g2n} ≠ ∅. That is (H3) holds.

For the relation between the difference system (3.2) and the differential equation (1.1), we have the following result.

Theorem 3.3. Assume that (H4) holds and {xn} is a real solution of (3.2) such that D−1{x2n} ≠ ∅ and D−1{x2n−1} ≠ ∅. Then
statement (Q) in Theorem 3.1 is true.

For the difference system (3.2) or equivalently, (3.3a) and (3.3b), we have the following result.

Theorem 3.4. (i) Assume that p = −1 and (H3) holds. If q ≠ −4, (3.2) has a unique real solution {xn} such that D−1{x2n} ≠ ∅

and D−1{x2n−1} ≠ ∅. If q = −4 and (H2) holds, (3.3a) has a real solution {y(n)} such that D−1{y(n)} ≠ ∅. Furthermore, the
set S given in Theorem 3.1(ii) is the set of all real solutions of (3.3a) such that D−1{ȳ(n)} ≠ ∅.

(ii) Assume that p = 1, q ≠ −4 and (H1) holds. Then (3.2) has a unique real solution {xn} such that D−1{x2n} ≠ ∅ and
D−1{x2n−1} ≠ ∅.

It is clear that themain results Theorems 3.1 and 3.2 follow fromTheorems 3.3 and 3.4 directly by the fact that assumption
(H4) implies (H3). So we need only to prove Theorems 3.3 and 3.4, and this will be done in the next two sections.

4. Proof of Theorem 3.3

Proof of Theorem 3.3. Let {xn} be as in Theorem 3.3. Let

w(t) = x2n + px2n−1 + A2n(t − 2n)+
q
2
x2n(t − 2n)2 + ψn(t − 2n), (4.1)

for t ∈ [2n − 1, 2n + 1), n ∈ Z, with An = (1 + q/2)xn + (p − 1)xn−1 − pxn−2 + f (2)n and ψn given by Lemma 3.1. Then
by the same way as the proof of [2, Lemma 14], we can get thatw(t) is continuously differentiable in R. Let x(t) = ϕ(t) for
t ∈ [0, 1], and define x(t) inductively in R by

x(t) =


(w(t + 1)− x(t + 1))/p, t ∈ [−n,−n + 1), n = 1, 2, . . . ,
w(t)− px(t − 1), t ∈ (n, n + 1], n = 1, 2, . . . .

Then x(t) is a solution of (1.1) with x(n) = xn and

w(t) = x(t)+ px(t − 1) for t ∈ R. (4.2)

Nowweneed only to prove that x ∈ PAP(R, ρ). Let ψ̄n(η) =
 η
0

 s
0 f̄ (2n+σ)dσ , ḡ2n =

 2n+2
2n f̄ (t)dt for eachη ∈ [−1, 1]with

f̄ given in (H4), and f̄ (1)2n = ψ̄n(1), f̄
(2)
2n = ψ̄n(−1). Then {f̄ (i)2n } ∈ D−1{f

(i)
2n }, i = 1, 2, ḡ2n ∈ D−1{g2n} and ψ̄n(η) ∈ D−1{ψn(η)}

for η ∈ [−1, 1], and by Proposition 2.2(i) we have {h̄(1)2n } = {f̄ (1)2n + f̄ (2)2n } ∈ D−1{h
(1)
2n } and {h̄(2)2n } = {ḡ2n + f̄ (2)2n + f̄ (2)2n+2} ∈

D−1{h
(2)
2n }. Moreover, again by Proposition 2.2(i), we can choose {x̄2n} ∈ D−1{x2n}, {x̄2n−1} ∈ D−1{x2n−1}, Ā2n ∈ D−1{A2n}

such that (3.2) holds with xn and h(i)2n, i = 1, 2 replaced by x̄n and h̄(i)2n, i = 1, 2. Let

w̄(t) = x̄2n + px̄2n−1 + Ā2n(t − 2n)+
q
2
x̄2n(t − 2n)2 + ψ̄n(t − 2n), (4.3)

w̄ap(t) = x̄ap2n + px̄ap2n−1 + Āap
2n(t − 2n)+

q
2
x̄ap2n(t − 2n)2 + ψ̄ap

n (t − 2n) (4.4)
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for t ∈ [2n − 1, 2n + 1), n ∈ Z, where ψ̄ap
n (t − 2n) =

 t−2n
0

 s
0 f̄ ap(2n + σ)dσ . Then by an argument the same as that to

provew ∈ BC(R,R) (see [2, Lemma 14]), we can prove that

w̄, w̄ap
∈ BC(R,R). (4.5)

Meanwhile, by (4.3) and Proposition 2.2(i),

{w̄(2n − 1 + δ)} ∈ D−1{w(2n − 1 + δ)}, {w̄(2n + δ)} ∈ D−1{w(2n + δ)}. (4.6)

Now we complete the proof by the following 3 steps.
Step 1. Let δ ∈ [0, 1), we prove that

{x(2n − 1 + δ)}, {x(2n + δ)} ∈ PAPS(R, ϱ). (4.7)

From (4.2) we getw(t)− pw(t − 1) = x(t)− x(t − 2) for t ∈ R. Then

x(2n − 1 + δ)− x(2n − 3 + δ) = w(2n − 1 + δ)− pw(2n − 2 + δ)

= w̄(2(n + 1)− 1 + δ)− pw̄(2n + δ)− (w̄(2n − 1 + δ)− pw̄(2(n − 1)+ δ))

for n ∈ Z. This implies that

x(2n − 1 + δ) = w̄(2(n + 1)− 1 + δ)− pw̄(2n + δ)+ C1 with

xap(2n − 1 + δ) = w̄ap(2(n + 1)− 1 + δ)− pw̄ap(2n + δ)+ C1, n ∈ Z, (4.8)

where C1 = x(δ+ 1)− w̄(3+ δ)+ pw̄(2+ δ). This together with (4.6) follows that {x(2n− 1+ δ)} ∈ PAPS(R, ϱ). Similarly,
we can get

x(2n + δ) = w̄(2(n + 1)+ δ)− pw̄(2(n + 1)− 1 + δ)+ C2 with

xap(2n + δ) = w̄ap(2(n + 1)+ δ)− pw̄ap(2(n + 1)− 1 + δ)+ C2, n ∈ Z, (4.9)

where C2 = ϕ(δ)− w̄(2+ δ)+ pw̄(1+ δ). This together with (4.6) yields that {x(2n+ δ)} ∈ PAPS(R, ϱ). Then (4.7) is true.
Step 2. For δ ∈ [0, 1), let x1 : R → R be given by

x1(t) =


xap(2n − 1 + δ), t = 2n − 1 + δ,
xap(2n + δ), t = 2n + δ

for n ∈ Z. We prove that x1 ∈ AP(R). By (4.4) we can get easily that w̄ap(2n−1+δ), w̄ap(2n+δ) are uniformly continuous in
δ ∈ [0, 1) uniformly in n ∈ Z. Then it follows from (4.5), (4.8) and (4.9), that x1 ∈ BC(R,R) and xap(2n− 1+ δ), xap(2n+ δ)
are uniformly continuous in δ ∈ [0, 1) uniformly in n ∈ Z. Thus given ε > 0, we can choose δ1, δ2, . . . , δm ∈ [0, 1) satisfying
that, for each δ ∈ [0, 1), there exist some 1 ≤ i, j ≤ m, such that

|xap(2n − 1 + δ)− xap(2n − 1 + δi)| <
ε

3
, n ∈ Z, (4.10)

|xap(2n + δ)− xap(2n + δj)| <
ε

3
, n ∈ Z. (4.11)

Let G = {{xap(2n − 1 + δi)}n, {xap(2n + δi)}n : 1 ≤ i ≤ m}. Clearly, G is uniformly almost periodic since it is a finite set. Let
2T (G, ε/3) = {2τ : τ ∈ T (G, ε/3)}. Then 2T (G, ε/3) is relatively dense. For τ ∈ 2T (G, ε/3), t ∈ R. If [t] = 2n− 1 for some
n ∈ Z, let δ = t − [t], and by (4.10),

|x1(t + τ)− x1(t)| = |xap(2n − 1 + δ + τ)− xap(2n − 1 + δ)|

≤ |xap(2(n + τ/2)− 1 + δ)− xap(2(n + τ/2)− 1 + δi)| + |xap(2(n + τ/2)− 1 + δi)

− xap(2n − 1 + δi)| + |xap(2n − 1 + δi)− xap(2n − 1 + δ)|

<
ε

3
+
ε

3
+
ε

3
= ε.

Similarly, if [t] = 2n for some n ∈ Z, by (4.11) we can get

|x1(t + τ)− x1(t)| = |xap(2n + δ + τ)− xap(2n + δ)| < ε.

Hence 2T (G, ε/3) ⊂ T (xap, ε). So T (xap, ε) is relatively dense, and x1 ∈ AP(R).
Step 3. For δ ∈ [0, 1), n ∈ Z, let

x2(t) = x(t)− x1(t) =


xe(2n − 1 + δ), t = 2n − 1 + δ,
xe(2n + δ), t = 2n + δ
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for n ∈ Z. Then x2 ∈ BC(R,R). We prove that x2 ∈ PAP0(R, ρ). By the same argument in the proof of (4.10) and (4.11), we
can choose δ1, δ2, . . . , δm ∈ [0, 1) satisfying that, for each t ∈ [0, 1), there exist some 1 ≤ i, j ≤ m, such that

|xe(2n − 1 + t)− xe(2n − 1 + δi)| <
ε

3
, n ∈ Z, (4.12)

|xe(2n + t)− xe(2n + δj)| <
ε

3
, n ∈ Z. (4.13)

Set

O1
i = {t ∈ [0, 1) : |xe(2n − 1 + t)− xe(2n − 1 + δi)| < ε/3},

O2
i = {t ∈ [0, 1) : |xe(2n + t)− xe(2n + δi)| < ε/3},

for i = 1, 2, . . . ,m, we have [0, 1) =
m

i=1 O
j
i , j = 1, 2. Let

B
j
1 = O

j
1, B

j
i = O

j
i \

i−1
k=1

O
j
k, j = 1, 2, i = 2, 3, . . . ,m.

Then

[0, 1) =

m
i=1

B
j
i , B

j
i


B

j
k = ∅ for j = 1, 2, i ≠ k. (4.14)

Moreover, by (2.1), (4.12) and (4.14) we have, for n ∈ Z,
m
i=1


B1

i

|xe(2n − 1 + t)|ρ(2n − 1 + t)dt ≤

m
i=1


B1

i


|xe(2n − 1 + δi)| +

ε

3


ρ(2n − 1 + t)dt

=

m
i=1

|xe(2n − 1 + δi)|


B1

i

ρ(2n − 1 + t)dt +
ε

3

 1

0
ρ(2n − 1 + t)dt

≤


m
i=1

|xe(2n − 1 + δi)| +
ε

3


ϱ(n). (4.15)

Similarly, by (2.1), (4.13) and (4.14) we have, for n ∈ Z,

m
i=1


B2

i

|xe(2n + t)|ρ(2n + t)dt ≤


m
i=1

|xe(2n + δi)| +
ε

3


ϱ(n). (4.16)

Denote Q (n) =
m

i=1(|x
e(2n− 1+ δi)| + |xe(2n+ δi)|). Then {Q (n)} ∈ PAP0S(R, ϱ) since {xe(2n− 1+ δi)}, {xe(2n+ δi)} ∈

PAP0S(R, ϱ), i = 1, 2, . . . ,m, and there exists T0 > 0 such that, for T > T0,

1
µs(T , ϱ)

T
n=−T

Q (n)ϱ(n) <
ε

3
. (4.17)

Now by (4.14)–(4.16) we have 2n+1

2n−1
|xe(t)|ρ(t)dt =

 2n

2n−1
|xe(t)|ρ(t)dt +

 2n+1

2n
|xe(t)|ρ(t)dt

=

 1

0
|xe(2n − 1 + t)|ρ(2n − 1 + t)dt +

 1

0
|xe(2n + t)|ρ(2n + t)dt

=

m
i=1


B1i

|xe(2n − 1 + t)|ρ(2n − 1 + t)dt +

m
i=1


B2i

|xe(2n + t)|ρ(2n + t)dt

≤


m
i=1

|xe(2n − 1 + δi)| +
ε

3


ϱ(n)+


m
i=1

|xe(2n + δi)| +
ε

3


ϱ(n)

=


Q (n)+

2ε
3


ϱ(n). (4.18)
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Meanwhile, by Lemma 2.1, there exist M > 0 and T ′

0 > 2T0 + 1 such that µs
 T

2


+ 1, ϱ


≤ Mµ(T , ρ) for T > T ′

0. Then by
(4.17) and (4.18), for T > T ′

0,

1
µ(T , ρ)

 T

−T
|xe(t)|ρ(t) ≤

1
µ(T , ρ)


T
2


+1

n=−


T
2


−1

 2n+1

2n−1
|xe(t)|ρ(t)dt

≤
µs
 T

2


+ 1, ϱ


µ(T , ρ)

1
µs
 T

2


+ 1, ϱ



T
2


+1

n=−


T
2


−1


Q (n)+

2ε
3


ϱ(n)

< M

ε

3
+

2ε
3


= Mε.

This implies that xe ∈ PAP0(R, ρ), and the proof is complete.

5. Proof of Theorem 3.4

Denote by λi, i = 1, 2, 3 the three eigenvalues of A1, we may assume that A1 does not have triple eigenvalues (in fact,
this can be guaranteed by Lemma 5.1). Then there exists a nonsingular matrix P = (pij)3×3 ∈ C3×3 such that

PA1P−1
= Λ, (5.1)

where

Λ =


λ1 0 0
0 λ2 0
0 0 λ3


or Λ =


λ1 0 0
0 λ2 0
0 1 λ3


with λ2 ≠ λ3 or λ2 = λ3, and (3.3a) can be rewritten as the following form

u(n + 1) = Λu(n)+ k(n), (5.2)

where u(n) = (u1(n), u2(n), u3(n))T = Py(n) and k(n) = (k1(n), k2(n), k3(n))T = Pl(n) for n ∈ Z. Then {k(n)} ∈

PAPS(C3, ϱ) by Remark 3.2(i) and Proposition 2.2(ii).
By (3.4), it is easy to verify that the eigenvalues of A2 are 1 and 1/5 if p = 1, and are (−1±2

√
3i)/13 if p = −1.Moreover,

we can get the characteristic equation of A1 if p = 1:

λ3 +
2q + 6
q − 2

λ2 +
3q + 6
2 − q

λ+
2

q − 2
= 0. (5.3)

Clearly, 1 is a solution of (5.3), say, λ1 = 1. Meanwhile, if p = −1, the characteristic equation of A1 is

λ3 +
10q + 6
q − 2

λ2 +
5q − 6
q − 2

λ+
2

q − 2
= 0. (5.4)

For the eigenvalues of A1, we have the following lemma.

Lemma 5.1. (i) Assume p = 1, q ≠ 2. Then q ≠ −4 if and only if |λi| ≠ 1, i = 2, 3.
(ii) If p = −1, A1 has no triple eigenvalue and the following statements are equivalent:

(a) one of the eigenvalues of A1 has absolute value 1.
(b) −1 is an eigenvalue of A1 and the absolute values of the other two eigenvalues of A1 are different from 1.
(c) q = −4.

Proof. (i) Assume that q = −4. Then it follows from (5.3) that −1 is an eigenvalue of A1. On the other hand, without loss of
generality, suppose that |λ2| = 1. Then λ2 = eiθ for 0 ≤ θ ≤ π . If θ = 0, that is λ2 = 1. By (5.3), we know

λ1λ2λ3 = λ3 =
2

2 − q
, λ1 + λ2 + λ3 = 2 + λ3 =

2q + 6
2 − q

.

Thus 4q + 2 = 2, and q = 0, which contradicts the assumption q ≠ 0. So θ ≠ 0. If 0 < θ < π , then λ3 must be e−iθ .
By (5.3),

λ1λ2λ3 = 1 =
2

2 − q
.
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Thus q = 0, which contradicts q ≠ 0. So θ ∈̄(0, π), and then θ = π , i.e. λ2 = −1. This together with (5.3) implies that
q = −4. The proof is complete.

(ii) If λ1 = λ2 = λ3, from (5.4) we have

3λ21 =
5q − 6
q − 2

, 3λ1 = −
10q + 6
q − 2

, λ31 = −
2

q − 2
. (5.5)

By the first two equations of (5.5) we get that q = −168/85, λ1 = −195/169. Then by the third equation of (5.5) we have
(−195/169)3 = 85/169, which is impossible. Thus A1 has no triple eigenvalue.

(a) ⇒ (b) Assume that |λ1| = 1. Then λ1 = eiθ for 0 ≤ θ ≤ π . If θ = 0, that is λ1 = 1, by (5.4) we get 16q = 0, which
contradicts q ≠ 0. So θ ≠ 0. If 0 < θ < π , another eigenvalue of A1, say, λ2, must be e−iθ . By (5.4),

λ1λ2λ3 = λ3 = −
2

q − 2
,

λ1λ2 + λ1λ3 + λ2λ3 = 1 + 2λ3 cos θ =
5q − 6
q − 2

,

λ1 + λ2 + λ3 = 2 cos θ + λ3 = −
10q + 6
q − 2

.

This implies

2 cos θ = 2 − 2q =
10q + 4
2 − q

.

Then cos θ = −7, which is impossible. So θ ∉ (0, π). If θ = π, λ1 = −1. By (5.4) we have q = −4, and then it follows from
(5.4) that λ2 =

−7+2
√
13

3 , λ3 =
−7−2

√
13

3 . This means that (b) is true.
(b) ⇒ (c) Let λ1 = −1. Then by (5.4) we have q = −4, and (c) is true.
(c) ⇒ (a) Since q = −4, it is easy to verify that −1 is a solution of (5.4). Then (a) holds. �

Proof of Theorem 3.4. The proof of (i) is completed in the following three cases:
Case I. Suppose that q ≠ −4 and q ≠ 2. We may assume that λ1 ≠ λj, j = 2, 3 and |λi| ≠ 1, i = 1, 2, 3 by Lemma 5.1.

Let α be a constant defined as that, α = 0 if λ2 ≠ λ3;α = 1 if λ2 = λ3. Define u(n) = (u1(n), u2(n), u3(n))T by

ui(n) =




m≤n−1

λn−m−1
i ki(m), |λi| < 1,

−


m≥n

λn−m−1
i ki(m), |λi| > 1,

i = 1, 2,

u3(n) =




m≤n−1

λn−m−1
3 (k3(m)+ αu2(m)), |λ3| < 1,

−


m≥n

λn−m−1
3 (k3(m)+ αu2(m)), |λ3| > 1

(5.6)

for n ∈ Z. It is clear that u(n) is the unique bounded solution of (5.2). Next we prove that {ui(n)} ∈ PAPS(C, ϱ), i = 1, 2, 3.
Suppose that |λ1| < 1. Let

uap
1 (n) =


m≤n−1

λn−m−1
1 kap1 (m),

ue
1(n) = u1(n)− uap

1 (n) =


m≤n−1

λn−m−1
1 ke1(m).

It is not difficult for us to check that {uap
1 (n)}n∈Z ∈ APS(C). Meanwhile, for T ∈ Z+,

1
µs(T , ϱ)

T
n=−T

|ue
1(n)|ϱ(n) =

1
µs(T , ϱ)

T
n=−T

n−1
m=−∞

|λ1|
n−m−1

|ke1(m)|ϱ(n)

=
1

µs(T , ϱ)

T
n=−T

∞
m=0

|λ1|
m
|ke1(n − 1 − m)|ϱ(n)

=

∞
m=0

|λ1|
m 1
µs(T , ϱ)

T
n=−T

|ke1(n − 1 − m)|ϱ(n). (5.7)
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Form ∈ Z+, let

ΦT (m) =
1

µs(T , ϱ)

T
n=−T

|ke1(n − 1 − m)|ϱ(n).

From Proposition 2.1, we get

lim
T→∞

ΦT (m) = 0, ΦT (m) ≤ sup
n∈Z

|ke1(n)| , M1 for m ∈ Z+. (5.8)

Given ε > 0, it is clear that there exists an integer K > 0 such that

∞
m=K+1

|λ1|
m < ε. (5.9)

Then by (5.8), there exists T0 > 0 such that for T > T0,

ΦT (m) <
ε

K + 1
for 0 ≤ m ≤ K . (5.10)

Now by (5.7)–(5.10), for T > T0 we have

1
µs(T , ϱ)

T
n=−T

|ue
1(n)|ϱ(n) =

K
m=0

|λ2|
mΦT (m)+

∞
m=K+1

|λ1|
mΦT (m)

≤ (K + 1)
ε

K + 1
+ M1ε = (1 + M1)ε.

This implies that {ue
1(n)} ∈ PAP0S(C, ϱ) for |λ1| < 1. Similarly, we can get that {ue

1(n)} ∈ PAP0S(C, ϱ) for |λ1| > 1. Thus
{u1(n)} ∈ PAPS(C, ϱ). Moreover, we can prove similarly that {ui(n)} ∈ PAPS(C, ϱ) for i = 2, 3. Let y(n) = P−1u(n), n ∈ Z.
Then {y(n)} is the unique bounded solution of (3.3a) and {y(n)} ∈ PAPS(C3, ϱ).

Next we prove that {y(n)} ∈ PAPS(R3, ϱ) such that D−1{y(n)} ≠ ∅. In fact, by (5.1) and a fundamental calculation, we
can see that the entries of P and P−1 can be get from the rational operations of q and λi, i = 1, 2, 3. Therefore, if all the
eigenvalues of A1 are real, by (5.6) we have u(n) ∈ R3, n ∈ Z, and then y(n) ∈ R3, n ∈ Z. If one of the eigenvalues of A1,
say, λ2 is complex, then λ3 = λ2. Consequently, α = 0, and by (5.1) and a fundamental calculation we can get:

P = (pij) = d−1
1

P1(λ1, λ2, λ3) P2(λ1, λ2, λ3) P3(λ1, λ2, λ3)
P1(λ2, λ3, λ1) P2(λ2, λ3, λ1) P3(λ2, λ3, λ1)
P1(λ3, λ1, λ2) P2(λ3, λ1, λ2) P3(λ3, λ1, λ2)


,

P−1
= (qij) =


λ1(λ1 + 3) λ2(λ2 + 3) λ3(λ3 + 3)
(q + 3)λ1 + 1 (q + 3)λ2 + 1 (q + 3)λ3 + 1

λ1 + 3 λ2 + 3 λ3 + 3


,

where d1 = (3q+8)(λ21+λ2λ3−λ1λ2−λ1λ3)(λ2−λ3), P1(a, b, c) = (3q+8)(b−c), P2(a, b, c) = (bc+3b+3c+9)(c−b)
and P3(a, b, c) = ((q + 3)bc + b + c + 3)(b − c). It is easy to see that p1i, qi1 ∈ R and p2i = p3i, qi2 = qi3, i = 1, 2, 3.
Meanwhile, u1(n) ∈ R and u2(n) = u3(n) for n ∈ Z by (5.6). Then we can verify easily that y(n) = P−1u(n) ∈ R3 for n ∈ R,
i.e. {y(n)} ∈ PAPS(R3, ϱ). By (H3) and Proposition 2.2 we can get that D−1{k(n)} ≠ ∅. Then it is easy to get from (5.6) that
D−1{u(n)} ≠ ∅, and we have D−1{y(n)} ≠ ∅ by Proposition 2.2(ii). This completes the proof of (i) in the case q ≠ 2 and
q ≠ −4.

Case II. Suppose that q = 2. Then the eigenvalues of A2 are

−1 ± 2

√
3i

/13. By an argument similar to the proof of

Case I, we can prove that (i) holds for this simpler case.
Case III. Suppose that q = −4. Then the eigenvalues of A1 are λ1 = −1, λ2 =


−7 + 2

√
13

/3, λ3 =


−7 − 2

√
13

/3.

By (5.1) and a fundamental calculation, P can be chosen as

P =

 3 −4 1
38 − 10

√
13 56 − 16

√
13 −18 + 6

√
13

38 + 10
√
13 56 + 16

√
13 −18 − 6

√
13

 .
Moreover, it is easy to get that D−1D1{k(n)} ≠ ∅ and D−1{k(n)} ≠ ∅ by (H2), (H3) and Proposition 2.2(i), (ii). Choose
{r(n)} ∈ D1{k(n)} with r(n) = (r1(n), r2(n), r3(n))T , n ∈ Z such that D−1{r(n)} ≠ ∅, and define

u(n) = (u1(n), u2(n), u3(n))T

=


r1(n),


m≤n−1

λn−m−1
2 k2(m),−


m≥n

λn−m−1
3 k3(m)

T
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for n ∈ Z. Then it is easy to see that {u(n)} is a solution of (5.2), and by an argument similar to that of Case I we can get that
{u(n)} ∈ PAPS(R3, ϱ) with D−1{u(n)} ≠ ∅. Let y(n) = P−1u(n) for n ∈ Z. Then {y(n)} ∈ PAPS(R3, ϱ) is a solution of (3.3a),
and D−1{y(n)} ≠ ∅ by Proposition 2.2(ii).

Nowwe show that S is the set of all real solutions of (3.3a) such thatD−1{ȳ(n)} ≠ ∅. Let {ȳ(n)} = {(x̄2n, x̄2n−1, x̄2n−2)
T
} =

{y(n) + An
1C} ∈ S with C = c(1,−1,−1)T , c ∈ R. Then it is easy to verify that {ȳ(n)} is a solution of (3.3a) and PAn

1C =

ΛnPC = 6c((−1)n, 0, 0)T , n ∈ Z. Then D−1{Λ
nPC} ≠ ∅ by Proposition 2.2(iii), and D−1{An

1C} = D−1{P−1ΛnPC} ≠ ∅ by
Proposition 2.2(ii). Hence D−1{ȳ(n)} = D−1{y(n)+ An

1C} ≠ ∅ by Proposition 2.2(i).
On the other hand, assume that {ȳ(n)} = {(x̄2n, x̄2n−1, x̄2n−2)

T
} is a solution of (3.3a) such that D−1{ȳ(n)} ≠ ∅. By (3.3a)

we have that ȳ(n)− y(n) = An
1C, n ∈ Z, with C = (c1, c2, c3)T = ȳ(0)− y(0). Then D−1{An

1C} = D−1{ȳ(n)− y(n)} ≠ ∅ by
Proposition 2.2(i), and thus, D−1{Λ

nPC} = D−1{PAn
1C} ≠ ∅ by Proposition 2.2(ii). Meanwhile,

ΛnPC =


(3c1 − 4c2 + c3)(−1)n

(38 − 10
√
13)c1 + (56 − 16

√
13)c2 + (−18 + 6

√
13)c3


λn2

(38 + 10
√
13)c1 + (56 + 16

√
13)c2 + (−18 − 6

√
13)c3


λn3


for n ∈ Z. It follows from Proposition 2.2(iii) that

(38 − 10
√
13)c1 + (56 − 16

√
13)c2 + (−18 + 6

√
13)c3 = 0,

(38 + 10
√
13)c1 + (56 + 16

√
13)c2 + (−18 − 6

√
13)c3 = 0.

This implies that c1 = −c2 = −c3. Therefore {ȳ(n)} ∈ S, and (i) is true for the case p = −4.
(ii) From (H1), Remark 3.2 and Proposition 2.2, it is easy to see that D2

−1{k(n)} ≠ ∅. Let {r(n)} ∈ D−1{k(n)} with
r(n) = (r1(n), r2(n), r3(n))T such that D−1{r(n)} ≠ ∅. By Lemma 5.1(i), λ1 = 1 and |λi| ≠ 1, i = 1, 2. Let α be a constant
defined as that, α = 0 if λ2 ≠ λ3;α = 1 if λ2 = λ3. Define u(n) = (u1(n), u2(n), u3(n))T by

u1(n) = r1(n),

u2(n) =




m≤n−1

λn−m−1
2 k2(m), |λ2| < 1,

−


m≥n

λn−m−1
2 k2(m), |λ2| > 1,

u3(n) =




m≤n−1

λn−m−1
3 (k3(m)+ αu2(m)), |λ3| < 1,

−


m≥n

λn−m−1
3 (k3(m)+ αu2(m)), |λ3| > 1

for n ∈ Z. Let y(n) = P−1u(n) for n ∈ Z. By the similar argument of (i), we can get that {y(n)} ∈ PAPS(R3, ϱ) is a solution of
(3.3a) such that D−1{y(n)} ≠ ∅.

To prove the uniqueness of {y(n)} ∈ PAPS(R3, ϱ) as a solution of (3.3a) such that D−1{y(n)} ≠ ∅, it is sufficient to
prove that {u(n)} = {Py(n)} ∈ PAPS(C3, ϱ) is a unique solution of (5.2) such that D−1{u(n)} ≠ ∅. Assume that {ū(n)}
is a solution of (5.2) such that D−1{ū(n)} ≠ ∅. By (5.2), we get ū1(n) − r1(n) = ū1(0) − r1(0) for n ∈ Z. Noticing
that D−1{ū1(n)} ≠ ∅ and D−1{r1(n)} ≠ ∅, we have D−1{ū1(0) − r1(0)} ≠ ∅ by Proposition 2.2(i), and this implies that
ū1(0) = r1(0) by Proposition 2.2(iii). So ū1(n) = u1(n) for n ∈ Z. If |λ2| < 1, since {ū2(n)} is bounded, by (5.2) we have, for
n ∈ Z,

ū2(n) = λl2ū2(n − l)+

n−1
m=n−l

λn−m−1
2 k2(m) →


m≤n−1

λn−m−1
2 k2(m) as l → ∞.

So ū2(n) = u2(n), n ∈ Z. Similarly, we can prove that ū2(n) = u2(n) if |λ2| > 1. Moreover, we can also get similarly that
ū3(n) = u3(n) for n ∈ Z. Thus ū(n) = u(n). The proof is complete.

6. Example

At last, we give the following example to illustrate our main results Theorems 3.1 and 3.2.

Example 6.1. Let ρ = 1 + t2, for i = 1, 2, t ∈ R,

fi(t) =

k
j=1


cos γj(αjt + βj)+ γ ′

j sin(α
′

j t + β ′

j )

+ φi(t) sinπ t



L.-L. Zhang, H.-X. Li / Computers and Mathematics with Applications 62 (2011) 4362–4376 4375

with αj, βj, γj, α
′

j , β
′

j , γ
′

j ∈ R, αj, α
′

j ≠ kπ, k ∈ Z, j = 1, 2, . . . , k and

φi(t) =

e−n, t ∈ [2n − 1, 2n + 1), n ≥ 0,
ci, t ∈ [−3,−1),
(−1)ie−|n|+2, t ∈ [2n − 1, 2n + 1), n < −1,

i = 1, 2,

where c1 = 2/(e−1
− 1) and c2 = 0. It is clear that ρ ∈ UT , ϱ(n) = 2+ (2/3)(12n2

+ 1) ∈ UsT , fi ∈ PAP(R, ρ), and for each
η ∈ [−1, 1], {fi(2n + η)} ∈ PAPS(R, ϱ)with

f api (2n + η) =

k
j=1


cos γj(αjt + βj)+ γ ′

j sin(α
′

j t + β ′

j )

,

f ei (2n + η) = φi(2n + η) sinπη for i = 1, 2. Let f̄i(t) = f̄ api (t)+ ϕ̄i(t) sinπ t, i = 1, 2 with

f̄ api (t) =

k
j=1

γj sin αjt + βj −
α
2


2 sin α

2

−

γ ′

j cos

α′

j t + β ′

j −
α′

2


2 sin α′

2

 ,

ϕ̄i(t) =


e−n

e−1 − 1
, t ∈ [2n − 1, 2n + 1), n ≥ 0,

(−1)i
e−|n|+1

e−1 − 1
, t ∈ [2n − 1, 2n + 1), n < 0.

Then f̄ ei (t) = ϕ̄i(t) sinπ t , and it is easy to verify that f̄i ∈ PAP(R, ρ) and {f̄i(2n + η)} ∈ D−1{fi(2n + η)} for η ∈ [−1, 1],
i = 1, 2. That is f1 and f2 satisfy (H4). Moreover, by [6, Proposition 2.2] and [8, Proposition 1.1], we can see easily that

D2
−1{f

ap
1 (2n + η)} ≠ ∅, D−1D1{f

ap
2 (2n + η)} ≠ ∅, η ∈ [−1, 1]. (6.1)

Let

φ̄i(t) =


e−n

e−1 + (−1)i
, t ∈ [2n − 1, 2n + 1), n ≥ 0,

−
e−|n|+1

e−1 + (−1)i
, t ∈ [2n − 1, 2n + 1), n < 0,

i = 1, 2,

¯̄φi(t) =
e−|n|

(e−1 − 1)(e−1 + (−1)i)
, t ∈ [2n − 1, 2n + 1), n ∈ Z, i = 1, 2.

Then it is not hard for us to verify that, for η ∈ [−1, 1], i = 1, 2, φ̄i,
¯̄φi ∈ PAP0(R, ρ) and

{φ̄1(2n + η) sinπη} ∈ D−1{f e1 (2n + η)},

{φ̄2(2n + η) sinπη} ∈ D1{f e2 (2n + η)}, {
¯̄φi(2n + η)} ∈ D−1{φ̄i(2n + η)}.

This together with (6.1) implies that D2
−1{f1(2n + η)} ≠ ∅ and D−1D1{f2(2n + η)} ≠ ∅ for each η ∈ [−1, 1]. Now by

an argument similar to Remark 3.2(ii), it is easy to verify that fi satisfies (Hi), i = 1, 2. So for f = f2, all the conditions of
Theorem 3.1 are satisfied, and then all the conclusions of Theorem 3.1 are true. Similarly, we get that all the conclusions of
Theorem 3.2 hold for f = f1.
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