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#### Abstract

We first generalize the Schur congruence for Legendre polynomials to sequences of polynomials that we call ' $d$-Carlitz'. This notion is more general than a similar notion introduced by Carlitz. Then, we study automaticity properties of double sequences generated by these sequences of polynomials, thus generalizing previous results on the double sequences produced by one-dimensional linear cellular automata. © 2000 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

The classical Schur congruence for Legendre polynomials modulo an odd prime $p$ (see [38]) reads: for all $n \geqslant 0$ and all $v \in[0, p-1]$,

$$
P_{p n+v} \equiv P_{n}\left(X^{p}\right) P_{v}(X) \bmod p .
$$

This property is similar to the well-known theorem of Lucas for the binomial coefficients modulo a prime number. We recall Lucas property: for $p$ prime, $u$ and $v$ in $[0, p-1]$, and any integers $m, n \geqslant 0$,

$$
\binom{p m+u}{p n+v} \equiv\binom{m}{n}\binom{u}{v} \bmod p .
$$

This property can also be written as

$$
(1+X)^{p n+v} \equiv\left(1+X^{p}\right)^{n}(1+X)^{v} \bmod p
$$

A similar congruence holds for the sequence of powers of a given polynomial modulo $p$. For the case $v=0$ it was called the $p$-Fermat property in [5,4], and was one of the

[^0]tools we used to study automaticity properties of two-dimensional sequences generated by one-dimensional linear cellular automata.

This congruence property has been generalized by Carlitz [10], and the definition we give below of what we call ' $d$-Carlitz sequences of polynomials' is a generalization of his notion. (The definition of Carlitz essentially corresponds to what we call 'simple $d$-Carlitz sequences of polynomials'.) If, for all prime numbers $p$, a sequence of polynomials is $p$-Carlitz when reduced modulo $p$, then, the coefficients of these polynomials form a double sequence, that has under some conditions the Lucas property: one or two-dimensional sequences having the Lucas property have been introduced by McIntosh [29]. The simplest example is precisely given by the sequence of binomial coefficients $\left(\binom{m}{n}\right)_{m, n \geqslant 0}$.

In what follows we investigate more closely the notion of $d$-Carlitz sequences of polynomials. In particular we study classical polynomials such as Legendre, Gegenbauer, Jacobi, Chebishev, Hermite, and modified Laguerre polynomials. We recall known results for simple $d$-Carlitz sequences of polynomials. We also prove results for the more general notion of $d$-Carlitz sequences of polynomials.

We furthermore address the question whether the double sequence generated by a $d$-Carlitz sequence of polynomials is automatic, i.e., is generated by a finite automaton. (For definitions and properties of automatic sequences, see [15,11,12,36,37].) Our tools are a 'slice lemma' (generalizing the one we gave in [4]), and Cobham's theorem [13] on sequences that are both $a$ and $b$-automatic. Our results are related to, but different from those in [27,5,4]. In particular, a sequence of polynomials $\left(P_{n}(X)\right)_{n \geqslant 0}$ that has the $p$-Carlitz property can be seen as a generalization of the time evolution of a one-dimensional linear cellular automaton over $\mathbb{Z} / p \mathbb{Z}$ : this case namely corresponds to $P_{n}(X)=R^{n}(X)$ for some fixed polynomial $R(X)$.

Are these notions closely related to combinatorial properties of orthogonal polynomials, or to the hypergeometric function? We think the answer to this question is no, and we give other sequences of polynomials (Meixner, Charlier, continuous dual Hahn) that are not simple $d$-Carlitz sequences of polynomials, although they have a combinatorial background and are related to the hypergeometric function. For these sequences of polynomials we also give automaticity and non-automaticity results.

Note that some of our results have been announced in the survey [3].

## 2. $\boldsymbol{d}$-Carlitz sequences of polynomials: definition and first properties

We give here a definition, the second part of which is essentially the definition given by Carlitz in [9]. Our definition is thus a generalization of Carlitz. We then make some observations on the properties of these sequences of polynomials. Most are straightforward. We also state a proposition (Proposition 2.2) that will prove useful in what follows.

Definition 2.1. Let $R$ be a finite commutative ring with unit. Let $d$ be an integer $\geqslant 2$. A sequence of polynomials $\left(P_{n}(X)\right)_{n} \geqslant 0$ with coefficients in $R$ is called a $d$-Carlitz sequence of polynomials if there exists a finite set of sequences of polynomials $\left\{\left(P_{n}^{(k)}(X)\right)_{n \geqslant 0}, 1 \leqslant k \leqslant r\right\}$ such that

* the sequence $\left(P_{n}^{(1)}(X)\right)_{n \geqslant 0}$ is equal to the sequence $\left(P_{n}(X)\right)_{n \geqslant 0}$,
$* \forall k \in[1, r], \exists \ell=\ell(k) \in[1, r], \forall(k, j) \in[1, r] \times[0, d-1], \exists m=m(k, j) \in[1, r]$, such that

$$
\text { (\#) } \forall k \in[1, r], \forall n>0, \forall j \in[0, d-1], \quad P_{d n+j}^{(k)}(X)=P_{n}^{(\ell(k))}\left(X^{d}\right) P_{j}^{(m(k, j))}(X) \text {. }
$$

If the number $r$ above is equal to 1 , i.e., if the sequence $\left(P_{n}(X)\right)_{n \geqslant 0}$ satisfies

$$
\forall n>0, \forall j \in[0, d-1], \quad P_{d n+j}(X)=P_{n}\left(X^{d}\right) P_{j}(X)
$$

then, the sequence $\left(P_{n}(X)\right)_{n \geqslant 0}$ is called a simple $d$-Carlitz sequence of polynomials.
Observations. 1. Let $\left(P_{n}(X)\right)_{n \geqslant 0}$ be a simple $d$-Carlitz sequence of polynomials. If $n=\sum_{j=0}^{s} n_{j} d^{j}$, with $0 \leqslant n_{j} \leqslant d-1$ and $n_{s} \neq 0$, is the base- $d$ expansion of the integer $n$, then

$$
P_{n}(X)=\prod_{j=0}^{s} P_{n_{j}}\left(X^{d^{j}}\right)
$$

In particular, this sequence is uniquely determined by the $d$ polynomials $P_{0}(X), \ldots$, $P_{d-1}(X)$. Conversely, any $d$ polynomials $P_{0}(X), \ldots, P_{d-1}(X)$ determine a unique simple $d$-Carlitz sequence of polynomials.

Note that, to avoid problems with possible leading zeroes in the base- $d$ expansion of $n$, we only consider the shortest expansion of $n$. We could also have restricted ourselves to sequences of polynomials such that $P_{0}(X)=1$. In this case the condition for simple $d$-Carlitz sequences reads: $\forall j \in[0, d-1], \forall n \geqslant 0, P_{d n+j}(X)=P_{n}\left(X^{d}\right) P_{j}(X)$. For the general definition, the examples below furthermore satisfy: $P_{0}^{(k)}(X)=1$ for each $k \in[1, r]$, and $m(k, j)=k$ for all $(k, j)$. Hence, these polynomials satisfy Equality (\#) with $n \geqslant 0$ instead of $n>0$ (and $k$ instead of $m(k, j)$ ).

If $\left(P_{n}(X)\right)_{n \geqslant 0}$ is a $d$-Carlitz sequence of polynomials, then, there exists a sequence of positive integers $\left(m_{k}\right)_{k} \in[1, r]^{\mathbb{N}}$ such that, if $n=\sum_{j=0}^{s} n_{j} d^{j}$, with $0 \leqslant n_{j} \leqslant d-1$ and $n_{s} \neq 0$, then

$$
P_{n}(X)=\prod_{j=0}^{s} P_{n_{j}}^{\left(m_{j}\right)}\left(X^{d^{j}}\right)
$$

2. We recall that a polynomial $P(X)$ is called $d$-Fermat if $P\left(X^{d}\right)=P(X)^{d}$, (see [5]). Then, it is easy to check that the sequence $\left(P(X)^{n}\right)_{n \geqslant 0}$ is a simple d-Carlitz sequence of polynomials if and only if the polynomial $P(X)$ is d-Fermat. In particular, if $q=p^{a}$ is a nonzero power of a prime number, and if $R=\mathbb{F}_{q}$, the Galois field with $q$ elements, then, for any polynomial $P(X) \in \mathbb{F}_{q}[X]$, the sequence $\left(P(X)^{n}\right)_{n \geqslant 0}$ is a simple $q$-Carlitz sequence of polynomials. Note that, for any ring $R$, and any polynomial $P \in R[X]$, the
sequence $\left(P(X)^{n}\right)_{n \geqslant 0}$ is the orbit of a linear cellular automaton with initial condition equal to 1 , see $[5,4]$ and the references quoted there. We also say that a sequence of polynomials $\left(P_{n}(X)\right)_{n \geqslant 0}$ is a generalized d-Fermat sequence of polynomials if $\forall n>0$, $P_{n d}(X)=P_{n}\left(X^{d}\right)$. Of course a simple $d$-Carlitz sequence of polynomials is a generalized $d$-Fermat sequence of polynomials. Note that this notion resembles (but is different from) the notion of Honda sequence of polynomials: a sequence $\left(H_{n}(X)\right)_{n \geqslant 0}$ of $p$-adic polynomials, i.e., of polynomials with coefficients in $\mathbb{Z}_{p}$, is called a Honda sequence (see $[6,43]$ for example) if for all $n \geqslant 0, H_{n p}(X) \equiv H_{n}\left(X^{p}\right) \bmod n p \mathbb{Z}_{p}[X]$. (For related works see [19,32-34,40-42].)
3. We recall that a sequence $\left(u_{n}\right)_{n \geqslant 0}$ of elements in a ring $R$ is called strongly $d$-multiplicative (see for example [30]) if

$$
\forall n \geqslant 0, \forall j \in[0, d-1], \quad u_{d n+j}=u_{n} u_{j}
$$

It is easy to see that if a sequence of polynomials $\left(P_{n}(X)\right)_{n \geqslant 0}$ is a simple $d$-Carlitz sequence of polynomials, such that $P_{0}(X)=1$, then, the sequences $\left(P_{n}(0)\right)_{n \geqslant 0}$ and $\left(P_{n}(1)\right)_{n \geqslant 0}\left(\right.$ in $\left.R^{\mathbb{N}}\right)$ are strongly d-multiplicative.
4. If $\left(P_{n}(X)\right)_{n \geqslant 0}$ is a $d$-Carlitz sequence of polynomials, then, there exists a constant $C>0$ such that, for every $n$, the inequality $\operatorname{deg} P_{n}(X) \leqslant C n$ holds.

Define indeed

$$
C^{\prime}=\max _{1 \leqslant k \leqslant r} \max _{0 \leqslant i \leqslant d-1} \operatorname{deg} P_{i}^{(k)}(X)
$$

If $n=\sum_{j=0}^{s} n_{j} d^{j}$, with $0 \leqslant n_{j} \leqslant d-1$ and $n_{s} \neq 0$, then, from Observation 1 above,

$$
\operatorname{deg} P_{n}(X) \leqslant C^{\prime} \sum_{j=0}^{s} d^{j}=C^{\prime} \frac{d^{s+1}-1}{d-1} \leqslant C^{\prime} d^{s+1} \leqslant C^{\prime} d n=C n
$$

where $C=C^{\prime} d$.
5. A (simple) $d$-Carlitz sequence of polynomials is also a (simple) $d^{k}$-Carlitz sequence of polynomials, for every $k \geqslant 1$.
6. If $\left(P_{n}(X)\right)_{n \geqslant 0}$ and $\left(Q_{n}(X)\right)_{n \geqslant 0}$ are two simple $d$-Carlitz sequences of polynomials, their product $\left(P_{n}(X) Q_{n}(X)\right)_{n \geqslant 0}$ is also a simple $d$-Carlitz sequence of polynomials.
7. The notion of (simple) $d$-Carlitz sequence of polynomials can be easily extended to polynomials in several variables. A straightforward property reads: if $\left(P_{n}(X)\right)_{n \geqslant 0}$ and $\left(Q_{n}(Y)\right)_{n \geqslant 0}$ are two (simple) $d$-Carlitz sequences of polynomials, then, the product $\left(P_{n}(X) Q_{n}(Y)\right)_{n \geqslant 0}$ is a (simple) $d$-Carlitz sequence of polynomials of two variables.
8. Let $\left(P_{n}(X)\right)_{n \geqslant 0}$ be a (simple) $d$-Carlitz sequence of polynomials with coefficients in a commutative ring $R$ with a 1 . Let $r(X) \in R[X]$ be a polynomial with the $d$-Fermat property. Then, the sequence of polynomials $\left(Q_{n}(X)\right)_{n} \geqslant 0$ defined by

$$
\forall n \geqslant 0, \quad Q_{n}(X)=P_{n}(r(X))
$$

is a (simple) $d$-Carlitz sequence of polynomials.
9. Several generalizations of the notion of $d$-Carlitz sequences of polynomials are possible. We restrict ourselves to generalizations of simple $d$-Carlitz sequences of polynomials. Let $R_{1}$ be a ( $D, d$ )-semiring in the sense of Allouche et al. [2], let $R_{2}$ be a
commutative ring with 1 , and let $\alpha: R_{2} \rightarrow R_{2}$ be a homomorphism. A map $f: R_{1} \rightarrow R_{2}$ is called a $((D, d), \alpha)$-Carlitz map if, for all $u \in D$ and all $r \in R_{1} \backslash\{0\}$,

$$
f(r d+u)=\alpha(f(r)) f(u) .
$$

Then, for $r=r_{s} d^{s}+\cdots+r_{1} d+r_{0}, r_{j} \in D$ for $j=0,1, \ldots, s$, and $r_{s} \neq 0$,

$$
f(r)=\alpha^{s}\left(f\left(r_{s}\right)\right) \ldots \alpha\left(f\left(r_{1}\right)\right) f\left(r_{0}\right)
$$

Here are some examples.
(a) Let $R_{1}=\mathbb{N}, d \in \mathbb{N}, d \geqslant 2, D=\{0,1, \ldots, d-1\}$, and let $\alpha$ be the identity map. A sequence $\left(u_{n}\right)_{n \geqslant 0} \in R_{2}^{\mathbb{N}}$ is strongly $d$-multiplicative if and only if the map $f: \mathbb{N} \rightarrow R_{2}$ defined by $f(n)=u_{n}$ is a $((D, d), \alpha)$-Carlitz map.
(b) Let $R_{1}=\mathbb{N}, d \in \mathbb{N}, d \geqslant 2$, and $D=\{0,1, \ldots, d-1\}$. Let $R$ be a finite commutative ring with 1 , let $R_{2}=R[X]$, let $\alpha: R_{2} \rightarrow R_{2}$ be defined by $\alpha(r(X))=r\left(X^{d}\right)$, for every $r(X) \in R_{2}$. Let $\left(r_{n}(X)\right)_{n \geqslant 0}$ be a sequence of elements in $R_{2}$. Define the function $f: \mathbb{N} \rightarrow R[X]$ by $f(n)=r_{n}(X)$. Then, the sequence $\left(r_{n}(X)\right)_{n \geqslant 0}$ is a simple $d$-Carlitz sequence of polynomials if and only if the map $f$ is a $((D, d), \alpha)$-Carlitz map.
(c) Take $R_{1}=\mathbb{N} \times \mathbb{N}, d \in \mathbb{N}, d \geqslant 2, D=\{0,1, \ldots, d-1\}, \underline{D}=D \times D$, and $\underline{d}=$ $(d, d)$. Then, $R_{1}$ is a $(\underline{D}, \underline{d})$-ring. Let $R$ be a finite commutative ring with 1 , let $R_{2}=$ $R[X]$, let $\alpha: R_{2} \rightarrow R_{2}$ be defined by $\alpha(r(X))=r\left(X^{d}\right)$, for every $r(X) \in R_{2}$. Then, a sequence $\left.\left(r_{m, n}(X)\right)_{m, n} \geqslant 0\right)$ of polynomials in $R_{2}$ is a simple $d$-Carlitz sequence of polynomials if and only if the map $f: \mathbb{N} \times \mathbb{N} \rightarrow R_{2}$, defined by $f(m, n)=r_{m, n}(X)$, is a $((\underline{D}, \underline{d}), \alpha)$-Carlitz map, i.e., for all $u, v \in D$, for all $m, n \in \mathbb{N}$

$$
r_{m d+u, n d+v}(X)=r_{m, n}\left(X^{d}\right) r_{u, v}(X)
$$

(d) In b and c above, one can replace $R[X]$ by $R[[X]]$, or by $R\left[X_{1}, \ldots, X_{t}\right]$, or by $R\left[\left[X_{1}, \ldots, X_{t}\right]\right]$.
(e) If $R_{2}$ has characteristic $p$, a natural notion is the notion of ( $\left.(D, p), \alpha\right)$-Carlitz map, where $\alpha: R_{2} \rightarrow R_{2}$ is given by $\alpha(a)=a^{p}$, for every $a$ in $R_{2}$.

We end this section with a proposition giving a characterization of the simple $d$-Carlitz sequences of polynomials.

Proposition 2.2. Let $d$ be an integer $\geqslant 2$ Let $\left(P_{n}(X)\right)_{n \geqslant 0}$ be a sequence of polynomials over the ring $R$, such that $P_{0}(X)=1$. Define the generating function $F(X, Y) \in$ $R[[X, Y]]$ by

$$
F(X, Y)=\sum_{n \geqslant 0} P_{n}(X) Y^{n}
$$

Then, the sequence $\left(P_{n}(X)\right)_{n \geqslant 0}$ is a simple d-Carlitz sequence of polynomials if and only if there exists a polynomial $A(X, Y)$ in $R[X, Y]$, such that $\operatorname{deg}_{Y} A(X, Y) \leqslant d-1$ and $F(X, Y)=A(X, Y) F\left(X^{d}, Y^{d}\right)$.

Proof. If $\left(P_{n}(X)\right)_{n \geqslant 0}$ is a simple $d$-Carlitz sequence of polynomials, then

$$
\begin{aligned}
F(X, Y) & =\sum_{n \geqslant 0} P_{n}(X) Y^{n} \\
& =\sum_{j=0}^{d-1} \sum_{n \geqslant 0} P_{d n+j}(X) Y^{d n+j} \\
& =\sum_{j=0}^{d-1} \sum_{n \geqslant 1} P_{d n+j}(X) Y^{d n+j}+\sum_{j=0}^{d-1} P_{j}(X) Y^{j} \\
& =\sum_{j=0}^{d-1} Y^{j} \sum_{n \geqslant 1} P_{n}\left(X^{d}\right) P_{j}(X) Y^{d n}+\sum_{j=0}^{d-1} P_{j}(X) Y^{j} \\
& =\left(\sum_{j=0}^{d-1} P_{j}(X) Y^{j}\right) F\left(X^{d}, Y^{d}\right) .
\end{aligned}
$$

Hence, defining $A(X, Y)=\sum_{j=0}^{d-1} P_{j}(X) Y^{j}$, we have $F(X, Y)=A(X, Y) F\left(X^{d}, Y^{d}\right)$.
Suppose now that

$$
F(X, Y)=A(X, Y) F\left(X^{d}, Y^{d}\right)
$$

where $A(X, Y)$ is a polynomial in $X$ and $Y$ with partial degree in $Y$ smaller than or equal to $d-1$. Then, there exist $d$ polynomials $A_{0}(X), A_{2}(X), \ldots, A_{d-1}(X)$ such that

$$
A(X, Y)=\sum_{j=0}^{d-1} A_{j}(X) Y^{j}
$$

Hence we have

$$
\begin{aligned}
\sum_{n \geqslant 0} P_{n}(X) Y^{n} & =\left(\sum_{j=0}^{d-1} A_{j}(X) Y^{j}\right)\left(\sum_{n \geqslant 0} P_{n}\left(X^{d}\right) Y^{d n}\right) \\
& =\sum_{j=0}^{d-1} \sum_{n \geqslant 0} A_{j}(X) P_{n}\left(X^{d}\right) Y^{d n+j} .
\end{aligned}
$$

But

$$
\sum_{n \geqslant 0} P_{n}(X) Y^{n}=\sum_{j=0}^{d-1} \sum_{n \geqslant 0} P_{d n+j}(X) Y^{d n+j}
$$

Hence, comparing the coefficients of $Y^{j}$ for $j \in[0, d-1]$, we obtain

$$
\forall j \in[0, d-1], \quad P_{j}(X)=A_{j}(X)
$$

Then, comparing the coefficients of $Y^{d n+j}$, we have, for every $n>0$ and every $j \in[0, d-1]$,

$$
P_{d n+j}(X)=A_{j}(X) P_{n}\left(X^{d}\right)
$$

Hence, we finally have

$$
\forall n>0, \forall j \in[0, d-1], \quad P_{d n+j}(X)=P_{j}(X) P_{n}\left(X^{d}\right)
$$

and the sequence $\left(P_{n}(X)\right)_{n \geqslant 0}$ is a simple $d$-Carlitz sequence of polynomials.
Remark 2.3. A similar assertion holds if we replace $R[X]$ by $R[[X]]$ both for $P_{n}(X)$ and for the $A_{j}(X)$ 's. The sequence $\left(P_{n}(X)\right)_{n \geqslant 0}$ (with $P_{0}(X)=1$ ) is a simple $d$-Carlitz sequence of power series if and only if its generating function $F(X, Y)$ satisfies the equation above.

## 3. Simple p-Carlitz sequences of polynomials and sequences having the Lucas property

In [29] McIntosh studies sequences that behave like the binomial coefficients modulo prime numbers: a double sequence $(a(m, n))_{m, n \geqslant 0}$ with values in $\mathbb{Z}$ is said to have the (double) Lucas property if $a(m, n)=0$ for $m>n$, if $a(0,0)=1$, and if, for each prime $p$,

$$
a(m, n) \equiv \prod_{i=0}^{\max (s, t)} a\left(m_{i}, n_{i}\right) \bmod p
$$

where $m=\sum_{i=0}^{s} m_{i} p^{i}$, with $0 \leqslant m_{i} \leqslant p-1$ and $m_{s} \neq 0$, and $n=\sum_{i=0}^{t} n_{i} p^{i}$, with $0 \leqslant n_{i} \leqslant p-1$ and $n_{t} \neq 0$. As usual $a(0,0)=1$, since this is an empty product.

With a sequence $(a(m, n))_{m, n \geqslant 0}$ such that, for any fixed $n$, we have $a(m, n)=0$ if $m$ is large enough, we associate a sequence of polynomials $\left(P_{n}(X)\right)_{n \geqslant 0}$ defined by

$$
P_{n}(X)=\sum_{m \geqslant 0} a(m, n) X^{m}
$$

We prove in this paragraph that, for every prime $p$, the reduction modulo $p$ of a sequence of polynomials associated to a double sequence having the double Lucas property is a simple $p$-Carlitz sequence of polynomials.

Proposition 3.1. Let $\left(P_{n}(X)\right)_{n \geqslant 0}$ be a sequence of polynomials with coefficients in the ring $R$, such that $P_{0}(X)=1$. Define the double sequence $(a(m, n))_{m, n \geqslant 0}$ by

$$
P_{n}(X)=\sum_{m \geqslant 0} a(m, n) X^{m}
$$

(this implies that $a(m, n)=0$ for $m \geqslant m_{0}(n)$ ). Then, the sequence $\left(P_{n}(X)\right)_{n \geqslant 0}$ is a simple d-Carlitz sequence of polynomials if and only if

$$
\forall m, n \geqslant 0, \forall i, j \in[0, d-1], \quad a(d m+i, d n+j)=\sum_{u+v=m} a(u, n) a(d v+i, j)
$$

In particular, if $\operatorname{deg} P_{n}(X) \leqslant n$, i.e., if $a(m, n)=0$ for $m>n$, then, the sequence $\left(P_{n}(X)\right)_{n \geqslant 0}$ is a simple $d$-Carlitz sequence of polynomials if and only if

$$
\forall m, n \geqslant 0, \forall i, j \in[0, d-1], \quad a(d m+i, d n+j)=a(m, n) a(i, j),
$$

which implies, if $m=\sum_{i=0}^{s} m_{i} d^{i}$ and $n=\sum_{i=0}^{t} n_{i} d^{i}$, with $0 \leqslant m_{i}, n_{i} \leqslant d-1$ and $m_{s} n_{t} \neq 0$,

$$
a(m, n)=\prod_{i=0}^{\max (s, t)} a\left(m_{i}, n_{i}\right)
$$

Proof. By definition of the sequence $(a(m, n))_{m, n \geqslant 0}$,

$$
P_{n}(X)=\sum_{m \geqslant 0} a(m, n) X^{m}
$$

Hence, for $j \in[0, d-1]$,

$$
\begin{aligned}
P_{d n+j}(X) & =\sum_{m \geqslant 0} a(m, d n+j) X^{m} \\
& =\sum_{i=0}^{d-1} X^{i} \sum_{m \geqslant 0} a(d m+i, d n+j) X^{d m}
\end{aligned}
$$

But

$$
\begin{aligned}
P_{n}\left(X^{d}\right) P_{j}(X) & =\sum_{u \geqslant 0} a(u, n) X^{d u} \sum_{k \geqslant 0} a(k, j) X^{k} \\
& =\sum_{u \geqslant 0} a(u, n) X^{d u} \sum_{v \geqslant 0} \sum_{i=0}^{d-1} a(d v+i, j) X^{d v+i} \\
& =\sum_{i=0}^{d-1} X^{i} \sum_{u, v \geqslant 0} a(u, n) a(d v+i, j) X^{d u+d v} \\
& =\sum_{i=0}^{d-1} X^{i} \sum_{m \geqslant 0} X^{d m} \sum_{u+v=m} a(u, n) a(d v+i, j) .
\end{aligned}
$$

Hence, looking at the coefficient of $X^{d m+i}$, we obtain

$$
\forall n \geqslant 0, \quad \forall j \in[0, d-1], \quad P_{d n+j}(X)=P_{n}\left(X^{d}\right) P_{j}(X)
$$

if and only if

$$
\forall m, n \geqslant 0, \quad \forall i, j \in[0, d-1], \quad a(d m+i, d n+j)=\sum_{u+v=m} a(u, n) a(d v+i, j)
$$

which is the first claim in the proposition above.
Suppose now that $\operatorname{deg} P_{n}(X) \leqslant n$, i.e., that $a(m, n)=0$ for $m>n$. Then, if $i$ and $j$ belong to $[0, d-1]$, and if $v \geqslant 1$, then,

$$
a(d v+i, j)=0
$$

Hence, the sum $\sum_{u+v=m} a(u, n) a(d v+i, j)$ above boils down to $a(m, n) a(i, j)$, and we are done.

Remark 3.2. McIntosh considered also double sequences $(a(m, n))_{m, n \geqslant 0}$ having the generalized Lucas property, by removing from the above definition the condition
$a(m, n)=0$ for $m>n$. For such sequences $A_{n}(X)=\sum_{m \geqslant 0} a(m, n) X^{m}$ is not a polynomial in general, and the sequence $\left(A_{n}(X) \bmod p\right)_{n \geqslant 0}$ does not have in general the $p$-Carlitz property as a sequence of power series. One example is the sequence

$$
a(m, n)=\binom{n+m}{m}\binom{n+2 m}{m}
$$

Other interesting examples are given in [29]. Note that our Proposition 2.2 can be used to prove Lucas lemma, and to prove that the orbit of 1 with respect to a one-dimensional linear cellular automaton given by a polynomial with integer coefficients and reduced modulo, the successive prime numbers has the double Lucas property. It can also be used to prove Theorems 3 and 4 (Reflection Principle) of McIntosh in [29].

## 4. Examples

In this paragraph we give examples of sequences of polynomials related to classical orthogonal polynomials and that have the Carlitz property. The essential tool will be Proposition 2.2. For an integer $m \geqslant 2$, we denote here by $\mathbb{Q}_{(m)}$ the set of rational numbers defined by

$$
\mathbb{Q}_{(m)}=\left\{\frac{a}{b} ; a \in \mathbb{Z}, b \in \mathbb{N} \backslash\{0\}, \operatorname{gcd}(m, b)=1\right\}
$$

### 4.1. Legendre polynomials

The sequence of Legendre polynomials $\mathscr{P}=\left(P_{n}(X)\right)_{n \geqslant 0}$ can be defined [17, p. 179] by the recurrence relations

$$
\begin{aligned}
& P_{0}(X)=1, \quad P_{1}(X)=X, \\
& \forall n \geqslant 1, \quad(n+1) P_{n+1}(X)=(2 n+1) X P_{n}(X)-n P_{n-1}(X) .
\end{aligned}
$$

The sequence $\left(P_{n}(X)\right)_{n \geqslant 0}$ can also be defined explicitly [17, p. 180] as

$$
P_{n}(X)=\frac{1}{2^{n}} \sum_{v=0}^{\lfloor n / 2\rfloor}(-1)^{v}\binom{n}{v}\binom{2 n-2 v}{n-2 v} X^{n-2 v}
$$

Each polynomial $P_{n}(X)$ belongs to $\mathbb{Q}_{(p)}(X)$ for any odd prime number $p$. The following, known as the Schur congruence $($ see $[38,9])$, holds: the sequence $\left(P_{n}(X) \bmod p\right)_{n \geqslant 0}$ is a simple $p$-Carlitz sequence of polynomials over the ring $\mathbb{Z} / p \mathbb{Z}$, for each odd prime number $p$.

We give here a quick proof of this result, using Proposition 2.2. The generating function $F(X, Y)=\sum_{n \geqslant 0} P_{n}(X) Y^{n}$ has the explicit expression (see [17, p. 182] for example)

$$
F(X, Y)=\frac{1}{\sqrt{1-2 X Y+Y^{2}}}
$$

Hence

$$
F(X, Y)^{2}=\frac{1}{1-2 X Y+Y^{2}}
$$

This can be viewed as an equality between the formal power series or the rational functions over $\mathbb{Q}$, hence over $\mathbb{Q}_{(p)}$ for every odd prime number $p$. Let $p$ be such an odd prime number, then, over $\mathbb{F}_{p}$

$$
\begin{aligned}
\frac{F(X, Y)}{F\left(X^{p}, Y^{p}\right)} & =\frac{F(X, Y)}{F(X, Y)^{p}}=\frac{1}{F(X, Y)^{p-1}} \\
& =\frac{1}{\left(F(X, Y)^{2}\right)^{(p-1) / 2}}=\left(1-2 X Y+Y^{2}\right)^{(p-1) / 2}
\end{aligned}
$$

We can now apply Proposition 2.2 with

$$
A(X, Y)=\left(1-2 X Y+Y^{2}\right)^{(p-1) / 2}
$$

Remark 4.1. (a) For other proofs of the above congruence the reader can look at the papers of Wahab, Brylinski and Landweber, [38,8,28]. The property of Legendre's polynomials is called the Schur congruence. Landweber [28] preceded his proof by noting that these congruences were mentioned in the Ph.D. Thesis of Ille [24], a student of I. Schur, and proved by Wahab [38]. Honda [23] and Yui [39] derived new congruences modulo $p^{k}$ ( $p$ being an odd prime) for special indices of Legendre polynomials, that are close to generalizations of the $p$-Fermat property modulo $p^{k}$.
(b) McIntosh [29] proved that the double sequence

$$
\left(\binom{n}{k}\binom{n+k}{k}\right)_{n, k \geqslant 0}
$$

has the double $p$-Lucas property. This can also be proved by noting that

$$
\sum_{k=0}^{n}\binom{n}{k}\binom{n+k}{k} X^{k}=P_{n}(2 X+1)
$$

where $P_{n}(X)$ is the $n$th Legendre polynomial, and using the Schur congruence for Legendre polynomials together with Observation 8 with $R=\mathbb{F}_{p}$.

### 4.2. Gegenbauer polynomials

The same reasoning as above implies the following assertion.

Theorem 4.2. Let $a, b \in \mathbb{N} \backslash\{0\}$, with $a<b, \operatorname{gcd}(a, b)=1$. Let $p$ be a prime number such that $b \mid p-1$. Let $Q(X, Y) \in \mathbb{Z}[X, Y]$, with $\operatorname{deg}_{Y} Q(X, Y)=d$. Suppose $Q(X, 0)=1$ and $d \leqslant b / a$. Define a sequence of polynomials $\left(Q_{n}(X)\right)_{n \geqslant 0}$ by

$$
\frac{1}{Q(X, Y)^{a / b}}=\sum_{n \geqslant 0} Q_{n}(X) Y^{n}
$$

Then, $\left(Q_{n}(X) \bmod p\right)_{n \geqslant 0}$ is a simple $p$-Carlitz sequence of polynomials.

Proof. It is not hard to see that the coefficients of $Q_{n}(X)$ are integers modulo $p$. (This can also be seen as a consequence of Heine's proof [22] of the Eisenstein theorem, announced by Eisenstein in [16].) This theorem is then a consequence of Proposition 2.2.

A special case is given by the Gegenbauer polynomials $\left(C_{n}^{\lambda}(X)\right)_{n \geqslant 0}$ (see [17, p. 177]) defined by

$$
\left(1-2 X Y+Y^{2}\right)^{-\lambda}=\sum_{n \geqslant 0} C_{n}^{\lambda}(X) Y^{n}
$$

Corollary 4.3. For $a, b, p$ satisfying the above conditions, $d=2$, and $\lambda=a / b$, the sequence of Gegenbauer polynomials $\left(C_{n}^{\lambda}(X)\right)_{n \geqslant 0}$, reduced modulo $p$, is a simple p-Carlitz sequence of polynomials.

Remark 4.4. For other congruence properties of Gegenbauer's polynomials, see [8].

### 4.3. Hermite polynomials

The sequence of Hermite polynomials $\mathscr{H}=\left(H_{n}(X)\right)_{n \geqslant 0}$ can be defined [17, p. 193] by the recurrence relations

$$
\begin{aligned}
& H_{0}(X)=1, \quad H_{1}(X)=2 X \\
& \forall n \geqslant 1, \quad H_{n+1}(X)=2 X H_{n}(X)-2 n H_{n-1}(X) .
\end{aligned}
$$

Then (see [17, p. 193])

$$
H_{n}(X)=n!\sum_{k=0}^{\lfloor n / 2\rfloor} \frac{(-1)^{k}(2 X)^{n-2 k}}{k!(n-2 k)!}
$$

Carlitz proved [9, Theorem 2] that, for every $j \geqslant 0$ and every $d \geqslant 2$,

$$
H_{d+j}(X) \equiv(2 X)^{d} H_{j}(X) \bmod d
$$

Hence, for every $j \geqslant 0$, every $d \geqslant 2$, and every $n \geqslant 0$,

$$
(*) H_{d n+j}(X) \equiv(2 X)^{n d} H_{j}(X) \bmod d
$$

Defining $d$ sequences of polynomials $\left(Q_{n}^{(k)}(X)\right)_{n \geqslant 0}$, for $k \in[0, d-1]$, by

$$
Q_{n}^{(k)}(X) \equiv(k X)^{n} \bmod d
$$

Equality $(*)$ can be rewritten as

$$
H_{d n+j}(X) \equiv Q_{n}^{\left(2^{d} \bmod d\right)}\left(X^{d}\right) H_{j}(X) \bmod d
$$

Furthermore, for all $n \geqslant 0$ and $j \in[0, d-1]$,

$$
Q_{d n+j}^{(k)}(X) \equiv Q_{n}^{\left(k^{d} \bmod d\right)}\left(X^{d}\right) Q_{j}^{(k)}(X) \bmod d
$$

Hence we have the following result.
Theorem 4.5. The sequence of Hermite polynomials $\left(H_{n}(X)\right)_{n \geqslant 0}$, reduced modulo $d$, is a d-Carlitz sequence of polynomials (and the number $r$ in the definition can be taken equal to $d+1$ ).

### 4.4. Modified Laguerre polynomials

The sequence of Laguerre polynomials $\mathscr{L}^{(\alpha)}=\left(L_{n}^{(\alpha)}(X)\right)_{n \geqslant 0}$ can be defined [17, p. 189] by the recurrence relations

$$
\begin{aligned}
& L_{0}^{(\alpha)}(X)=1, \quad L_{1}^{(\alpha)}(X)=-X+\alpha+1 \\
& \forall n \geqslant 1, \quad(n+1) L_{n+1}^{(\alpha)}(X)=(-X+2 n+\alpha+1) L_{n}^{(\alpha)}(X)-(n+\alpha) L_{n-1}^{(\alpha)}(X)
\end{aligned}
$$

Then (see [17, p. 188])

$$
L_{n}^{(\alpha)}(X)=\sum_{k=0}^{n}\binom{n+\alpha}{n-k} \frac{(-X)^{k}}{k!}
$$

Following Carlitz [9], define

$$
\Lambda_{n}^{(\alpha)}(X)=n!L_{n}^{(\alpha)}(X) .
$$

Then

$$
\Lambda_{n}^{(\alpha)}(X)=n!\sum_{k=0}^{n}\binom{n+\alpha}{n-k} \frac{(-X)^{k}}{k!} .
$$

We will assume that $\alpha$ is an integer $\bmod m$. Then, the coefficients of $\Lambda_{n}^{(\alpha)}(X)$ are integers $\bmod m$.

Carlitz proved [9, Theorem 3] that, for every integer $d \geqslant 2$ and every $j \geqslant 0$,

$$
\Lambda_{d+j}^{(\alpha)}(X) \equiv(-X)^{d} \Lambda_{j}^{(\alpha)}(X) \bmod d
$$

This implies, for $d \geqslant 2, n \geqslant 0$, and $j \in[0, d-1]$,

$$
\Lambda_{d n+j}^{(\alpha)}(X) \equiv(-X)^{d n} \Lambda_{j}^{(\alpha)}(X) \bmod d .
$$

Hence, if we mimic the proof given for the Hermite polynomials, we obtain the following result.

Theorem 4.6. The sequence of modified Laguerre polynomials $\left(\Lambda_{n}^{(\alpha)}(X)\right)_{n \geqslant 0}$, reduced modulo $d$, is a d-Carlitz sequence of polynomials (and the number $r$ in the definition can be taken equal to 3).

### 4.5. A property of $J_{0}(X)$

Carlitz defined in [10] a sequence of polynomials $\left(\omega_{n}(X)\right)_{n} \geqslant 0$ obtained from the Bessel function $J_{0}(X)$ (see for example [17, p. 6]) by

$$
\frac{J_{0}(2 \sqrt{X Z})}{J_{0}(2 \sqrt{Z})}=\sum_{n \geqslant 0} \frac{\omega_{n}(X) Z^{n}}{(n!)^{2}}
$$

Carlitz then proved that, for any prime number $p$, the sequence $\left(\omega_{n}(X) \bmod p\right)_{n \geqslant 0}$ is a simple $p$-Carlitz sequence of polynomials. He also noted that the sequence $\left(\omega_{n} \bmod p\right)_{n \geqslant 0}$, where $\omega_{n}=\omega_{n}(0)$, is strongly $p$-multiplicative (see also Observation 3 above).

## 5. Examples of sequences of orthogonal polynomials that are not simple p-Carlitz

We gave above examples of sequences having the $d$-Carlitz property, that come from polynomials with a combinatorial background. One of the referees, after reading a previous version of this paper, asked whether a general combinatorial property could be hidden behind these results. We think the answer is no, and will give in this section examples of sequences of polynomials from the Askey scheme of hypergeometric orthogonal polynomials that are not simple $p$-Carlitz sequences, for any prime $p$.

### 5.1. Chebishev polynomials

The sequences of Chebishev polynomials of the first kind $\mathscr{T}=\left(T_{n}(X)\right)_{n \geqslant 0}$ and of the second kind $\mathscr{U}=\left(U_{n}(X)\right)_{n \geqslant 0}$ satisfy the recurrence equation

$$
\forall n \geqslant 1, \quad F_{n+1}(X)=2 X F_{n}(X)-F_{n-1}(X)
$$

with the initial conditions $T_{0}(X)=1, T_{1}(X)=X$, and $U_{0}(X)=1, U_{1}(X)=2 X$ (see for example [17, p. 185]). Hence, they have the generating functions

$$
\begin{aligned}
& \mathscr{T}(X, Y)=\sum_{n=0}^{\infty} T_{n}(X) Y^{n}=\frac{1-X Y}{1-2 X Y+Y^{2}}, \\
& \mathscr{U}(X, Y)=\sum_{n=0}^{\infty} U_{n}(X) Y^{n}=\frac{1}{1-2 X Y+Y^{2}} .
\end{aligned}
$$

If $p$ is a prime number, it is clear that neither $\left(\mathscr{T}(X, Y) / \mathscr{T}\left(X^{p}, Y^{p}\right) \bmod p\right)$ nor $\left(\mathscr{U}(X, Y) / \mathscr{U}\left(X^{p}, Y^{p}\right) \bmod p\right)$ are polynomials of degree in $Y$ at most $p-1$ (take $X=0$ ). Hence, using Proposition 2.2, we see that the sequences of Chebishev polynomials of the first and of the second kind reduced modulo $p$ are not simple $p$-Carlitz sequences of polynomials (for any prime $p$ ). Note nevertheless that, the sequence of Chebishev polynomials of the first kind modulo any odd prime number $p$ has the generalized $p$-Fermat property: this last result is due to Askey (quoted in [8]).

### 5.2. Jacobi polynomials

Define, for $a_{3} \notin-\mathbb{N}$,

$$
{ }_{2} F_{1}\left(a_{1}, a_{2} ; a_{3} ; a_{4}\right)=\sum_{k \geqslant 0} \frac{\left(a_{1}\right)_{k}\left(a_{2}\right)_{k}}{\left(a_{3}\right)_{k}} \frac{a_{4}^{k}}{k!},
$$

where

$$
(a)_{k}=a(a+1) \cdots(a+k-1)
$$

The Jacobi polynomials are defined [17, p. 170] by

$$
P_{n}^{(\alpha, \beta)}=\frac{(\alpha+1)_{n}}{n!}{ }_{2} F_{1}\left(-n, n+\alpha+\beta+1 ; \alpha+1 ; \frac{1-x}{2}\right) .
$$

Proposition 2.2 implies that, for $\alpha$ and $\beta$ in $\mathbb{N} \backslash\{0\}$, the sequence of Jacobi polynomials, reduced modulo any odd prime number $p$, is not a simple $p$-Carlitz sequence of polynomials. Namely the generating function is given [17, p. 172] by

$$
F(X, Y)=\sum_{n \geqslant 0} P_{n}^{(\alpha, \beta)}(X) Y^{n}=\frac{2^{\alpha+\beta}}{r(X, Y)(1-Y+r(X, Y))^{\alpha}(1+Y+r(X, Y))^{\beta}},
$$

where $r(X, Y)=\left(1-2 X Y+Y^{2}\right)^{1 / 2}$. In particular for $X=1$, and $Y$ small enough, all the series converge as real power series, and we have: $r(1, Y)=\left(1-2 Y+Y^{2}\right)^{1 / 2}=1-Y$. Hence

$$
F(1, Y)=(1-Y)^{-\alpha-1}
$$

This also holds as an equality between formal power series with rational coefficients. Now, if $p$ is an odd prime number, and if $\left(F(X, Y) / F\left(X^{p}, Y^{p}\right) \bmod p\right)$ were a polynomial in $X$ and $Y$, of degree in $Y$ at most $(p-1)$, then, $\left(F(1, Y) / F\left(1, Y^{p}\right) \bmod p\right)$ would be a polynomial in $Y$ of degree at most $(p-1)$. But this not the case, since $F(1, Y) / F\left(1, Y^{p}\right)=\left(1+Y+Y^{2}+\cdots+Y^{p-1}\right)^{\alpha+1}$, and $\alpha \in \mathbb{N} \backslash\{0\}$.

### 5.3. Meixner polynomials

This sequence is defined [17, p. 225] with the notations above (for $\beta \notin-\mathbb{N}$ and $c \neq 0$ ) by

$$
\tilde{M}_{n}(X, \beta, c)=(\beta)_{n 2} F_{1}\left(-n,-X ; \beta ; 1-c^{-1}\right)
$$

These polynomials satisfy the recurrence (see [26, p. 38] for example)

$$
\begin{aligned}
\tilde{M}_{n+1}(X, \beta, c)= & \left(\frac{c-1}{c} X+\frac{n+(n+\beta) c}{c}\right) \tilde{M}_{n}(X, \beta, c) \\
& -\frac{n(\beta+n-1)}{c} \tilde{M}_{n-1}(X, \beta, c) .
\end{aligned}
$$

We will suppose that $\beta \in \mathbb{N} \backslash\{0\}$ and $1 / c \in \mathbb{Z} \backslash\{1\}$. Then, from a result of Carlitz [9, Theorem 1], we have for any prime $p \geqslant 2$ (actually this is true even if $p$ is not prime)

$$
\forall n \geqslant 0, \quad \tilde{M}_{p n}(X, \beta, c) \equiv \tilde{M}_{p}(X, \beta, c)^{n} \bmod p
$$

This implies that, for $\beta \in \mathbb{N} \backslash\{0\}$ and $1 / c \in \mathbb{Z} \backslash\{1\}$, the sequence of Meixner polynomials, reduced modulo any prime number $p$, is not a simple $p$-Carlitz sequence of polynomials. Namely, if this sequence were a simple $p$-Carlitz sequence of polynomials, we would have

$$
\forall n \geqslant 0, \quad \tilde{M}_{p n}(X, \beta, c) \equiv \tilde{M}_{n}\left(X^{p}, \beta, c\right) \equiv \tilde{M}_{n}(X, \beta, c)^{p} \bmod p .
$$

Hence

$$
\tilde{M}_{n}(X, \beta, c)^{p} \equiv \tilde{M}_{p}(X, \beta, c)^{n} \bmod p
$$

Taking $n$ prime to $p$, and differentiating with respect to $X$, this would imply that $\tilde{M}_{p}^{\prime}(X, \beta, c)$ is zero modulo $p$. This is not the case, since it is easy to compute from the above definition $\tilde{M}_{p}(X, \beta, c) \equiv\left(1-c^{-1}\right)\left(X^{p}-X\right) \bmod p$.

### 5.4. Charlier polynomials

The Charlier polynomials can be defined [26, p. 40, 17, p. 226] (for $a \neq 0$ ) by

$$
C_{n}(X, a)={ }_{2} F_{0}(-n,-X ; ;-1 / a)=\sum_{k \geqslant 0} \frac{(-n)_{k}(-X)_{k}}{k!}\left(\frac{-1}{a}\right)^{k} .
$$

Hence

$$
C_{n}(X, a)=\sum_{k=0}^{n}(-1)^{k}\binom{n}{k} X(X-1) \cdots(X-k+1) \frac{1}{a^{k}} .
$$

They satisfy the recurrence [17, p. 227]

$$
a C_{n+1}(X, a)=(n+a-X) C_{n}(X, a)-n C_{n-1}(X, a) .
$$

In particular if we take $1 / a \in \mathbb{N}$, we can apply the result [9, Theorem 1] of Carlitz and the remark that $C_{p}(X, a) \equiv 1-(1 / a)\left(X^{p}-X\right) \bmod p$, to conclude, as for the Meixner polynomials in Section 5.3 above: for $1 / a \in \mathbb{N}$, the sequence of Charlier polynomials, reduced modulo any prime number $p$, is not a simple $p$-Carlitz sequence of polynomials.

### 5.5. Continuous dual Hahn polynomials

The continuous dual Hahn polynomials $S_{n}(X, a, b, c)$ are defined (see [26, p. 27] for example) by $S_{n}\left(X^{2}, a, b, c\right)=(a+b)_{n}(a+c)_{n} F_{2}(-n, a+\mathrm{i} X, a-\mathrm{i} X ; a+b, a+c ; 1)$, i.e.,

$$
S_{n}\left(X^{2}, a, b, c\right)=(a+b)_{n}(a+c)_{n} \sum_{k=0}^{\infty} \frac{(-n)_{k}(a+\mathrm{i} X)_{k}(a-\mathrm{i} X)_{k}}{(a+b)_{k}(a+c)_{k} k!}
$$

Hence

$$
S_{n}(X, a, b, c)=\sum_{k=0}^{n}(-1)^{k}\binom{n}{k} \prod_{j=0}^{k-1}\left((a+j)^{2}+X\right) \prod_{\ell=k}^{n-1}((a+b+\ell)(a+c+\ell))
$$

Let us take $a, b, c \in \mathbb{N} \backslash\{0\}$. It is not difficult, using the three-term recurrence relation satisfied by these polynomials (see [26, pp. 27-28] for example), the result [9, Theorem 1] of Carlitz again, and the expression $S_{p}(X) \equiv(-1)^{p} \prod_{j=0}^{p-1}\left((a+j)^{2}+X\right)$, which implies $S_{p}(X) S_{p}(-X) \equiv\left(X^{p}-X\right)^{2} \bmod p$, to prove that: the sequence of continuous dual Hahn polynomials, reduced modulo any odd prime $p$, is not a simple $p$-Carlitz sequence of polynomials.

## 6. An automaticity theorem

Theorem 6.1. Let $R$ be a finite commutative ring with unit. Let $d \geqslant 2$. If $\left(P_{n}(X)\right)_{n \geqslant 0}$ is a d-Carlitz sequence of polynomials with coefficients in $R$, such that all polynomials
$P_{0}^{(k)}(X)$ of Definition 2.1 are equal to 1, and if

$$
P_{n}(X)=\sum_{m \geqslant 0} a(m, n) X^{m}
$$

then, the sequence $(a(m, n))_{m, n \geqslant 0}$ is d-automatic.
Proof. To prove that the sequence $(a(m, n))_{m, n \geqslant 0}$ is $d$-automatic, we have to prove (see $[36,37]$ ) that the set

$$
\mathscr{N}=\left\{\left(a\left(d^{u} m+v, d^{u} n+w\right)\right)_{m, n}, u \geqslant 0,0 \leqslant v, w \leqslant d^{u}-1\right\}
$$

is finite. Instead of working with subsequences of double sequences of elements of $R$, we will work with subsequences of sequences of polynomials of $R[X]$. For $i \in$ [ $0, d-1]$, the operators $\Phi_{i}$ (sometimes called $d$-decimation operators) are defined on $R[[X]]$ (hence on $R[X]$ ) by

$$
\Phi_{i}\left(\sum_{m \geqslant 0} c_{m} X^{m}\right)=\sum_{m \geqslant 0} c_{d m+i} X^{m}
$$

To prove that $\mathscr{N}$ is finite, it suffices to find a set of sequences of polynomials $\mathscr{N}^{\prime}$ that is finite, that contains the sequence $\left(P_{n}(X)\right)_{n} \geqslant 0$, and such that, for any sequence of polynomials $\left(Q_{n}(X)\right)_{n \geqslant 0}$ in $\mathcal{N}^{\prime}$, for every $i, j$ in $[0, d-1]$, the sequence $\left(\Phi_{i}\left(Q_{d n+j}(X)\right)\right)_{n \geqslant 0}$ is also in $\mathcal{N}^{\prime}$.

Consider the set $\left\{\left(P_{n}^{(k)}(X)\right)_{n \geqslant 0}, k \in[1, r]\right\}$ in the definition of the $d$-Carlitz property for the sequence $\left(P_{n}(X)\right)_{n \geqslant 0}$. Take also a number $C$ such that, for every sequence $\left(P_{n}^{(k)}(X)\right)_{n \geqslant 0}, k \in[1, r]$, we have

$$
\operatorname{deg} P_{n}^{(k)}(X) \leqslant C n .
$$

Such a number exists as we have seen in Observation 4 above. Define now the set of sequences of polynomials $\mathcal{N}^{\prime}$ by

$$
\mathscr{N}^{\prime}=\left\{\left(H(X) P_{n}^{(k)}(X)\right)_{n \geqslant 0}, k \in[1, r], H(X) \in R[X], \operatorname{deg} H(X) \leqslant C\right\} .
$$

This set is finite, as the ring $R$ is finite. It contains the sequence $\left(P_{n}(X)\right)_{n \geqslant 0}=$ $\left(1 . P_{n}^{(1)}(X)\right)_{n \geqslant 0}$. Finally, if $\left(H(X) P_{n}^{(k)}(X)\right)_{n \geqslant 0}$ is a sequence in $\mathcal{N}^{\prime}$, then

$$
\Phi_{i}\left(H(X) P_{d n+j}^{(k)}(X)\right)=\Phi_{i}\left(H(X) P_{n}^{(\ell(k))}\left(X^{d}\right) P_{j}^{(k)}(X)\right)=P_{n}^{(\ell(k))}(X) \Phi_{i}\left(H(X) P_{j}^{(k)}(X)\right)
$$

But

$$
\begin{aligned}
\operatorname{deg} \Phi_{i}\left(H(X) P_{j}^{(k)}(X)\right) & \leqslant \frac{1}{d}\left(\operatorname{deg} H(X)+\operatorname{deg} P_{j}^{(k)}(X)\right) \\
& \leqslant \frac{1}{d}(C+C j) \leqslant \frac{1}{d}(C+C(d-1)) \leqslant C
\end{aligned}
$$

Hence, the sequence $\left(\Phi_{i}\left(H(X) P_{d n+j}^{(k)}(X)\right)\right)_{n \geqslant 0}$ belongs to $\mathcal{N}^{\prime}$, and our theorem is proved.

Remark 6.2. If $R=\mathbb{F}_{p}$, and if $\left(P_{n}(X)\right)_{n \geqslant 0}$ is a simple $p$-Carlitz sequence of polynomials with $P_{0}(X)=1$, then, Theorem 6.1 follows from the theorem of Salon [36,37],
since the generating function $F(X, Y)=\sum_{n \geqslant 0} P_{n}(X) Y^{n}$ is algebraic over the field of rational functions $\mathbb{F}_{p}(X, Y)$ (see Proposition 2.2).

## 7. A non-automaticity theorem

Lemma 7.1 (Generalized slice lemma). Let $d \geqslant 2$, and let $\left(R_{n}(X)\right)_{n \geqslant 0}$ be a simple $d$-Carlitz sequence of polynomials of $\mathbb{Z} / d \mathbb{Z}[X]$ with $R_{0}(X)=1$. We make the assumption that there exists $i_{0} \in[1, d-1]$ such that $R_{i_{0}}(X)$ is not a monomial. Let $R_{i_{0}}(X)=a X^{\alpha}+b X^{\beta}+\cdots$, with $a b \neq 0 \bmod d$, and $\alpha<\beta$. We define the double sequence $(r(n, t))_{n, t \geqslant 0} \bmod d$ by $R_{t}(X)=\sum_{n, t \geqslant 0} r(n, t) X^{n}$.

Let $C$ be a constant such that $\operatorname{deg} R_{n}(X) \leqslant C n$ (see Observation 4 above). Let $\ell$ be an integer such that $\left(\alpha+C i_{0} d^{-\ell}\right) /\left(\alpha+\beta d^{\ell}\right)<1 /\left(d^{\ell}+1\right)$ and such that $d^{\ell}>i_{0}$. Define the unidimensional sequence $u=(u(n))_{n \geqslant 0}$ by

$$
u(n)=r\left(\left(\alpha+\beta d^{\ell}\right) n, i_{0}\left(d^{\ell}+1\right) n\right)
$$

Then, the sequence $u$ is not ultimately periodic.
Proof. We will first prove that there are infinitely many integers $n \in \mathbb{N}$ such that $u(n) \neq 0$. Then, we will prove that for any $t$ there exists an $n_{t}$ such that $u\left(n_{t}\right)=u\left(n_{t}+\right.$ $1)=\cdots=u\left(n_{t}+t\right)=0$. This will imply that the sequence $(u(n))_{n \geqslant 0}$ is not ultimately periodic.
(a) Since $\left(R_{n}(X)\right)_{n \geqslant 0}$ is a simple $d$-Carlitz sequence of polynomials with $R_{0}(X)=1$, we have, for every $n \geqslant 0$ and for every $j \in[0, d-1]$,

$$
R_{d n+j}(X)=R_{n}\left(X^{d}\right) R_{j}(X)
$$

In particular, for every $n \geqslant 0$,

$$
\sum_{m \geqslant 0} r(m, d n) X^{m}=R_{d n}(X)=R_{n}\left(X^{d}\right)=\sum_{m \geqslant 0} r(m, n) X^{d m} .
$$

Hence, $r(d m, d n)=r(m, n)$ holds for all $m, n \geqslant 0$. (Of course we also have $r(d m+$ $u, d n)=0$ for $0<u \leqslant d-1$.) This yields for all $n$

$$
u(d n)=u(n)
$$

Take now $i_{0} \in[0, d-1]$ given by the hypothesis, such that $R_{i_{0}}(X)$ is not a monomial. Let $R_{i_{0}}(X)=a X^{\alpha}+b X^{\beta}+\cdots$ (this is of course a finite sum) with $a b \neq 0 \bmod d$ and $\beta>\alpha$. Then, for $\ell$ such that $d^{\ell}>i_{0}$, we have

$$
\begin{aligned}
\sum_{m \geqslant 0} r\left(m, i_{0}\left(d^{\ell}+1\right)\right) X^{m} & =R_{i_{0} d^{\ell}+i_{0}}(X) \\
& =R_{i_{0} d^{\prime}}(X) R_{i_{0}}(X) \\
& =R_{i_{0}}\left(X^{d^{\prime}}\right) R_{i_{0}}(X) \\
& =\left(a X^{\alpha d^{\ell}}+b X^{\beta d^{\prime}}+\cdots\right)\left(a X^{\alpha}+b X^{\beta}+\cdots\right)
\end{aligned}
$$

$$
\begin{aligned}
= & a X^{\alpha d^{t}}\left(a X^{\alpha}+b X^{\beta}+\cdots\right) \\
& +b X^{\beta d^{t}}\left(a X^{\alpha}+b X^{\beta}+\cdots\right)+\cdots .
\end{aligned}
$$

As $\left(\alpha+\beta d^{\ell}\right)>\left(\alpha+C i_{0} d^{-\ell}\right)\left(d^{\ell}+1\right)>\alpha d^{\ell}+C i_{0} \geqslant \alpha d^{\ell}+\operatorname{deg} R_{i_{0}}(X)$, then

$$
u(1)=r\left(\left(\alpha+\beta d^{\ell}\right), i_{0}\left(d^{\ell}+1\right)\right)=a b \neq 0
$$

and, for all $k \in \mathbb{N}$,

$$
u\left(d^{k}\right)=u(1)=a b \neq 0
$$

(b) We will prove that, if $k \geqslant \ell$, and if $n$ is such that

$$
\frac{d^{k}}{d^{\ell}+1}<n<\frac{\beta d^{k}}{\alpha+\beta d^{\ell}}
$$

then $u(n)=0$. Note that the length of this interval goes to infinity as $k$ goes to infinity. Let $n$ be as above, then

$$
d^{k}<\left(d^{\ell}+1\right) n<\frac{\beta d^{k}\left(d^{\ell}+1\right)}{\alpha+\beta d^{\ell}}<d^{k}+d^{k-\ell}
$$

for $k \geqslant \ell$. Hence, there exists $j_{n}$ such that

$$
0<j_{n}<d^{k-\ell} \quad \text { and } \quad\left(d^{\ell}+1\right) n=d^{k}+j_{n}
$$

Now (remember that $d^{\ell}>i_{0}$, hence $i_{0} j_{n}<d^{k}$ )

$$
\begin{aligned}
\sum_{m \geqslant 0} r\left(m, i_{0}\left(d^{\ell}+1\right) n\right) X^{m} & =\sum_{m \geqslant 0} r\left(m, i_{0} d^{k}+i_{0} j_{n}\right) X^{m}=R_{i_{0} d^{k}+i_{0} j_{n}}(X) \\
& =R_{i_{0} d^{k}}(X) R_{i_{0} j_{n}}(X)=R_{i_{0}}\left(X^{d^{k}}\right) R_{i_{0} j_{n}}(X) \\
& =\left(a X^{\alpha d^{k}}+b X^{\beta d^{k}}+\cdots\right) R_{i_{0} j_{n}}(X) \\
& =a X^{\alpha d^{k}} R_{i_{0} j_{n}}(X)+b X^{\beta d^{k}} R_{i_{0} j_{n}}(X)+\cdots .
\end{aligned}
$$

Hence, if $m=\left(\alpha+\beta d^{\ell}\right) n$, with $d^{k} /\left(d^{\ell}+1\right)<n<\beta d^{k} /\left(\alpha+\beta d^{\ell}\right)$, we have on one hand,

$$
m<\beta d^{k}
$$

and on the other hand,

$$
\begin{aligned}
m & >\frac{\left(\alpha+\beta d^{\ell}\right) d^{k}}{d^{\ell}+1}>\left(\alpha+C i_{0} d^{-\ell}\right) d^{k}=\alpha d^{k}+C i_{0} d^{k-\ell}>\alpha d^{k}+C i_{0} j_{n} \\
& \geqslant \alpha d^{k}+\operatorname{deg} R_{i_{0} j_{n}}(X)
\end{aligned}
$$

It is now clear that, for such an $m$, we have $r\left(m, d^{k}+j_{n}\right)=0$. This can also be written

$$
\forall n \in] \frac{d^{k}}{d^{\ell}+1}, \frac{\beta d^{k}}{\alpha+\beta d^{\ell}}\left[, \quad u(n)=r\left(\left(\alpha+\beta d^{\ell}\right) n,\left(d^{k}+1\right) n\right)=0\right.
$$

which ends the proof.

Lemma 7.2 (Monomial slice lemma). Let $p$ be a prime number, and let $\mathscr{R}=$ $\left(R_{n}(X)\right)_{n \geqslant 0}$ be a simple $p$-Carlitz sequence of polynomials of $\mathbb{F}_{p}[X]$. Let

$$
R_{n}(X)=\sum_{m} r(m, n) X^{m}
$$

## Assume

- $R_{0}(X)=1$,
- $R_{j}(X)=\alpha_{j} X^{s(j)}$, where, for $1 \leqslant j \leqslant p-1, \alpha_{j} \neq 0 \bmod p$,
- $\min _{1 \leqslant j \leqslant p-1}(s(j) / j)<\max _{1 \leqslant j \leqslant p-1}(s(j) / j)=K$.

Let $\bar{j}=\min \{j \in[1, p-1], s(j)=j K\}$ and $\bar{s}=s(\bar{j})$. Then, the sequence $(a(n))_{n \geqslant 0}$ defined by $a(n)=r(\bar{j} n, \bar{s} n)$ is not ultimately periodic.

Proof. Let

$$
\mathscr{M}=\left\{j \in[1, p-1] ; \frac{s(j)}{j}=K\right\} \cup\{0\} .
$$

(Note that $\mathscr{M}$ is strictly included in $[1, p-1]$.)
Assume that the sequence $(a(n))_{n \geqslant 0}$ is ultimately periodic, i.e., that there exist $n_{0} \in \mathbb{N}$ and $T \in \mathbb{N} \backslash\{0\}$, such that

$$
\forall n \geqslant n_{0}, \quad a(n+T)=a(n) .
$$

Let $\mathcal{N}=\{n, a(n) \neq 0\}$. We first claim that

$$
\mathscr{N}=\left\{n ; \bar{j} n=n_{k} p^{k}+\cdots+n_{1} p+n_{0}, n_{j} \in \mathscr{M} \text { for all } j \in[0, k]\right\}
$$

Namely, if $\bar{j} n=n_{k} p^{k}+\cdots+n_{1} p+n_{0}$ with the $n_{j}$ 's in $[0, p-1]$, then

$$
R_{\overline{j n}}(X)=\prod_{i=0}^{k}\left(\alpha_{n_{i}} X^{s(i)}\right)^{p^{i}}=\prod_{i=0}^{k}\left(\alpha_{n_{i}}^{p^{i}}\right) X^{\sum_{i=0}^{k} s\left(n_{i}\right) p^{i}}
$$

Since $R_{\bar{j} n}(X)=\sum_{m} r(m, \bar{j} n) X^{m}$, we see that $a(n)=r(\bar{j} n, \bar{s} n) \neq 0$ if and only if $\bar{s} n=$ $\sum_{i=0}^{k} s\left(n_{i}\right) p^{i}$. But $\bar{s}=s(\bar{j})$, and $s(\bar{j})=\bar{j} K$. Hence, the condition $\bar{s} n=\sum_{i=0}^{k} s\left(n_{i}\right) p^{i}$ is equivalent to the condition $K(\bar{j} n)=\sum_{i=0}^{k} s\left(n_{i}\right) p^{i}$. Since $\mathscr{M}$ is precisely the set of $j$ 's such that either $j=0$ or $s(j)=K j$, and its complement the set of $j$ 's such that $s(j)<K j$, we deduce that the condition holds if and only if $s\left(n_{i}\right)=K n_{i}$ for all $i \in[0, k]$, which is exactly saying that $n_{i} \in \mathscr{M}$ for all $i \in[0, k]$.

In other words $n$ is in $\mathscr{N}$ if and only if the p-ary digits of $\bar{j} n$ belong to the restricted set of digits $\mathscr{M}$.

Now, the characteristic function $\chi$ of the set $\mathscr{N}$, defined by

$$
\chi(n)=\left\{\begin{array}{l}
1 \text { if } a(n) \neq 0 \\
0 \text { otherwise }
\end{array}\right.
$$

is also ultimately periodic (we can take the same $T$ and $n_{0}$ ). Hence $n \in \mathscr{N}$ and $n \geqslant n_{0}$ implies $n+T \in \mathscr{N}$.

Let now $\bar{j} T=t_{l} p_{l}+\cdots+t_{1} p+t_{0}$, with $t_{j} \in[0, p-1]$ for $j \in[0, l]$, be the $p$-ary expansion of $\bar{j} T$. Let $n^{\prime} \in \mathscr{N}$ such that $n^{\prime} \geqslant n_{0} / p^{l+2}$. Looking at the $p$-ary digits of $\bar{j} n^{\prime}$ proves that the number $n=p^{l+2} n^{\prime}$ is also an element of $\mathscr{N}$, and it is $\geqslant n_{0}$. Still looking at the $p$-ary digits of the product by $\bar{j}$, we see that $n+T$ belongs to $\mathcal{N}$, and hence $T$ belongs to $\mathscr{N}$. Of course this holds for any period, hence for any integer multiple of $T$. This last condition is impossible, using the following straightforward lemma.

Lemma 7.3. Let $\mathscr{M}$ be a restricted set of p-ary digits containing 0 , where $p$ is prime. If a non-zero integer has all its digits in $\mathscr{M}$, then, there exists a multiple of this integer, such that its less significant non-zero digit is not in $\mathscr{M}$.

Theorem 7.4. Let $p$ be a prime number, and let $\mathscr{R}=\left(R_{n}(X)\right)_{n \geqslant 0}$ be a simple p-Carlitz sequence of polynomials of $\mathbb{F}_{p}[X]$, with $R_{0}(X)=1$. Let $\mathscr{R}(X, Y)=\sum_{n \geqslant 0} R_{n}(X) Y^{n}=$ $\sum_{m, n \geqslant 0} r(m, n) X^{m} Y^{n}$.
(1) The double sequence $(r(m, n))_{m, n \geqslant 0} \in\left(\mathbb{F}_{p}\right)^{\mathbb{N} \times \mathbb{N}}$ has been proved p-automatic (and hence is $p^{l}$-automatic, for every $l \geqslant 1$ ).
(2) If at least one of the polynomials $R_{u}(X), 1 \leqslant u \leqslant p-1$ is not a monomial, and if the double sequence $(r(m, n))_{m, n \geqslant 0}$ is $k$-automatic, then $k=p^{l}$ for some $l \geqslant 1$.
(3) If the conditions of the monomial slice lemma are satisfied, and if the double sequence $(r(m, n))_{m, n \geqslant 0}$ is $k$-automatic, then $k=p^{l}$ for some $l \geqslant 1$.

Proof. 1. This follows from Observation 5 and Theorem 6.1.
2. Suppose now that the sequence $(r(m, n))_{m, n \geqslant 0}$ is $k$-automatic and the assumptions of (2) are satisfied. Then, from the slice lemma, there exists a non-ultimately periodic sequence $u=(u(n))_{n \geqslant 0}$, where $u(n)=r\left(\left(\alpha+\beta p^{l}\right) n, i_{0}\left(p^{l}+1\right) n\right)$. The sequence $u$ is $k$-automatic, in the sense of $[11,12]$, since the double sequence $(r(n, t))_{n, t \geqslant 0}$ is $k$-automatic (see [36,37]). But the sequence $u$ is also $p$-automatic from (1). Since it is not ultimately periodic, Cobham's theorem [13] implies that $k$ is a non-trivial power of $p$.
3. The proof follows the proof of (2), using the monomial slice lemma instead of the slice lemma.

## 8. Automaticity of sequences generated by classical orthogonal polynomials

### 8.1. Legendre polynomials

We consider the sequence $\mathscr{P}=\left(P_{n}(X)\right)_{n \geqslant 0}$ of Legendre polynomials and its generating function $\mathscr{P}(X, Y)=\sum_{n \geqslant 0} P_{n}(X) Y^{n}=\sum_{m, n \geqslant 0} b(m, n) X^{m} Y^{n}$. As we already noted, this generating function has the explicit expression (see [17, p. 182] for example)

$$
\mathscr{P}(X, Y)=\frac{1}{\sqrt{1-2 X Y+Y^{2}}}
$$

This formula can be either considered as an equality for real functions with $Y$ small enough, or as an equality of formal power series with rational coefficients. Note that it implies

$$
\mathscr{P}(X, Y)^{2}=\frac{1}{1-2 X Y+Y^{2}},
$$

that can be considered as an equality of formal power series with coefficients in $\mathbb{Q}_{(p)}$ for any odd prime number $p$.

Lemma 8.1. Let $p$ be an odd prime number. The sequence $(b(n, n) \bmod p)_{n \geqslant 0}$ is not ultimately periodic.

Proof. Let $a(n)=b(n, n) \bmod p$. We have seen that an explicit expression for $P_{n}(X)$ is

$$
P_{n}(X)=\frac{1}{2^{n}} \sum_{v=0}^{\lfloor n / 2\rfloor}(-1)^{v}\binom{n}{v}\binom{2 n-2 v}{n-2 v} X^{n-2 v}
$$

Hence, $a(n)=b(n, n)=2^{-n}\binom{2 n}{n}$. This implies

$$
A(X)=\sum_{n \geqslant 0} a(n) X^{n}=\sum_{n \geqslant 0}\binom{2 n}{n}\left(\frac{X}{2}\right)^{n}=\frac{1}{\sqrt{1-2 X}} .
$$

This equality holds between the formal power series with coefficients in $\mathbb{Q}$. But the coefficients are also in $\mathbb{Q}_{(p)}$ for every odd prime number $p$. Hence, for any odd prime number $p$,

$$
(1-2 X) A(X)^{2} \equiv 1 \bmod p
$$

It is straightforward to see that this equation cannot be satisfied by a rational function. Hence, $(A(X) \bmod p)$ is not a rational function, which is equivalent to saying that the sequence $(a(n) \bmod p)_{n \geqslant 0}$ is not ultimately periodic.

Remark 8.2. We could have given several other non-ultimately periodic subsequences of the sequence $(b(m, n) \bmod p)_{m, n}$. We just give another example here. Let $z(n)=$ $b(0, n)=P_{n}(0)$. We easily have $z(n)=0$ if $n$ is odd, and $z(n)=2^{-2 t}(-1)^{t}\binom{2 t}{t}$ if $n=2 t$. As previously the formal power series

$$
\sum_{n \geqslant 0} z(n) X^{n}=\frac{1}{\sqrt{1+X^{2}}}
$$

does not reduce modulo any odd prime number $p$ to a rational function. In the case $p=3$, the sequence $(z(n) \bmod 3)_{n \geqslant 0}$ can take only the values 0 and 1 . This sequence is actually the characteristic function of those integers that have no digit 1 in their base-3 expansion.

Note that the sequence $\left(a_{n}\right)_{n \geqslant 0}$ above, when reduced modulo 3, can be encountered in various other contexts:

* Integers with missing digits. The sequence $(a(n) \bmod 3)_{n \geqslant 0}$ is the characteristic function of those integers that have no digit 2 in their base- 3 expansion;
* Infinite sequences without arithmetic progressions. Consider the minimal (for the lexicographical order) sequence of integers that does not contain three terms in arithmetic progression. This sequence begins with

$$
0134910121327 \ldots
$$

The characteristic sequence of these integers is precisely $(a(n) \bmod 3)_{n \geqslant 0}$. For the general problem see $[18,35,20]$, see also the survey [25]. For a Toeplitz-transform framework, see [1];

* Geometric constructions. A curious geometric construction involving this sequence occurs in [31].

Theorem 8.3. Let $\left(P_{n}(X)\right)_{n \geqslant 0}$ be the sequence of Legendre polynomials. Let $b(m, n)$ be defined by $\mathscr{P}(X, Y)=\sum_{n \geqslant 0} P_{n}(X) Y^{n}=\sum_{m, n \geqslant 0} b_{m, n} X^{m} Y^{n}$. Let d be an odd natural number $d \geqslant 3$. Then, the double sequence $(b(m, n) \bmod d)_{m, n \geqslant 0}$ is $k$-automatic if and only if there exists a prime number $p$ and two integers $l_{1}, l_{2} \geqslant 1$ such that $d=p^{l_{1}}$ and $k=p^{l_{2}}$.

Proof. 1. We first prove that, if the sequence $(b(m, n) \bmod d)_{m, n \geqslant 0}$ is $k$-automatic, with $d, k \geqslant 2$, then, $d$ and $k$ must be powers of a same prime number $p$. Let $p$ be a prime divisor of $d$. The sequence $(b(m, n) \bmod d)_{m, n \geqslant 0}$ is $k$-automatic, hence its re-reduction modulo $p$, i.e., the sequence $(b(m, n) \bmod p)_{m, n \geqslant 0}$, is also $k$-automatic. We then deduce from Lemma 7.1, Theorem 7.4, and Lemma 8.1 that $k$ must be a power of $p$. Now, if $p_{1}$ were another prime divisor of $d$, the number $k$ should also be a power of $p_{1}$, which is not possible.
2. We now prove that if $d=p^{l}$ for some odd prime number $p$, and some $l \geqslant 1$, then, the sequence $(b(m, n) \bmod d)_{m, n \geqslant 0}$ is $p$-automatic (and hence $p^{k}$-automatic for any $k \geqslant 1$ ). If $l=1$, this is a consequence of Theorem 6.1 and of the $p$-Carlitz property of the sequence of Legendre polynomials modulo $p$ that we recalled in Section 4. But we need a proof for the general case. Remember that we have

$$
\mathscr{P}(X, Y)^{2}=\sum_{m \geqslant 0} b(m, n) X^{m} Y^{n}=\frac{1}{1-2 X Y+Y^{2}} .
$$

This equality is a priori true over $\mathbb{Q}$, but it is actually true over $\mathbb{Q}_{(p)}$, and hence over $\mathbb{Z}_{p}$, the $p$-adic numbers. Then, considered as an element of $\mathbb{Z}_{p}[[X, Y]]$, the formal power series $\mathscr{P}(X, Y)$ is algebraic over $\mathbb{Z}_{p}(X, Y)$. Hence, from a theorem of Denef and Lipshitz [14, Theorem 3.1], the sequence $\left(b(m, n) \bmod p^{l}\right)_{m, n \geqslant 0}$ is $p$-automatic, and hence $p^{k}$-automatic for any $k \geqslant 1$.

### 8.2. Hermite and Laguerre polynomials

### 8.2.1. Hermite polynomials

We consider here the sequence of coefficients for the generating function of the Hermite polynomials. We have the following theorem.

Theorem 8.4. Let $\mathscr{H}=\left(H_{n}(X)\right)_{n \geqslant 0}$ be the sequence of Hermite polynomials. Let $h(m, n)$ be defined by $\mathscr{H}(X, Y)=\sum_{n \geqslant 0} H_{n}(X) Y^{n}=\sum_{m, n \geqslant 0} h(m, n) X^{m} Y^{n}$. Let d be an integer $\geqslant 2$. Then, the sequence $(h(m, n) \bmod d)_{m, n \geqslant 0}$ is $k$-automatic for every integer $k \geqslant 2$.

Proof. We proved in Section 4 that, for every $d \geqslant 2$, the sequence of Hermite polynomials modulo $d$ is a $d$-Carlitz sequence of polynomials. Hence, from Theorem 6.1, for every $d \geqslant 2$, the sequence $(h(m, n) \bmod d)_{m, n \geqslant 0}$ is $d$-automatic.

Fix now $d \geqslant 2$, and let $a$ and $b$ be two different prime numbers that do not divide $d$. The sequence $(h(m, n) \bmod a d)_{m, n \geqslant 0}$ is $a d$-automatic. Hence, its projection obtained by re-reducing modulo $d$, i.e., the sequence $(h(m, n) \bmod d)_{m, n \geqslant 0}$ is also $a d$-automatic. For the same reason this sequence is $b d$-automatic. Now, $a d$ and $b d$ are clearly multiplicatively independent (in other words the equation $(a d)^{x}=(b d)^{y}$ has no solution in nonzero integers $x$ and $y$ ). Hence, by the Cobham-Semenov theorem (see the survey [7] for example), the sequence $(h(m, n) \bmod d)_{m, n \geqslant 0}$ is recognizable, and therefore it is $k$-automatic for all $k \geqslant 2$.

### 8.2.2. Modified Laguerre polynomials

Let us consider as previously the sequence of modified Laguerre polynomials $\left(\Lambda_{n}^{(\alpha)}(X)\right)_{n \geqslant 0}$. Following the same lines as above we can easily prove the following theorem.

Theorem 8.5. Let $\left(L_{n}^{(\alpha)}(X)\right)_{n \geqslant 0}$ be the sequence of Laguerre polynomials, with $\alpha$ integer. Let $\left(\Lambda_{n}^{(\alpha)}(X)\right)_{n \geqslant 0}=\left(n!L_{n}^{(\alpha)}(X)\right)_{n \geqslant 0}$ be the corresponding sequence of modified Laguerre polynomials. Define $\ell(m, n)$ by $\sum_{n \geqslant 0} \Lambda_{n}^{(\alpha)}(X) Y^{n}=\sum_{m, n \geqslant 0} \ell(m, n) X^{m} Y^{n}$. Let $d$ be an integer $\geqslant 2$. Then, the sequence $(\ell(m, n) \bmod d)_{m, n \geqslant 0}$ is $k$-automatic for every $k \geqslant 2$.

### 8.3. Chebishev polynomials

As recalled in Section 5.1, the sequences of Chebishev polynomials of the first kind $\mathscr{T}=\left(T_{n}(X)\right)_{n \geqslant 0}$ and of the second kind $\mathscr{U}=\left(U_{n}(X)\right)_{n \geqslant 0}$ have the generating functions

$$
\begin{aligned}
& \mathscr{T}(X, Y)=\sum_{n=0}^{\infty} T_{n}(X) Y^{n}=\frac{1-X Y}{1-2 X Y+Y^{2}}, \\
& \mathscr{U}(X, Y)=\sum_{n=0}^{\infty} U_{n}(X) Y^{n}=\frac{1}{1-2 X Y+Y^{2}} .
\end{aligned}
$$

Define the double sequences $(t(m, n))_{m, n \geqslant 0}$ and $(u(m, n))_{m, n \geqslant 0}$ by

$$
\begin{aligned}
& \mathscr{T}(X, Y)=\sum_{n=0}^{\infty} T_{n}(X) Y^{n}=\sum_{m, n=0}^{\infty} t(m, n) X^{m} Y^{n}, \\
& \mathscr{U}(X, Y)=\sum_{n=0}^{\infty} U_{n}(X) Y^{n}=\sum_{m, n=0}^{\infty} u(m, n) X^{m} Y^{n} .
\end{aligned}
$$

Using the equality $\left(\sum_{n \geqslant 0} X^{n} Y^{n}\right) \mathscr{T}(X, Y)=\mathscr{U}(X, Y)$, it is not hard to prove that, for a given $k \geqslant 2$, the sequences $(t(m, n) \bmod d)_{m, n \geqslant 0}$ and $(u(m, n) \bmod d)_{m, n \geqslant 0}$ are simultaneously $k$-automatic or not $k$-automatic. We will consider the sequence generated by the Chebishev polynomials of the second kind.

We can, as previously, use the generating function to deduce that

$$
u(m, n)= \begin{cases}2^{m}\binom{\frac{m+n}{2}}{m} & \text { if } m+n \text { is even and } m \leqslant n \\ 0 & \text { otherwise }\end{cases}
$$

We can then make the same reasoning as done previously, using the theorem of Denef and Lipschitz [14], the theorem of Cobham [13], and the property that the sequence $(u(n, 3 n) \bmod p)_{n}$ is not ultimately periodic, for any odd prime $p$, since

$$
\sum_{n \geqslant 0} u(n, 3 n) X^{n}=\sum_{n \geqslant 0}\binom{2^{n}}{n} X^{n}=\frac{1}{\sqrt{1-8 X}}
$$

cannot be a rational function $\bmod p$ if $p$ is an odd prime. This leads us to the following theorem, for which we will give a different proof that directly works for both sequences of Chebishev polynomials.

Theorem 8.6. Let $\left(W_{n}(X)\right)_{n \geqslant 0}$ be the sequence of Chebishev polynomials of the first or of the second kind. Define $w(m, n)$ by $\mathscr{W}(X, Y)=\sum_{n \geqslant 0} W_{n}(X) Y^{n}=\sum_{m, n \geqslant 0} w(m, n)$ $X^{m} Y^{n}$. Then, the following automaticity properties hold.

- If $d=2^{k} p^{l}$, where $p$ is an odd prime number, $k \geqslant 0$, and $l \geqslant 1$, then, the sequence $(w(m, n) \bmod d)_{m, n \geqslant 0}$ is $p^{a}$-automatic for any $a \geqslant 1$ and not $r$-automatic for $r \notin$ $\left\{p^{a}, a \geqslant 1\right\}$.
- If $d$ has two different odd prime divisors, then, the sequence $(w(m, n) \bmod d)_{m, n \geqslant 0}$ is not $k$-automatic for any $k$.
- If $d=2^{l}$, with $l \geqslant 1$, then, the sequence $(w(m, n) \bmod d)_{m, n \geqslant 0}$ is $k$-automatic for all $k$.

Our proof will make use of a recent result of von Haeseler and Petersen [21].

Theorem 8.7 (Haeseler and Petersen [21]). Let $P(X, Y) / Q(X, Y)=\sum_{m, n} a(m, n) X^{m} Y^{n}$ be a formal power series over $\mathbb{Z} / d \mathbb{Z}$ that is equal to the quotient of two polynomials in $\mathbb{Z} / d \mathbb{Z}[X]$, with $Q(0,0)$ invertible in $\mathbb{Z} / d \mathbb{Z}$. Let $\Delta$ be the set of prime divisors $p$
of $d$ for which there does not exist a polynomial $S(X, Y)$ in $\mathbb{Z} / d \mathbb{Z}[X, Y]$ and finitely many monomials $a_{j} X^{\alpha_{j}} Y^{\beta_{j}}, j=1,2, \ldots, s$ such that

$$
S(X, Y) Q(X, Y)=\prod_{j=1}^{s}\left(1-a_{j} X^{\alpha_{j}} Y^{\beta_{j}}\right) \bmod p
$$

and let $\chi$ be the cardinality of $\Delta$.

- If $\chi \geqslant 2$, then, the sequence $(a(m, n))_{m, n \geqslant 0}$ is not $k$-automatic for any $k \geqslant 2$.
- If $\chi=1$, then, the sequence $(a(m, n))_{m, n \geqslant 0}$ is $p^{a}$-automatic, where $p$ is the only element of $\Delta$, and $a$ any integer $\geqslant 1$, and this sequence is not $k$-automatic for any $k \notin\left\{p^{a} ; a \geqslant 1\right\}$.
- If $\chi=0$, then, the sequence $(a(m, n))_{m, n \geqslant 0}$ is $k$-automatic for any $k \geqslant 2$.

Proof of Theorem 8.6. In view of Theorem 8.7 we consider the denominators of the generating functions for the Chebishev sequences of polynomials, $Q(X, Y)=1-2 X Y+$ $Y^{2}$. For $p=2$, we clearly have $Q(X, Y)=1+Y^{2} \bmod 2$, hence $2 \notin \Delta$. In order to prove our theorem it suffices to prove that, for every odd prime number $p$, there does not exist a polynomial $S(X, Y)$ and finitely many monomials $a_{j} X^{\alpha_{j}} Y^{\beta_{j}}, j=1,2, \ldots, s$, such that

$$
S(X, Y) Q(X, Y)=\prod_{j=1}^{s}\left(1-a_{j} X^{\alpha_{j}} Y^{\beta_{j}}\right) \bmod p
$$

Suppose it were the case. Define $K=\mathbb{F}_{p}(X)$ ( $K$ is the field of rational functions with coefficients in $\mathbb{F}_{p}$ ). Let $g$ be an element such that $g^{2}=X^{2}-1$. We know that there exists a quadratic extension of $K$ containing such a $g$ : the fact that $g$ cannot belong to $K$ immediately follows from the fact that $p \neq 2$ and hence $+1 \neq-1 \bmod p$.

Now, the element $X+g$ is a root of the polynomial $Q(X, Y)$ over $K(g)$. Hence, this is a root of the polynomial $\prod_{j=1}^{s}\left(1-a_{j} X^{\alpha_{j}} Y^{\beta_{j}}\right)$ over $K(g)$. Hence, there exist an $a$ in $\mathbb{F}_{p} \backslash\{0\}$, and two integers $\alpha$ and $\beta$, not both equal to 0 , such that

$$
(X+g)^{\beta}=\frac{1}{a X^{\alpha}}(\text { in } K(g)) .
$$

We then expand the left-hand term

$$
\begin{aligned}
\frac{1}{a X^{\alpha}} & =(X+g)^{\beta}=\sum_{j=0}^{\beta}\binom{\beta}{j} X^{\beta-j} g^{j} \\
& =\sum_{j \leqslant \beta / 2}\binom{\beta}{2 j} X^{\beta-2 j} g^{2 j}+g \sum_{j \leqslant(\beta-1) / 2}\binom{\beta}{2 j+1} X^{\beta-2 j-1} g^{2 j} \\
& =\sum_{j \leqslant \beta / 2}\binom{\beta}{2 j} X^{\beta-2 j}\left(X^{2}-1\right)^{j}+g \sum_{j \leqslant(\beta-1) / 2}\binom{\beta}{2 j+1} X^{\beta-2 j-1}\left(X^{2}-1\right)^{j}
\end{aligned}
$$

Since $g$ does not belong to $K=\mathbb{F}_{p}(X)$, we have

$$
\sum_{j \leqslant \beta / 2}\binom{\beta}{2 j} X^{\beta-2 j}\left(X^{2}-1\right)^{j}=\frac{1}{a X^{\alpha}}
$$

and

$$
\sum_{j \leqslant(\beta-1) / 2}\binom{\beta}{2 j+1} X^{\beta-2 j-1}\left(X^{2}-1\right)^{j}=0 .
$$

Looking at the degrees in the first equality proves that $\alpha=0$, hence

$$
(X+g)^{\beta}=\frac{1}{a} .
$$

Putting $X=1$ in the second equality gives $\beta=0 \bmod p$. Hence $\beta=p \beta^{\prime}$, and

$$
\left((X+g)^{\beta^{\prime}}-\frac{1}{a}\right)^{p}=(X+g)^{\beta}-\frac{1}{a^{p}}=(X+g)^{\beta}-\frac{1}{a}=0 .
$$

This implies

$$
(X+g)^{\beta^{\prime}}=\frac{1}{a}
$$

Iterating the process, we obtain that $\beta=0$ and the desired contradiction.

### 8.4. Other examples

Automaticity of sequences associated to some of the sequences of orthogonal polynomials given in Section 5 that are not simple $p$-Carlitz can be addressed using the following proposition. This proposition is an easy consequence of a result of Carlitz [9, Theorem 1] and of the theorem of von Haeseler and Petersen quoted above (Theorem 8.7, see also [21]).

Proposition 8.8. Let $\left(U_{n}(X)\right)_{n \geqslant 0},\left(f_{n}(X)\right)_{n \geqslant 0}$, and $\left(g_{n}(X)\right)_{n \geqslant 0}$ be three sequences of polynomials with integer coefficients, such that

- $U_{0}(X)=1$;
- $U_{1}(X)=f_{0}(X)$;
- $g_{0}(X)=0$;
- the following relation holds for all $n \geqslant 1$ :

$$
U_{n+1}(X)=f_{n}(X) U_{n}(X)+g_{n}(X) U_{n-1}(X)
$$

Suppose that for each prime number $p$, the polynomial $\left(U_{p}(X) \bmod p\right)$ is not a monomial. Define the double sequence of integers $(z(m, n))_{m, n \geqslant 0}$ by $\sum_{n \geqslant 0} U_{n}(X) Y^{n}=$ $\sum_{m, n \geqslant 0} z(m, n) X^{m} Y^{n}$. Let $d \geqslant 2$ be an integer. Then,

- if $d=p^{a}$ for some prime number $p$ and some integer $a \geqslant 1$, then, the sequence $(z(m, n) \bmod d)_{m, n \geqslant 0}$ is $p^{b}$-automatic, for any integer $b \geqslant 1$, and not $r$-automatic for any $r \notin\left\{p^{b}, b \geqslant 1\right\}$;
- if $d$ has two different prime divisors, then, the sequence $(z(m, n) \bmod d)_{m, n \geqslant 0}$ is not $k$-automatic for any $k \geqslant 2$.

Proof. Using [9, Theorem 1] we first see that

$$
\forall j \in[0, d-1], \quad \forall n \geqslant 0, \quad U_{d n+j}(X) \equiv U_{d}(X)^{n} U_{j}(X) \bmod d .
$$

Hence

$$
\sum_{n \geqslant 0} U_{n}(X) Y^{n} \equiv \frac{\sum_{j=0}^{d-1} U_{j}(X) Y^{j}}{1-U_{d}(X) Y^{d}} \bmod d
$$

Now, to obtain the conclusion of our Theorem we only need, using Theorem 8.7, to prove that, for any prime number $p$ dividing $d$, there does not exist a polynomial $S(X, Y) \in \mathbb{Z} / d \mathbb{Z}[X]$ and finitely many monomials $a_{j} X^{\alpha_{j}} Y^{\beta_{j}}, j=1,2, \ldots, s$ such that

$$
\text { (*) } \quad S(X, Y)\left(1-U_{d}(X) Y^{d}\right)=\prod_{j=1}^{s}\left(1-a_{j} X^{\alpha_{j}} Y^{\beta_{j}}\right) \bmod p
$$

If such an equality were satisfied, let $K=\mathbb{F}_{p}(X)$ and let $g$ be a root of $T^{d}=U_{d}(X)$ in an extension $K^{\prime}$ of $K$. Considering equality $(*)$ as an equality between polynomials in $K^{\prime}(X)[Y]$, we see that the left-hand side cancels out for $Y=1 / g$. Hence, the right-hand side also cancels out. In other words, there exist $a, \alpha, \beta$, such that

$$
1-\frac{a X^{\alpha}}{g^{\beta}}=0
$$

i.e.,

$$
g^{\beta}=a X^{\alpha} .
$$

Take now the $d$ th power, and remember that $p$ divides $d$, say $d=p d^{\prime}$. Then, using [9, Theorem 1] again, but modulo $p$, we have

$$
\left.U_{p}(X)^{d^{\prime} \beta}=U_{p d^{\prime}}(X)^{\beta}=U_{d}(X)^{\beta}=g^{d \beta}=a^{d} X^{d \alpha} \quad \text { (in } K^{\prime}\right) .
$$

But this equality also holds in $K$, hence $\left(U_{p}(X) \bmod p\right)$ should be a monomial, which is not the case.

## Corollary 8.9. The above result applies

- to the Meixner polynomials, with the conditions $\beta \in \mathbb{N} \backslash\{0\}, c \neq 0$ and $1 / c \in \mathbb{Z} \backslash\{1\} ;$
- to the Charlier polynomials, with the conditions $a \neq 0$ and $1 / a \in \mathbb{N}$;
- to the continuous dual Hahn polynomials, with the conditions $a, b, c \in \mathbb{N} \backslash\{0\}$.

It suffices to use the results given in Sections 5.3-5.5 to see that Proposition 8.8 above can be applied to the sequence of Meixner polynomials, to the sequence of Charlier polynomials, and to the sequence of continuous dual Hahn polynomials, with the restrictions on parameters given in the statement of the corollary.
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