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#### Abstract

The eigenvalue and the stability of singular differential systems with delay are considered. Firstly we investigate some properties of the eigenvalue, then give the exact exponential estimation for the fundamental solution, and finally discuss the necessary and sufficient condition of uniform asymptotic stability. © 2004 Elsevier Inc. All rights reserved. Keywords: Singular differential systems with delay; Eigenvalue; Exponential exact estimation; Stability


## 1. Introduction

Now day, the phenomena of time delay in many practical systems have had many scholars' much attention. And many excellent results for the systems with time delay have been obtained [1-16]. Specially for the relationship between eigenvalue and stability of differential systems with delay, much achievement have been gotten. But we notice that a lot of practical systems, such as economic systems, power systems and so on, are singular differential systems with delay. In [3-11,17-23], authors have discussed the singular differential systems, even the singular differential systems with delay, and have gotten some consequences. But up to now, for the relationship between eigenvalue and stability of singular differential systems with delay, there is hardly effective verdict.

[^0]In this paper, we consider singular differential system with delay

$$
\begin{cases}E \dot{x}(t)=A x(t)+B x(t-\tau), & t \geqslant t_{0},  \tag{1}\\ x(t)=\varphi(t), & t_{0}-\tau \leqslant t \leqslant t_{0},\end{cases}
$$

where $x(t) \in R^{n}$ is a state vector; $E \in R^{n \times n}$ is a singular matrix, $A, B \in R^{n \times n}$ are matrices; $\tau>0$ is time delay; and $\varphi(t)$ the initial state function.

Definition 1. If $\operatorname{det}(\lambda E-A) \not \equiv 0$, we call matrix couple $(A, E)$ regular. If $(A, E)$ is regular, we call system (1) regular.

From [3], we known that if $(E, A)$ is regular, the system (1) is solvable.
Definition 2. Let $E$ be a square matrix. If there exists a matrix $E^{d}$ satisfying
(1) $E E^{d}=E^{d} E$,
(2) $E^{d} E E^{d}=E^{d}$,
(3) $\left(I-E^{d} E\right) E^{l}=0$,
then we call $E^{d}$ the Drazin inverse matrix of matrix $E$, simply D-inverse matrix. Here $l$ is the index of matrix $E$, it is the smallest nonnegative integer which make

$$
\operatorname{rank}\left(E^{l+1}\right)=\operatorname{rank}\left(E^{l}\right)
$$

be true.
Definition 3. Let $X(t) \in R^{n \times n}$, and satisfy equation

$$
\left\{\begin{array}{l}
E \dot{X}(t)=A X(t)+B X(t-\tau), \quad t \geqslant t_{0}  \tag{2}\\
X(t)= \begin{cases}E E^{d}, & t=t_{0}, \\
0, & t_{0}-\tau \leqslant t \leqslant t_{0}\end{cases}
\end{array}\right.
$$

Then we call $X(t)$ the fundamental solution of (1).
Definition 4. Let

$$
\begin{equation*}
H(\lambda)=\left(\lambda E-A-B e^{-\lambda \tau}\right) \tag{3}
\end{equation*}
$$

We call equation

$$
\begin{equation*}
\operatorname{det}(H(\lambda))=\left|\lambda E-A-B e^{-\lambda \tau}\right|=0 \tag{4}
\end{equation*}
$$

the proper equation of (1). If $\lambda$ satisfies Eq. (4), then we call it the eigenvalue of system (1).
In this paper, we consider the eigenvalue and the stability of singular differential systems with delay. Firstly we give some properties of the eigenvalue, then give the exact exponential estimation for the fundamental solution, and finally give the necessary and sufficient condition of uniform asymptotic stability.

For the problems of singular neutral differential systems, by study we found that it can be changed to be the problems of singular differential systems with delay.

## 2. The properties of the eigenvalue

Now we discuss the proper equation (4) and give some properties of the eigenvalue. For system (1), by well-chosen algebraic substitution, we can make it as the form as

$$
\begin{cases}E \dot{x}(t)=A x(t)+B x(t-\tau), & t \geqslant t_{0} \\ x(t)=\varphi(t), & t_{0}-\tau \leqslant t \leqslant t_{0}\end{cases}
$$

Here

$$
E=\left(\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right), \quad A=\left(\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right), \quad B=\left(\begin{array}{ll}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{array}\right) .
$$

If $(A, E)$ is regular, then

$$
|E \lambda-A|=\left|\begin{array}{cc}
I \lambda-A_{11} & -A_{12} \\
-A_{21} & -A_{22}
\end{array}\right| \not \equiv 0 .
$$

According to the decreasing power method to spread out it, we have that there is a positive integer $l>0$ such that proper equation

$$
|E \lambda-A|=\left|\begin{array}{cc}
I \lambda-A_{11} & -A_{12} \\
-A_{21} & -A_{22}
\end{array}\right|=0
$$

becomes that

$$
\begin{equation*}
P_{l} \lambda^{l}+P_{l-1} \lambda^{l-1}+\cdots+P_{1} \lambda+P_{0}=0 \tag{5}
\end{equation*}
$$

and $P_{l} \neq 0$.
Obviously, if $(A, E)$ is regular, and the real part of $\lambda$ is large enough, we have

$$
\left|E \lambda-A-B e^{-\lambda \tau}\right|=\left|\begin{array}{cl}
I \lambda-A_{11}-B_{11} e^{-\lambda \tau} & -A_{12}-B_{12} e^{-\lambda \tau} \\
-A_{21}-B_{21} e^{-\lambda \tau} & -A_{22}-B_{22} e^{-\lambda \tau}
\end{array}\right| \not \equiv 0
$$

Again, according to the decreasing power method to spread out it, we have that there is a positive integer $k(k \geqslant l>0)$, such that proper equation

$$
\left|E \lambda-A-B e^{-\lambda \tau}\right|=\left|\begin{array}{cl}
I \lambda-A_{11}-B_{11} e^{-\lambda \tau} & -A_{12}-B_{12} e^{-\lambda \tau} \\
-A_{21}-B_{21} e^{-\lambda \tau} & -A_{22}-B_{22} e^{-\lambda \tau}
\end{array}\right|=0
$$

becomes that

$$
\begin{equation*}
R_{k}\left(e^{-\lambda \tau}\right) \lambda^{k}+R_{k-1}\left(e^{-\lambda \tau}\right) \lambda^{k-1}+\cdots+R_{1}\left(e^{-\lambda \tau}\right) \lambda+R_{0}\left(e^{-\lambda \tau}\right)=0 \tag{6}
\end{equation*}
$$

Here $R_{h}(t), h=0,1, \ldots, k$, are polynomials.
Since when $e^{-\lambda \tau}=0$, (5) and (6) are the same equations, it is not difficult to know that if $h>l$ then $R_{h}(0)=0$, and $R_{l}(0)=P_{l} \neq 0$.

We can write (6) as

$$
\begin{align*}
& R_{k}\left(e^{-\lambda \tau}\right) \lambda^{k}+R_{k-1}\left(e^{-\lambda \tau}\right) \lambda^{k-1}+\cdots+R_{l+1}\left(e^{-\lambda \tau}\right) \lambda^{l+1} \\
& \quad+R_{l}\left(e^{-\lambda \tau}\right) \lambda^{l}+\cdots+R_{1}\left(e^{-\lambda \tau}\right) \lambda+R_{0}\left(e^{-\lambda \tau}\right)=0 . \tag{7}
\end{align*}
$$

Since $R_{k}(0)=R_{k-1}(0)=\cdots=R_{l+1}(0)=0$, and $R_{k}(t), R_{k-1}(t), \ldots, R_{l+1}(t)$ are polynomials, there are polynomials $\bar{R}_{k}(t), \bar{R}_{k-1}(t), \ldots, \bar{R}_{l+1}(t)$ such that

$$
R_{k}(t)=t \bar{R}_{k}(t), \quad R_{k-1}(t)=t \bar{R}_{k-1}(t), \quad \ldots, \quad R_{l+1}(t)=t \bar{R}_{l+1}(t)
$$

Now (7) can be rewritten as

$$
\begin{aligned}
& \bar{R}_{k}\left(e^{-\lambda \tau}\right) e^{-\lambda \tau} \lambda^{k}+\bar{R}_{k-1}\left(e^{-\lambda \tau}\right) e^{-\lambda \tau} \lambda^{k-1}+\cdots+\bar{R}_{l+1}\left(e^{-\lambda \tau}\right) e^{-\lambda \tau} \lambda^{l+1} \\
& \quad+R_{l}\left(e^{-\lambda \tau}\right) \lambda^{l}+\cdots+R_{1}\left(e^{-\lambda \tau}\right) \lambda+R_{0}\left(e^{-\lambda \tau}\right)=0 .
\end{aligned}
$$

We have that

$$
\begin{align*}
& \bar{R}_{k}\left(e^{-\lambda \tau}\right) e^{-\lambda \tau} \lambda^{k-l}+\bar{R}_{k-1}\left(e^{-\lambda \tau}\right) e^{-\lambda \tau} \lambda^{k-l-1}+\cdots+\bar{R}_{l+1}\left(e^{-\lambda \tau}\right) e^{-\lambda \tau} \lambda \\
& \quad+R_{l}\left(e^{-\lambda \tau}\right)+R_{l-1}\left(e^{-\lambda \tau}\right) \frac{1}{\lambda}+\cdots+R_{1}\left(e^{-\lambda \tau}\right) \frac{1}{\lambda^{l-1}}+R_{0}\left(e^{-\lambda \tau}\right) \frac{1}{\lambda^{l}}=0 . \tag{8}
\end{align*}
$$

Theorem 1. For system (1), there exists a large enough positive number p, such that for all the eigenvalues of system (1), $\left\{\lambda_{j}\right\}$, we have

$$
\begin{equation*}
\operatorname{Re}\left(\lambda_{j}\right) \leqslant p . \tag{9}
\end{equation*}
$$

Proof. Since $R_{l}(0) \neq 0$, and $R_{h}(t), h=0,1, \ldots, k$, are polynomials, there exist $a>0$ and $p>0$, such that when $\operatorname{Re}(\lambda)>p$,

$$
\begin{equation*}
\left|R_{l}\left(e^{-\lambda \tau}\right)\right|>a \tag{10}
\end{equation*}
$$

and

$$
\begin{align*}
& \mid \bar{R}_{k}\left(e^{-\lambda \tau}\right) e^{-\lambda \tau} \lambda^{k-l}+\bar{R}_{k-1}\left(e^{-\lambda \tau}\right) e^{-\lambda \tau} \lambda^{k-l-1}+\cdots+\bar{R}_{l+1}\left(e^{-\lambda \tau}\right) e^{-\lambda \tau} \lambda \\
& \left.\quad+R_{l-1}\left(e^{-\lambda \tau}\right) \frac{1}{\lambda}+\cdots+R_{1}\left(e^{-\lambda \tau}\right) \frac{1}{\lambda^{l-1}}+R_{0}\left(e^{-\lambda \tau}\right) \frac{1}{\lambda^{l}} \right\rvert\,<a . \tag{11}
\end{align*}
$$

From (10) and (11), we have

$$
\begin{aligned}
& \mid \bar{R}_{k}\left(e^{-\lambda \tau}\right) e^{-\lambda \tau} \lambda^{k-l}+\bar{R}_{k-1}\left(e^{-\lambda \tau}\right) e^{-\lambda \tau} \lambda^{k-l-1}+\cdots+\bar{R}_{l+1}\left(e^{-\lambda \tau}\right) e^{-\lambda \tau} \lambda \\
& \left.\quad+R_{l}\left(e^{-\lambda \tau}\right)+R_{l-1}\left(e^{-\lambda \tau}\right) \frac{1}{\lambda}+\cdots+R_{1}\left(e^{-\lambda \tau}\right) \frac{1}{\lambda^{l-1}}+R_{0}\left(e^{-\lambda \tau}\right) \frac{1}{\lambda^{l}} \right\rvert\, \\
& \geqslant\left|R_{l}\left(e^{-\lambda \tau}\right)\right|-\mid \bar{R}_{k}\left(e^{-\lambda \tau}\right) e^{-\lambda \tau} \lambda^{k-l}+\bar{R}_{k-1}\left(e^{-\lambda \tau}\right) e^{-\lambda \tau} \lambda^{k-l-1}+\cdots \\
& \left.\quad+\bar{R}_{l+1}\left(e^{-\lambda \tau}\right) e^{-\lambda \tau} \lambda+R_{l-1}\left(e^{-\lambda \tau}\right) \frac{1}{\lambda}+\cdots+R_{1}\left(e^{-\lambda \tau}\right) \frac{1}{\lambda^{l-1}}+R_{0}\left(e^{-\lambda \tau}\right) \frac{1}{\lambda^{l}} \right\rvert\, \\
& \quad>0 .
\end{aligned}
$$

The left of (8) is always not equal to zero, and so does Eq. (6). We have that Theorem 1 is true.

From [1] and [2], we know that for common system

$$
\begin{cases}\dot{x}(t)=A x(t)+B x(t-\tau), & t \geqslant t_{0}, \\ x(t)=\varphi(t), & t_{0}-\tau \leqslant t \leqslant t_{0},\end{cases}
$$

and for any real numbers $\alpha, \beta$, there exist only finite eigenvalues in $\alpha \leqslant \operatorname{Re}(\lambda) \leqslant \beta$. But for singular system (1), this result is not true.

Example 1. Consider the singular system

$$
\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) \dot{x}(t)=\left(\begin{array}{cc}
-1 & 0 \\
1 & -1
\end{array}\right) x(t)+\left(\begin{array}{ll}
0 & 0 \\
1 & 1
\end{array}\right) x(t-\tau) .
$$

We have

$$
E=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right), \quad A=\left(\begin{array}{cc}
-1 & 0 \\
1 & -1
\end{array}\right), \quad B=\left(\begin{array}{ll}
0 & 0 \\
1 & 1
\end{array}\right),
$$

then

$$
\left|E \lambda-A-B e^{-\lambda \tau}\right|=\left|\begin{array}{cc}
\lambda+1 & 0  \tag{12}\\
1-e^{-\lambda \tau} & 1-e^{-\lambda \tau}
\end{array}\right|=(\lambda+1)\left(1-e^{-\lambda \tau}\right)=0 .
$$

For $\alpha=-1, \beta=1$, in $\alpha \leqslant \operatorname{Re}(\lambda) \leqslant \beta$, proper equation (12) there exists infinite eigenvalues: $-1,-\frac{2 k \pi}{\tau} i(k=0, \pm 1, \pm 2, \ldots)$.

## 3. The exact exponential estimation for the fundamental solution

We consider the exact exponential estimation for the fundamental solution.
From [3], we have two lemmas.
Lemma 1. For any square matrix $E$, the Drazin inverse matrix $E^{d}$ exists and is unique, and if the Jordan normalized form is

$$
E=T\left(\begin{array}{cc}
J_{1} & 0 \\
0 & J_{0}
\end{array}\right) T^{-1}
$$

where $J_{0}$ is a nilpotent matrix, $J_{1}$ and $T$ are invertible matrices, then

$$
E^{d}=T\left(\begin{array}{cc}
J_{1}^{-1} & 0 \\
0 & 0
\end{array}\right) T^{-1}
$$

Lemma 2. If $(E, A)$ is regular, there are two invertible matrices $P$ and $Q$, such that

$$
P E Q=\left(\begin{array}{cc}
I_{1} & 0 \\
0 & N
\end{array}\right), \quad P A Q=\left(\begin{array}{cc}
A_{1} & 0 \\
0 & I_{2}
\end{array}\right) .
$$

Here $I_{1} \in R^{n_{1} \times n_{1}}$ and $I_{2} \in R^{n_{2} \times n_{2}}$ are identity matrices, $N \in R^{n_{2} \times n_{2}}$ is a nilpotent matrix, $A_{1} \in R^{n_{1} \times n_{1}}$ is a matrix.

For $\operatorname{det}(\lambda E-A) \not \equiv 0$, from Lemma 2, we can easily have that there exist nonsingular matrices $P, Q \in R^{n \times n}$, such that (1) is equivalent to canonical system

$$
\begin{cases}\dot{x}_{1}(t)=A_{1} x_{1}(t)+B_{11} x_{1}(t-\tau)+B_{12} x_{2}(t-\tau), & t \geqslant t_{0},  \tag{13}\\ N \dot{x}_{2}(t)=x_{2}(t)+B_{21} x_{1}(t-\tau)+B_{22} x_{2}(t-\tau), & t \geqslant t_{0}, \\ x_{1}(t)=\varphi_{1}(t), & t_{0}-\tau \leqslant t \leqslant t_{0}, \\ x_{2}(t)=\varphi_{2}(t), & t_{0}-\tau \leqslant t \leqslant t_{0}\end{cases}
$$

Here $x=Q \cdot \operatorname{col}\left(x_{1}^{\prime}, x_{2}^{\prime}\right)=x, x_{1} \in R^{n_{1}}, x_{2} \in R^{n_{2}}, n_{1}+n_{2}=n, P E Q=\operatorname{diag}\left(I_{1}, N\right)$, $P A Q=\operatorname{diag}\left(A_{1}, I_{2}\right)$,

$$
P B Q=\left(\begin{array}{ll}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{array}\right)
$$

$\varphi=Q \cdot \operatorname{col}\left(\varphi_{1}^{\prime}, \varphi_{2}^{\prime}\right)$.
The stability of (1) and (13) is equivalent, so we might as well let

$$
E=\left(\begin{array}{cc}
I_{1} & 0 \\
0 & N
\end{array}\right), \quad A=\left(\begin{array}{cc}
A_{1} & 0 \\
0 & I_{2}
\end{array}\right), \quad B=\left(\begin{array}{cc}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{array}\right)
$$

in (1).
Then we have

$$
H(\lambda)=\left(E \lambda-A-B e^{-\lambda \tau}\right)=\left(\begin{array}{cc}
\lambda I-A_{1}-B_{11} e^{-\lambda \tau} & -B_{12} e^{-\lambda \tau}  \tag{14}\\
-B_{21} e^{-\lambda \tau} & \lambda N-I-B_{22} e^{-\lambda \tau}
\end{array}\right) .
$$

Theorem 2. Let $X(t)$ be the fundamental solution of (1), the set of the eigenvalues to be $\left\{\lambda_{j}\right\}$, and let $\alpha_{0}=\max \left\{\operatorname{Re} \lambda_{j}\right\}$, then for any $\alpha>\alpha_{0}$, there exists a constant $K(\alpha)$ such that

$$
\begin{equation*}
|X(t)| \leqslant K e^{\alpha t}, \quad t \geqslant t_{0} \tag{15}
\end{equation*}
$$

Proof. From (2) by taking Laplace transformation we have

$$
\left(E \lambda-A-B e^{-\lambda \tau}\right) L(X(t))=E E^{d}
$$

that is

$$
\begin{align*}
L(X(t)) & =\left(E \lambda-A-B e^{-\lambda \tau}\right)^{-1} E E^{d} \\
& =\left(\begin{array}{cc}
\lambda I-A_{1}-B_{11} e^{-\lambda \tau} & -B_{12} e^{-\lambda \tau} \\
-B_{21} e^{-\lambda \tau} & \lambda N-I-B_{22} e^{-\lambda \tau}
\end{array}\right)^{-1}\left(\begin{array}{ll}
I & 0 \\
0 & N
\end{array}\right)\left(\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right) \\
& =\left(\begin{array}{cc}
\lambda I-A_{1}-B_{11} e^{-\lambda \tau} & -B_{12} e^{-\lambda \tau} \\
-B_{21} e^{-\lambda \tau} & \lambda N-I-B_{22} e^{-\lambda \tau}
\end{array}\right)^{-1}\left(\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right) . \tag{16}
\end{align*}
$$

Let

$$
\left(\begin{array}{ll}
X_{11}(\lambda) & X_{12}(\lambda) \\
X_{21}(\lambda) & X_{22}(\lambda)
\end{array}\right)
$$

be the adjoint matrix of

$$
\left(\begin{array}{cc}
\lambda I-A_{1}-B_{11} e^{-\lambda \tau} & -B_{12} e^{-\lambda \tau} \\
-B_{21} e^{-\lambda \tau} & \lambda N-I-B_{22} e^{-\lambda \tau}
\end{array}\right)^{-1}
$$

Because $|\lambda N-I| \neq 0$, when $\operatorname{Re}(\lambda)$ is large enough,

$$
d(\lambda) \triangleq\left|\begin{array}{cc}
\lambda I-A_{1}-B_{11} e^{-\lambda \tau} & -B_{12} e^{-\lambda \tau} \\
-B_{21} e^{-\lambda \tau} & \lambda N-I-B_{22} e^{-\lambda \tau}
\end{array}\right| \neq 0
$$

From (16) we have

$$
\begin{aligned}
L(X(t)) & =\left(E \lambda-A-B e^{-\lambda \tau}\right)^{-1} E E^{d} \\
& =\left(\begin{array}{ll}
\frac{1}{d(\lambda)} X_{11}(\lambda) & \frac{1}{d(\lambda)} X_{12}(\lambda) \\
\frac{1}{d(\lambda)} X_{21}(\lambda) & \frac{1}{d(\lambda)} X_{22}(\lambda)
\end{array}\right)\left(\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right) \\
& =\left(\begin{array}{ll}
\frac{1}{d(\lambda)} X_{11}(\lambda) & 0 \\
\frac{1}{d(\lambda)} X_{21}(\lambda) & 0
\end{array}\right) .
\end{aligned}
$$

For

$$
X(t)=\int_{(c)} H(\lambda)^{-1} E E^{d} e^{\lambda t} d \lambda
$$

where $c$ is a large enough real number. Now we prove

$$
\begin{equation*}
X(t)=\int_{(a)} H(\lambda)^{-1} E E^{d} e^{\lambda t} d \lambda \tag{17}
\end{equation*}
$$

From following figure, we have that in the rectangle $L_{1} M_{1} L_{2} M_{2}$ and its boundary, all the elements of matrix $H(\lambda)$ there exist no zero point, that is all the elements of $H(\lambda)^{-1} E E^{d} e^{\lambda t}$ are analytic. Then we have

$$
\int_{L_{1}}+\int_{M_{1}}+\int_{L_{2}}+\int_{M_{2}}=0
$$



We know that all the elements of matrices $X_{11}, X_{12}$ can be regarded as the polynomial of $\lambda$. On $M_{1}$ and $M_{2}, e^{ \pm \lambda t}$ is bounded. It is obvious that the largest power about $\lambda$ of the elements of matrices $X_{11}(\lambda), X_{12}(\lambda)$ are smaller than that of $d(\lambda)$. Then when $T \rightarrow \infty$,

$$
\int_{M_{1}} H(\lambda)^{-1} E E^{d} e^{\lambda t} d \lambda \rightarrow 0, \quad \int_{M_{2}} H(\lambda)^{-1} E E^{d} e^{\lambda t} d \lambda \rightarrow 0
$$

(17) is true, and there exists a constant $K(\alpha)$ such that

$$
|X(t)| \leqslant K e^{\alpha t}, \quad t \geqslant t_{0}
$$

The proof of Theorem 2 is completed.

## 4. The stability of singular differential systems with delay

Now we use the results in above sections to discuss the stability of singular differential systems with delay.

Firstly we give the concept of stability [2].
Definition 5. The singular differential system with delay (1) is called uniform asymptotic stable, simply called stable, if there exist scalars $\alpha<0, \beta>0$ such that for $t>t_{0}$ its state $x(t)$ satisfies

$$
\begin{equation*}
|x(t)| \leqslant \beta e^{\alpha t}|x(0)|, \quad t \geqslant t_{0} . \tag{18}
\end{equation*}
$$

Lemma 3. In singular differential system with delay (1), if $(A, E)$ is regular and for all $t \leqslant t_{0}-\tau, \varphi(t) \equiv 0$, we have that

$$
\begin{equation*}
\varphi(t)=E E^{d} \varphi(t), \quad t_{0}-\tau \leqslant t \leqslant t_{0} \tag{19}
\end{equation*}
$$

Proof. Let $y(t)=P x(t)$, and when $t_{0}-\tau \leqslant t \leqslant t_{0}$ let $y(t)=\psi(t)=P \varphi(t)$. Left multiply the equation of (1) by the matrix $Q^{-1}$, from Lemma 2 we have that the singular differential system with delay (1) will become

$$
\begin{cases}\dot{y}_{1}(t)=A_{1} y_{1}(t)+B_{11} y_{1}(t-\tau)+B_{12} y_{2}(t-\tau), & t \geqslant t_{0}, \\ N \dot{y}_{2}(t)=y_{2}(t)+B_{21} y_{1}(t-\tau)+B_{22} y_{2}(t-\tau), & t \geqslant t_{0}, \\ y(t)=\psi(t), & t_{0}-\tau \leqslant t \leqslant t_{0} .\end{cases}
$$

Then we have

$$
N \dot{\psi}_{2}(t)=\psi_{2}(t)+B_{21} \psi_{1}(t-\tau)+B_{22} \psi_{2}(t-\tau), \quad t_{0}-\tau \leqslant t \leqslant t_{0}
$$

That is when $t_{0}-\tau \leqslant t \leqslant t_{0}$,

$$
\begin{aligned}
\psi_{2}(t)= & -\left(B_{21} \psi_{1}(t-\tau)+N B_{21} \dot{\psi}_{1}(t-\tau)+\cdots+N^{l-1} B_{21} \stackrel{(l-1)}{\psi_{1}}(t-\tau)\right) \\
& -\left(B_{22} \psi_{2}(t-\tau)+N B_{22} \dot{\psi}_{2}(t-\tau)+\cdots+N^{l-1} B_{22} \stackrel{(l-1)}{\psi_{2}}(t-\tau)\right) \\
\equiv & 0, \\
\psi(t)= & \binom{\psi_{1}(t)}{\psi_{2}(t)}=\binom{\psi_{1}(t)}{0}=\left(\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right)\binom{\psi_{1}(t)}{\psi_{2}(t)}=\left(\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right) \psi(t) .
\end{aligned}
$$

That is

$$
\begin{aligned}
\varphi(t) & =P^{-1} \psi(t)\left(\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right)\binom{\psi_{1}(t)}{\psi_{2}(t)}=P^{-1}\left(\begin{array}{cc}
I & 0 \\
0 & 0
\end{array}\right) \psi(t) \\
& =P^{-1}\left(\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right) P \varphi(t)=P^{-1}\left(\begin{array}{cc}
I & 0 \\
0 & N
\end{array}\right)\left(\begin{array}{cc}
I & 0 \\
0 & 0
\end{array}\right) P \varphi(t) \\
& =P^{-1}\left(\begin{array}{cc}
I & 0 \\
0 & N
\end{array}\right) Q^{-1} Q\left(\begin{array}{cc}
I & 0 \\
0 & 0
\end{array}\right) P \varphi(t)=E E^{d} \varphi(t) .
\end{aligned}
$$

Theorem 3. In singular differential system with delay (1), if $(A, E)$ is regular, $B E E^{d}=$ $E E^{d} B$ and for all $t \leqslant t_{0}-\tau, \varphi(t) \equiv 0$, we get that the solution of (1) can be written as

$$
x(t)=X(t) \varphi\left(t_{0}\right)+\int_{t_{0}-\tau}^{t_{0}} X(t-\theta-\tau) B \varphi(\theta) d \theta
$$

where $X(t)$ is the fundamental solution of (1).
Proof. From (1) by taking Laplace transformation we have

$$
\left(E \lambda-A-B e^{-\lambda \tau}\right) L(x(t))=\varphi\left(t_{0}\right)+\int_{t_{0}-\tau}^{t_{0}} B \varphi\left(t_{1}\right) e^{-\lambda\left(t_{1}+\tau\right)} d t_{1},
$$

that is

$$
\begin{align*}
L(x(t))= & \left(E \lambda-A-B e^{-\lambda \tau}\right)^{-1} \varphi\left(t_{0}\right) \\
& +\left(E \lambda-A-B e^{-\lambda \tau}\right)^{-1} \int_{t_{0}-\tau}^{t_{0}} B \varphi\left(t_{1}\right) e^{-\lambda\left(t_{1}+\tau\right)} d t_{1} \\
= & \left(E \lambda-A-B e^{-\lambda \tau}\right)^{-1} E E^{d} \varphi\left(t_{0}\right) \\
& +\left(E \lambda-A-B e^{-\lambda \tau}\right)^{-1} \int_{t_{0}-\tau}^{t_{0}} B E E^{d} \varphi\left(t_{1}\right) e^{-\lambda\left(t_{1}+\tau\right)} d t_{1} \\
= & \left(E \lambda-A-B e^{-\lambda \tau}\right)^{-1} E E^{d} \varphi\left(t_{0}\right) \\
& +\left(E \lambda-A-B e^{-\lambda \tau}\right)^{-1} E E^{d} \int_{t_{0}}^{t_{0}} B \varphi\left(t_{1}\right) e^{-\lambda\left(t_{1}+\tau\right)} d t_{1} \\
= & L(X(t)) \varphi\left(t_{0}\right)+L(X(t)) \int_{t_{0}-\tau}^{t_{0}} B \varphi\left(t_{1}\right) e^{-\lambda\left(t_{1}+\tau\right)} d t_{1} . \tag{20}
\end{align*}
$$

Let

$$
\omega\left(t_{1}\right)= \begin{cases}0, & t_{1} \geqslant t_{0}, \\ 1, & t_{1}<t_{0},\end{cases}
$$

and

$$
\hat{\varphi}\left(t_{1}\right)= \begin{cases}\varphi\left(t_{1}\right), & t_{1} \geqslant t_{0} \\ \varphi\left(t_{0}\right), & t_{1}<t_{0}\end{cases}
$$

we get

$$
L(X(t)) \int_{t_{0}-\tau}^{t_{0}} B \varphi\left(t_{1}\right) e^{-\lambda\left(t_{1}+\tau\right)} d t_{1}=L(X(t)) \int_{t_{0}-\tau}^{+1} B \hat{\varphi}\left(t_{1}\right) \omega\left(t_{1}\right) e^{-\lambda\left(t_{1}+\tau\right)} d t_{1}
$$

$$
\begin{align*}
& =L(X(t)) \int_{t_{0}}^{+1} B \hat{\varphi}(s-\tau) \omega(s-\tau) e^{-\lambda s} d s \\
& =L(X(t)) \int_{t_{0}}^{+1} B \hat{\varphi}(s-\tau) \omega(s-\tau) e^{-\lambda s} d s \\
& =L(X(t))(\lambda) L(B \hat{\varphi}(t-\tau) \omega(t-\tau)) \\
& =L\left(\int_{t_{0}}^{t} X(t-s) B \hat{\varphi}(s-\tau) \omega(s-\tau) d s\right) \\
& =L\left(\int_{t_{0}}^{t_{0}-\tau} X(t-s) B \varphi(s-\tau) d s\right) \\
& =L\left(\int_{t_{0}-\tau}^{t_{0}} X(t-\theta-\tau) B \varphi(\theta) d \theta\right) . \tag{21}
\end{align*}
$$

From (20) and (21), we get

$$
x(t)=X(t) \varphi\left(t_{0}\right)+\int_{t_{0}-\tau}^{t_{0}} X(t-\theta-\tau) B \varphi(\theta) d \theta
$$

The proof of Theorem 3 is completed.

From Theorems 2 and 3 we can easily prove
Theorem 4. For singular differential system with delay (1), if $(A, E)$ is regular, $B E E^{d}=$ $E E^{d} B$ and for all $t \leqslant t_{0}-\tau, \varphi(t) \equiv 0$, the necessary and sufficient condition of (1) is uniformly asymptotic stable is that for all its eigenvalues $\left\{\lambda_{j}\right\}$ we have $\alpha_{0}=\max \left\{\operatorname{Re} \lambda_{j}\right\}<0$.

## 5. About the singular neutral differential systems

For singular neutral differential systems, paper [22] had given some results, but by study we found that it can be changed to be the problems of singular differential systems with delay.

Usually, the singular neutral differential systems can be written as

$$
\begin{cases}E \dot{x}(t)=C \dot{x}(t-\tau)+A x(t)+B x(t-\tau), & t \geqslant t_{0},  \tag{22}\\ x(t)=\varphi(t), & t_{0}-\tau \leqslant t \leqslant t_{0}, \\ \dot{x}(t)=\theta(t), & t_{0}-\tau \leqslant t \leqslant t_{0},\end{cases}
$$

where $x(t) \in R^{n}$ is a state vector; $E \in R^{n \times n}$ is a singular matrix, $A, B, C \in R^{n \times n}$ are matrices; $\tau>0$ is time delay; and $\varphi(t), \theta(t)$ the initial functions.

Let $y(t)=\dot{x}(t)$. System (22) will become

$$
\begin{cases}\dot{x}(t)=y(t), & t \geqslant t_{0},  \tag{23}\\ 0=\operatorname{Ax}(t)-E y(t)+B x(t-\tau)+C y(t-\tau), & t \geqslant t_{0}, \\ x(t)=\varphi(t), & t_{0}-\tau \leqslant t \leqslant t_{0}, \\ y(t)=\theta(t), & t_{0}-\tau \leqslant t \leqslant t_{0} .\end{cases}
$$

Let

$$
\bar{x}(t)=\binom{x(t)}{y(t)}, \quad \bar{\varphi}(t)=\binom{\varphi(t)}{\theta(t)},
$$

and

$$
\bar{E}=\left(\begin{array}{cc}
I & 0 \\
0 & 0
\end{array}\right), \quad \bar{A}=\left(\begin{array}{cc}
0 & I \\
A & -E
\end{array}\right), \quad \bar{B}=\left(\begin{array}{cc}
0 & 0 \\
B & C
\end{array}\right) .
$$

Then (23) could be written as

$$
\begin{cases}\bar{E} \dot{\bar{x}}(t)=\bar{A} \bar{x}(t)+\bar{B} \bar{x}(t-\tau), & t \geqslant t_{0},  \tag{24}\\ \bar{x}(t)=\bar{\varphi}(t), & t_{0}-\tau \leqslant t \leqslant t_{0} .\end{cases}
$$

Obviously, this is one form of singular differential systems with delay (1).
From that we can see that the results of this paper could be used to the neutral differential systems (22).

## Acknowledgments

The author is grateful to professor Zheng Zuxiu, professor Song Wenzhong and professor Fei Shumin for their helpful and valuable comments and suggestions for improving this paper.

## References

[1] J.K. Hale, Introduction to Functional Differential Equations, Springer-Verlag, Berlin, 1992.
[2] Z. Zheng, Theory of Functional Differential Equations, AnHui Education Press, Hefei, 1994.
[3] J. Wei, The Degenerate Differential Systems with Delay, AnHui Univ. Press, Hefei, 1998.
[4] J. Wei, Z. Zheng, The general solution for the degenerate differential system with delay, Acta Math. Sinica 42 (1999) 769-780.
[5] J. Wei, Z. Zheng, The constant variation formula and the general solution of degenerate neutral differential systems, Acta Math. Appl. Sinica 21 (1998) 562-570.
[6] J. Wei, Z. Zheng, The general solution of degenerate difference systems with delay, J. Math. Study 31 (1998) 44-50.
[7] J. Wei, Z. Zheng, The algebraic criteria for the all-delay stability of two-dimensional degenerate differential systems with delay, Chinese Quart. J. Math. 13 (1998) 87-93.
[8] J. Wei, Z. Zheng, On the degenerate differential systems with delay, Ann. Differential Equations 14 (1998) 204-211.
[9] J. Wei, Z. Wang, The controllability of singular control systems, J. Hunan Univ. 26 (1999) 6-9.
[10] J. Wei, Z. Zheng, The solvability of the degenerate differential systems with delay, Chinese Quart. J. Math. 15 (2000) 1-7.
[11] J. Wei, Z. Zheng, The $V$-functional method for the stability of degenerate differential systems with delays, Ann. Differential Equations 17 (2001) 10-20.
[12] J. Wei, W.Z. Song, S. Fei, The Function-Controllability of the Nonlinear Control Systems with State and Control Delay, World Scientific, London, 2000, pp. 143-148.
[13] L. Dugard, E.I. Verriest (Eds.), Stability and Control of Time-Delay Systems, Springer-Verlag, Berlin, 1998.
[14] C. Jie, On computing the maximal delay intervals for stability of linear delay systems, IEEE Transl. Automat. Control 40 (1995) 1087-1093.
[15] W. Mao, Y. Sun, Y. Cao, Output feedback stabilization of linear systems with time-varying delayed states and controls, Control Theory Appl. 15 (1998) 972-974.
[16] C. Cheng, Y. Sun, Designing of the state feedback stabilizing controller of uncertain dynamic systems with time-varying delays, Acta Automat. Sinica 24 (1998) 81-84.
[17] L. Dai, Singular Control Systems, Springer-Verlag, 1989.
[18] S. Xu, C. Yang, Stabilization of discrete-time singular systems: a matrix inequalities approach, Automatica 35 (1999) 1613-1617.
[19] J. Wei, Z. Zheng, J. Xu, The exponential estimation of the solution of degenerate differential system with delay, J. Math. 21 (4) (2001) 425-428.
[20] J. Wei, W.Z. Song, Controllability of singular systems with control delay, Automatica 37 (2001) 1873-1877.
[21] E. Grispos, G. Kalogeropoulos, I.G. Stratis, On generalized linear singular delay systems, J. Math. Anal. Appl. 245 (2000) 430-446.
[22] X. Zhou, J. Wei, Eigenvalue distribution of degenerated NFDE with delay, Math. Appl. 15 (2002) 48-51.
[23] J. Wei, Variation formula of time varying singular delay differential systems, J. Math. 24 (2003) 161-166.


[^0]:    4 This research had been supported by the National Nature Science Foundation of China (No. 10241005).
    E-mail address: jiangwei@mars.ahu.edu.cn.
    0022-247X/\$ - see front matter © 2004 Elsevier Inc. All rights reserved.
    doi:10.1016/j.jmaa.2004.05.008

