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Abstract

We prove that the algebra of chains on the based loop space recovers the derived (wrapped) Fukaya
category of the cotangent bundle of a closed smooth oriented manifold. The main new idea is the proof that
a cotangent fibre generates the Fukaya category using a version of the map from symplectic cohomology to
the homology of the free loop space introduced by Cieliebak and Latschev.
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1. Introduction

In this paper, we prove that the wrapped Fukaya category of a cotangent bundle is expressible
in terms of purely homotopy-theoretic data:

Theorem 1.1. If Q is an oriented closed smooth manifold, then any cotangent fibre generates
the wrapped Fukaya category of T ∗Q with background class b ∈ H ∗(T ∗Q,Z2) given by the
pullback of the second Stiefel–Whitney class of Q. Moreover, the triangulated closure of this
Fukaya category is quasi-isomorphic to the category of twisted complexes over C−∗(ΩqQ).

Remark 1.2. In [11], Nadler shows that a different version of the Fukaya category of a cotangent
bundle which he constructed with Zaslow in [12] whenever Q is real analytic, is equivalent to
the category of constructible sheaves on Q.

Remark 1.3. The result uses the existence of coherent orientations of moduli spaces of holomor-
phic discs with boundary on any collection of Lagrangians whose second Stiefel–Whitney class
is the restriction of the same background class in the cohomology of the total space, as well as the
identification of an appropriate twist of the symplectic cohomology of T ∗Q with the homology
of the free loop space of Q. The fact that the untwisted version of symplectic cohomology is
not in general isomorphic to the homology of the free loop space was verified by Seidel for the
case of T ∗

CP
2 in [15], in an attempt to elucidate the source of a sign discrepancy between the

construction of a Viterbo restriction map on symplectic cohomology [16], and a generalisation
established by Kragh in [10] using generating functions. There is also a version of Theorem 1.1,
stating that the untwisted wrapped Fukaya category of T ∗Q is also generated by a fibre, and is
equivalent to the category of modules over the chains of the based loop space of Q with twised
coefficients (see [2, Remark 1.2]).

Note that as a consequence of the above equivalence, we conclude that the Grothendieck K-
group of the wrapped Fukaya category of T ∗Q is free of rank 1, and is generated by the class of
a cotangent fibre. Since the zero section intersects the fibre in exactly one point, we find that the
homomorphism



896 M. Abouzaid / Advances in Mathematics 228 (2011) 894–939
K0
(
W

(
T ∗Q

)) → Z

is realised by taking the Euler characteristic of the space of morphisms to (or from) the zero
section.

The fact that the wrapped Fukaya category is generated rather than split-generated does not
follow from the machinery of [3]. Rather, it is a consequence of the existence of an A∞ homo-
morphism F from the wrapped Floer cochain complex of a cotangent fibre to the Pontryagin
differential graded algebra C−∗(ΩqQ) of chains on the based loop space, which was constructed
in [2]. On homology this homomorphism induces a map

H ∗(F ) :HW ∗
b

(
T ∗

q Q
) → H−∗(ΩqQ). (1.1)

This map has a closed string analogue from symplectic cohomology to the homology of the space
of free loops

H ∗(C L) :SH ∗
b

(
T ∗Q

) → Hn−∗(LQ), (1.2)

which is compatible with the grading of both sides by the set of components of the free loop
space. Such a map was first proposed by Cieliebak and Latschev in [6] who used it to compare
algebraic structures in Symplectic Field theory with those coming from String topology. In Sec-
tion 3.2, we give a realisation of this map in the setting of Floer theory. Note that this is one place
where the orientability assumption is used: in general, the twisted version of symplectic coho-
mology that we consider is isomorphic to the homology of the free loop space with coefficients
in the orientation bundle of the base, pulled back by evaluation at the base point.

Proposition 1.4. H ∗(F ) and H ∗(C L) are both isomorphisms.

Remark 1.5. The statement of this proposition was communicated to the author by Schwarz in
Summer 2009 as an announcement of results obtained and to be written jointly with Abbondan-
dolo. Subsequently, a sketch of the proof for H ∗(F ) was included in Section 5 of [2]. Given the
nature of the construction, one can use the same method to show that H ∗(C L) is an isomorphism,
and we briefly discuss the relevant signs in Appendix A.

In addition to Proposition 1.4, the proof of Theorem 1.1 relies essentially on the results of [3],
which defines a map from the Hochschild homology of the A∞ algebra CW ∗

b (T ∗
q Q) to symplec-

tic cohomology:

H ∗(O C) :HH∗
(
CW ∗

b

(
T ∗

q Q
)) → SH ∗+n

b

(
T ∗Q

)
(1.3)

which we review in Section 4.5.
In Section 4.2, we construct a map

H ∗(G) :HH∗
(
C−∗(ΩqQ)

) → H−∗(LQ) (1.4)

which we expect to be an isomorphism since it should be a version of Goodwillie’s isomorphism
from [8]. While we do not prove this, we shall prove in Appendix B that the fundamental class
of Q, included as constant loops in the homology of the free loop space, lies in the image of
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H ∗(G). In Lemma 3.6, we show that H ∗(C L) maps the identity of symplectic cohomology to
this fundamental class.

Proposition 1.6. The following diagram commutes up to sign:

HH∗(CW ∗
b (T ∗

q Q))
H ∗(O C)

HH∗(F )

SH ∗+n
b (T ∗Q)

H ∗(C L)

HH∗(C−∗(ΩqQ))
H ∗(G)

H−∗(LQ).

(1.5)

Theorem 1.1 is now a rather direct consequence of the results proved in [3].

Proof of Theorem 1.1. If H ∗(F ) is an isomorphism, then so is the map induced by F on
Hochschild homology. Knowing the two vertical arrows are isomorphisms and that the iden-
tity of SH ∗

b (T ∗Q) maps to the fundamental class of Q under H ∗(C L), the commutativity of
diagram (1.5), together with Lemma B.1, implies that the identity in symplectic cohomology
lies in the image of H ∗(O C). By [3, Theorem 1.1], we conclude that T ∗

q Q split-generates the
wrapped Fukaya category of the cotangent bundle.

To pass from split-generation to generation, we note that Corollary 1.2 in [2] extends the
A∞ homomorphism F to a functor from the wrapped Fukaya category of T ∗Q to the category
of twisted complexes over C−∗(ΩqQ). Since T ∗

q Q split-generates the wrapped Fukaya category,
this is a cohomologically fully faithful embedding, and hence every object of the wrapped Fukaya
category of T ∗Q is in fact isomorphic to an iterated cone of cotangent fibres. �
Remark 1.7. At first sight, our claim about the existence of a natural map from Hochschild
homology to symplectic cohomology would seem to indicate that we failed to account for a du-
alisation, or at least to properly name one of the two groups. The reason for the confusion is
the fact that, while there is a natural map in the direction we indicated, there is also another
from symplectic cohomology to Hochschild cohomology. In the case of wrapped Fukaya cat-
egories of sufficiently nice manifolds (i.e. ones with enough Lagrangians), both of these maps
are expected to be isomorphisms, and hence Hochschild homology and cohomology are isomor-
phic. The isomorphism between them is expected to be part of the Calabi–Yau structure on the
wrapped Fukaya category, and is sufficiently non-trivial that its existence (in this setting) has not
yet been proved.

2. The open sector

Given a compact connected smooth manifold Q, the cubical chain complex of the space of
Moore loops based at a point q forms a differential graded algebra C−∗(ΩqQ) where multi-
plication is induced by concatenation of paths. To turn this into an A∞ structure, we use the
conventions:

μP
1σ ≡ ∂σ,

μP(σ2, σ1) ≡ (−1)|σ1|σ1 · σ2,
2
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where |σ1| = −dim(σ1). In [2] we constructed an A∞ homomorphism from the wrapped Floer
cochains of a cotangent fibre to this algebra. This section contains no new results, but it is in-
stead meant to briefly review the notation [2], slightly simplified because we shall consider a
Fukaya category consisting of only one object. We shall also use T ∗S1 to illustrate the general
construction.

2.1. Geometric preliminaries

Fix a Riemannian metric on Q, and let H(T ∗Q) denote the space of smooth functions which
agree with |p|2 whenever |p| � 1 (here, we assume Q is locally given coordinates qi , with pi

the corresponding coordinates of the cotangent fibre, and |p|2 is shorthand for
∑dim(Q)

i=1 |pi |2).
The cotangent bundle is equipped with the canonical Liouville 1-form λ, whose differential is a
symplectic form denoted ω, and with a quadratic complex volume form obtained by complexi-
fying an (ordinary) volume form on Q. We write H(q,p) = |p|2 with Hamiltonian flow X, and
assume that the following generic condition holds

All Reeb orbits on the contact hypersurface S∗Q where |p| = 1 and
all flow lines of X of time 1 with boundary on T ∗

q Q are non-degenerate. (2.1)

We write X for the set of such flow lines which are called time-1 chords. Since the complexifi-
cation of a (real) volume form on Q defines a complex-valued volume form on T ∗Q, we may
assign to each chord x a Maslov index we denote |x|, and a path Λx of Lagrangians in x∗(T T ∗Q)

which agrees at either end with the tangent space to the fibre at q , and is uniquely determined up
to homotopy by the property that the induced map

S1 → C
∗ (2.2)

obtained by evaluating the square of the holomorphic volume form on a frame of Λx(t) is con-
tractible. As in Section (11l) of [14], one uses Λx to define an elliptic operator Dx on a disc with
one puncture, whose determinant line we denote ox . The wrapped Floer complex has underlying
graded abelian group

CWi
b

(
T ∗

q Q
) =

⊕
|x|=i
x∈X

|ox | (2.3)

where |ox | is the rank-1 free abelian group generated by the possible orientations of ox with the
relation that the sum of opposite orientations vanishes. The same construction can be performed
at the intersection point q of T ∗

q Q and Q: we obtain a path Λq of linear Lagrangians in T T ∗Q|q
starting at the tangent space of the zero section and ending at the cotangent fibre and write oq for
the determinant line of the corresponding operator.

Remark 2.1. The reader who does not want to be burdened with keeping track of signs should
instead think that CWi

b(T
∗
q Q) is the abelian group freely generated by chords of Maslov index i.

In order to orient moduli space of holomorphic curves, we consider a vector bundle Eb on
T ∗Q which is isomorphic to the pullback of the tangent bundle of Q. On T ∗Q and Q we choose
q
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Fig. 1. Generators of HW∗T ∗
q Q.

a relative Spin structure. Letting L stand of either of these Lagrangians, such a structure is
defined to be

a Spin structure on the direct sum of T L with the restriction of Eb. (2.4)

The obstruction to the existence of such a structure is the second Stiefel–Whitney class of the
direct sum, which vanishes in one case because T ∗

q Q is contractible, and in the other because it
is equal to twice the Stiefel–Whitney class of Q. For each chord x and at the intersection point
q we also choose a relative Spin structure which consists of

a Spin structure on Λx ⊕ x∗(Eb) which restricts at the endpoints
to the Spin structure on T ∗

q Q ⊕ Eb. (2.5)

Let J(T ∗Q) denote the space of almost complex structures on T ∗Q which are compatible
with ω, and whose restriction to the complement of a compact set is of contact type in the sense
that

λ ◦ J = dr

whenever J ∈ J(T ∗Q). Consider a family It of such structures parametrised by the interval [0,1]
as well as a map

τ : [0,1] → [0,1] (2.6)

which agrees with the identity on the boundary, and is locally constant in a neighbourhood
thereof.

Example 2.2. It is useful to keep in mind that the elements of X are in bijective correspondence
with intersection points between T ∗

q Q and its image under the time-1 Hamiltonian flow of H . In

the case Q = S1, the top picture in Fig. 1 shows the cotangent fibre and its image under the flow.
Note that there is exactly one intersection point, and hence one chord, in each relative homotopy
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class of based paths on S1. After choosing an orientation for S1, we may associate an integer
to each such chord, corresponding to the number of times it winds around the circle. All these
chords have Maslov index 0 with the standard choice of complex volume form on T ∗S1, which,
upon identification with C

∗, takes the form dz
z

.

2.2. The wrapped Floer complex

Given a pair x0, x1 of distinct elements of X, we define R(x0;x1) to be the quotient, by the R

action which translates the first variable, of the space of maps

u : (−∞,+∞) × [0,1] ≡ Z → T ∗Q

taking the boundary to T ∗
q Q, that converge exponentially at −∞ to x0 and at +∞ to x1 and that

satisfy Floer’s equation

(du − X ⊗ dτ)0,1 = 0. (2.7)

Assuming that It has been chosen generically, the moduli spaces R(x0;x1) are smooth mani-
folds of dimension

|x0| − |x1| − 1.

Whenever |x0| = |x1| + 1, we conclude that all elements u of R(x0;x1) are rigid. Using the
choice of Spin structure fixed in (2.5), the standard argument proving invariance of the index un-
der Fredholm deformations implies that every such rigid map u defines a canonical isomorphism
up to homotopy

ox1 → ox0, (2.8)

as reviewed in Appendix A.
Writing μu for the induced map on orientation lines, we define

μ1 :CWi
b

(
T ∗

q Q
) → CWi+1

b

(
T ∗

q Q
)
, (2.9)

[x1] 
→ (−1)i
∑
u

μu

([x1]
)
. (2.10)

Example 2.3. On T ∗S1, μ1 vanishes identically since each chord lies in a different relative
homotopy class. The vanishing of μ1 may also be proved using the fact that μ1 has degree 1,
while all generators have degree 0.

2.3. The A∞ structure

The A∞ structure on CW ∗
b (T ∗

q Q) is defined by counting maps whose sources are elements

of the compactified moduli space Rd of discs with one outgoing boundary marked point and
d incoming ones. A point in the smooth part Rd is obtained by taking the complement S of
d + 1 points removed from the boundary of a closed disc, with one of them distinguished as
outgoing; starting with the outgoing point, we can order them counterclockwise (ξ0, ξ1, . . . , ξd).
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We choose a negative end near the outgoing marked point, i.e. a holomorphic map from a negative
half-strip

(−∞,0) × [0,1] → S

which converges at −∞ to ξ0 and parametrises a neighbourhood thereof. At the incoming
marked points we choose positive ends, which are parametrised instead by the positive half-strip.

These choices of ends can be made smoothly with respect to the modulus of the curve, al-
lowing us to construct charts near the corner strata of Rd . Recall that a stratum σ ⊂ ∂Rd of
codimension k is represented by curves with k distinct components arranged along a tree; each
component can be thought of as lying in a moduli space Rd ′ for d ′ < d . In particular, there are
two strip-like ends, one positive, the other negative, associated to each node. For each parame-
ter R ∈ (0,+∞], we obtain a new Riemann surface by removing the images of (−∞,−R) and
(R,+∞) for the two ends, and gluing the complements. If we perform this construction at every
node, we obtain a map

σ × (0,+∞]k → Rd (2.11)

which is a local homeomorphism near infinity. Note that we are parametrising this chart by the
gluing parameter, so that σ × {+∞}k corresponds to the corner stratum.

Following [14], we shall not solve the actual ∂ equation on elements of these moduli spaces,
but rather perturbations thereof, which are allowed to depend on the modulus of the curve.

Definition 2.4. A Floer datum DS on a stable disc S ∈ Rd consists of the following choices on
each component:

(1) Time shifting map: A map ρS : ∂S → [1,+∞) which is constant near each end. We write
wk,S for the value on the kth end.

(2) Basic 1-form and Hamiltonian perturbations: A closed 1-form αS whose restriction to the
boundary vanishes, and a map HS :S → H(T ∗Q) on each surface defining a Hamiltonian
flow XS . The pullback of XS ⊗ αS under the kth end should agree with

X H
wk,S

◦ψwk,S ⊗ dτ.

(3) Almost complex structures: A map IS :S → J(T ∗Q) whose pullback under the kth end
agrees with (ψwk,S )∗It .

This datum allows us to write down the Cauchy–Riemann equation

(du − XS ⊗ αS)0,1 = 0 (2.12)

on the space of maps from u to T ∗Q. In order for counts of solutions to this equation to define
operations that satisfy the A∞ condition, we must choose these perturbations in a sufficiently
compatible way for all possible Riemann surfaces S.

We say that two such choices of data (ρ1
S,α1

S,H 1
S , I 1

S ) and (ρ2
S,α2

S,H 2
S , I 2

S ) are conformally
equivalent if there exists a constant C so that ρ2

S and α2
S respectively agree with Cρ1

S and Cα1
S ,

and



902 M. Abouzaid / Advances in Mathematics 228 (2011) 894–939
I 2
S = ψC∗

I 1
S ,

H 2
S = H 1

S ◦ ψC

C2
.

Definition 2.5. A universal and conformally consistent choice of Floer data for the A∞ struc-
ture, is a choice Dμ of such Floer data for every integer d � 2, and every (representative of an)
element of Rd . We require that these data vary smoothly over the compactified moduli space
and that their restrictions to a boundary stratum be conformally equivalent to those coming from
lower dimensional moduli spaces. Finally, near a boundary stratum the Floer data should agree
to infinite order in the coordinates (2.11) with the data obtained by gluing.

Given a fixed generic universal and conformally consistent choice of Floer data Dμ, we define
a map

μd :CW ∗
b

(
T ∗

q Q
)⊗d → CW ∗

b

(
T ∗

q Q
)

using the moduli spaces Rd(x0, x) of solutions u to Eq. (2.12) on a disc S ∈ Rd with respect
to Dμ, with boundary condition T ∗

q Q, and which converge to x0 at the negative end, and to
x = {x1, . . . , xd} at the positive ends. As we briefly recall in Appendix A from [2] the choices of
relative Spin structures determine an isomorphism

λ
(

Rd(x, x)
) ⊗ oxd

⊗ · · · ⊗ ox1
∼= λ(Rd) ⊗ ox0 , (2.13)

where λ stands for the top exterior power of the tangent bundle. Whenever |x| = 2 − d +∑
1�k�d |xk|, the moduli space Rd(x; x) is rigid. In particular, we obtain an isomorphism

oxd
⊗ · · · ⊗ ox1 → ox

from an orientation of Rd . Our orientation on Rd , following Section (12g) of [14], uses its
identification with the configuration space of d − 2 points ξ3, . . . , ξd on an interval. We let μu

denote the map induced on orientation lines, and define

μd

([xd ], . . . , [x1]
) =

∑
u∈Rd (x;x)

(−1)†μu

([xd ], . . . , [x1]
)

(2.14)

where the sign is given by

† =
d∑

k=1

k|xk|. (2.15)

Example 2.6. On the wrapped Floer complex of a cotangent fibre in T ∗S1, the higher products
μd vanish if d � 3 because they have degree 2 − d , while all the generators have degree 0. It
is unfortunately inconvenient to see the product μ2 if we think of the Floer complex as gener-
ated by chords. However, using the equivalent model where the Floer complex is generated by
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Fig. 2. Product in HW∗(T ∗
q Q).

intersection points between a cotangent fibre and its image under the time-1 Hamiltonian flow φ

of H , one may express μ2 as a product

CF ∗(φ(
T ∗

q Q
)
, T ∗

q Q
) ⊗ CF ∗(φ2(T ∗

q Q
)
, φ

(
T ∗

q Q
)) → CF ∗(φ2(T ∗

q Q
)
, T ∗

q Q
)
, (2.16)

which, in favourable circumstances, can be obtained by counting rigid holomorphic curves. In
the case of T ∗S1, Fig. 2 shows the image of the cotangent fibre under φ and φ2, as well as the
disc which proves that μ2(1, x) = x (note that in the picture, the labels appear to be ordered
clockwise; this is an artefact of our choice of symplectic form on the cotangent bundle).

2.4. The moduli space of half-discs

In this section, we shall define the moduli spaces which give rise to the A∞ homomorphism F
discussed in the introduction. This is essentially a review of the results from Section 4 of [2], with
a few simplifying features coming from the fact the cotangent fibre intersects the zero section at
only one point.

Let Pd denote the moduli space of holomorphic discs with d + 2 boundary punctures, of
which d successive ones {ξ1, . . . , ξd} are distinguished as incoming; the segment connecting the
remaining marked points {ξ−1, ξ0} is called the outgoing segment. We shall call an element of
Pd a half-disc. We identify P0 with a point (equipped with a group of automorphisms isomorphic
to R) corresponding to the moduli space of strips. In addition, we fix an orientation on the moduli
space Pd using the conventions for Stasheff polyhedra and the isomorphism

Pd
∼= Rd+1 (2.17)

taking the incoming marked points on the source to the first d incoming marked points on the
target.

The Deligne–Mumford compactification P d is simply a copy of Rd+1, but the operadic struc-
ture maps associated to the boundary strata are different. If breaking takes place away from the
outgoing segment, the domain is determined by sequences {1, . . . , d1} and {1, . . . , d2}, such that
d1 + d2 = d + 1, and a fixed element k in the first sequence. By gluing the outgoing end of an
element of Rd2 to the (k + 1)st incoming end of a half-disc, we obtain a map

P d × Rd → P d, d2 = d − d1 + 1. (2.18)
1 2
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If breaking occurs on the outgoing segment, it is determined by a partition {1, . . . , d} =
{1, . . . , d1} ∪ {d1 + 1, . . . , d}. By gluing the 0th end of a half-disc with d2 = d − d1 inputs with
the end labelled ξ−1 of a half-disc with d1 inputs, we obtain a map

P d1 × P d2 → P d, d2 = d − d1. (2.19)

The constant 1 appears in Eq. (2.18) but not in (2.19) because the label records the number of
incoming points on the boundary; our conventions are such that neither of the two marked points
on the outgoing arc of an element of P d is incoming.

The A∞ homomorphism F uses moduli spaces of solutions to a family of equations
parametrised by P d . Note that the isomorphism (2.17), and the choice of strip-like ends on ele-
ments of Rd+1, equips an element of P d with strip-like ends near each puncture: the d incoming
ends as well as ξ−1 acquire positive ends, while we have a negative end near ξ0.

Let us also, in addition to the function H chosen earlier, fix

a function G ∈ H
(
T ∗Q

)
which vanishes identically near the zero section. (2.20)

Definition 2.7. A Floer datum DT on a stable disc T ∈ P d consists of the following choices on
each component:

(1) Time shifting map: A map ρT : ∂T → [1,+∞) which is constant near each end and is equal
to 1 on the outgoing segment. We write wk,T for the value on the kth end.

(2) Basic 1-form: A closed 1-form αT whose restriction to the complement of the outgoing
segment in ∂T and to a neighbourhood of ξ0 and ξ−1 vanishes, and whose pullback under
the kth end agrees with wk,T dτ .

(3) Hamiltonian perturbation: A map HT :T → H(T ∗Q) on each surface such that the restric-
tion of HT to a neighbourhood of the outgoing boundary segment agrees with G. We write
XT for the Hamiltonian flow of HT and assume in addition that the pullback of XT ⊗ αT

under the kth end agrees with X H
wk,T

◦ψwk,T ⊗ dt if 1 � k � d .

(4) Almost complex structures: A map IT :T → J(T ∗Q) whose pullback under the kth end
agrees with (ψwk,T )∗It .

A universal and conformally consistent choice of Floer data for the homomorphism F is a
choice DF of such Floer data for every integer d � 1 and every (representative) of an element
of P d which varies smoothly over this compactified moduli space. The restriction of DF to a
boundary stratum should be conformally equivalent to the product of Floer data coming from
either Dμ or a lower dimensional moduli space P d , and, near such a boundary stratum, should
agree to infinite order with the Floer data obtained by gluing.

The stratification of the boundary of P d gives a procedure for constructing Floer data in-
ductively. The choice on the unique point T1 ∈ P 1 is subject only to the constraints of the first
half of Definition 2.7. Having fixed such data, gluing two curves in P 1 defines Floer data on a
neighbourhood of one of the boundary strata of P 2, while gluing the data for T1 to the result of
rescaling the restriction of Dμ to R2 by w−1

1,T1
defines data near the other boundary component.

We choose perturbations of these two glued data which vanish to infinite order at the boundary,
then extend these choices to the rest of the moduli space P 2. These steps are then repeated for
every integer d � 2.
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Let us now fix a collection x = {x1, . . . , xd} of chords with boundary on T ∗
q Q, and define

P (q, x, q) to be the moduli space of finite energy maps

u :T → T ∗Q

for an arbitrary element T of Pd , with the outgoing segment mapping to Q, all other compo-
nents mapping to T ∗

q Q, asymptotic conditions x along the incoming ends, and satisfying the
differential equation

(du − XT ⊗ αT )0,1 = 0 (2.21)

with respect to the T -dependent almost complex structure IT .

Lemma 2.8. For generic data DF , the moduli space P (q, x, q) is a smooth manifold of dimen-
sion

d − 1 −
∑

|xi | (2.22)

whose Gromov bordification is a compact manifold with boundary. The boundary is covered by
the closures of the codimension 1 strata

P
(
q, x1, q

) × P
(
q, x2, q

)
(2.23)

for a partition x1 = {x1, . . . , xd1} and x2 = {xd1+1, . . . , xd}, and

P
(
q, x1, q

) × R
(
x; x2) (2.24)

where x is one of the elements of x1, and x is obtained by replacing this element by the se-
quence x2.

Proof. Transversality is a standard consequence of the Sard–Smale argument. To prove com-
pactness, choose a positive real number r sufficiently large that no element of x intersects
S∗Q × [r,+∞), and let T ′ denote the inverse image of this region under an element of
P (q, x, q). Since the outgoing boundary segment is mapped to the zero section which is dis-
joint from S∗Q × [r,+∞), the restriction of αT to T ′ vanishes on all the boundary components
with Lagrangian labels. In particular, the hypothesis of Lemma A.1 in [3] holds, so that u|T ′ is
constant. The result now follows from the standard methods of Gromov compactness. �
Example 2.9. On T ∗S1 the moduli spaces P (q, x, q) can only be rigid whenever x is a sequence
with exactly one element. One may choose the Floer data so that P (q, xi, q) consists of exactly
one element for each chord. If |i| > 1, then the corresponding curve multiply covers some part
of T ∗S1, but for x and x−1, the image of the curve is an annulus, which is cut by the cotangent
fibre into a rectangle (see Fig. 3).
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Fig. 3. Map from HW∗(T ∗
q Q) to H−∗(ΩqQ).

2.5. The A∞ homomorphism

Given an element u ∈ P(q, x, q), we obtain a path with endpoints on q by considering the
image of the outgoing segment starting at ξ0 and ending on ξ−1. There is of course an ambiguity
of parametrisation since the group of self-homeomorphisms of an interval acts on this space.
Using the parametrisation by arc length, we may compatibly eliminate this ambiguity:

Lemma 2.10. There exists a choice of parametrisations of the outgoing boundary segment of
half-discs which yields maps

P(q, x, q) → Ω(q) (2.25)

such that whenever x1, x2 and x are as in Eq. (2.24) we have a commutative diagram

P(q, x1, q) × R(x; x2) P(q, x, q)

P(q, x1, q) Ω(q)

while whenever x1 and x2 are as in Eq. (2.23), the following diagram also commutes

P(q, x1, q) × P(q, x2, q) P(q, x, q)

Ω(q) × Ω(q) Ω(q).

In particular, we obtain an evaluation map

C∗
(

P(q, x, q)
) → C∗

(
Ω(q)

)
.

According to Lemma 2.8, the moduli spaces P(q, x, q) are manifolds with corners; by the con-
struction explained in Appendix A, we have a canonical up to homotopy isomorphism

λ
(

P (q, x, q)
) ∼= λ(Pd) ⊗ oq ⊗ o−1

x ⊗ · · · ⊗ o−1
x ⊗ o−1

q . (2.26)

1 d
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In particular, these manifolds are orientable and hence admit a fundamental chain whose bound-
ary represents ∂P(q, x, q) once we fix orientations of ox for all chords. The next result is a
restatement of Lemma 4.14 of [2], with the signs verified in [2, Appendix A].

Lemma 2.11. There exists a family of fundamental chains

[
P(q, x, q)

] ∈ C∗
(

P(q, x, q)
)

(2.27)

in the cubical chain complex whose boundary is given by

∑
x1∪x2=x

(−1)�
[

P
(
q, x1, q

)] × [
P

(
q, x2, q

)]

+
∑

x1−{x}∪x2=x
(−1)�

[
P

(
q, x1, q

)] × [
R

(
x; x2)] (2.28)

where the first sign is given by

� = (d2 + 1)

(
d1∑

i=1

|xi |
)

+ d1 + 1, (2.29)

and the second sign is

� = d2

(
k+d2∑
j=1

|xj |
)

+ d2(d − k) + k + 1 (2.30)

whenever R(x; x2) is rigid and x is the (k + 1)st element of x1.

We now define a map

F d :
(
CW ∗

b (L)
)⊗d → C∗

(
Ω(q)

)
, (2.31)

xd ⊗ · · · ⊗ x1 →
⊕

q

(−1)†+d|x | ev∗
([

P(q, x, q)
])

, (2.32)

where |x | is the sum of the degrees of the inputs.

Lemma 2.12. (See [2, Lemma 4.15].) The collection of maps F d satisfy the A∞ equation for
functors

∑
d1+d2=d+1

(−1)�
i
1 F d

(
xd, . . . , xi+d2+1,μ

F
d2

(xi+d2 , . . . , xi+1), xi, . . . , x1
)

= μP
1

(
F d(xd, . . . , x1)

) +
∑

μP
2

(
F d2(xd, . . . , xd1+1), F d1(xd1, . . . , x1)

)
, (2.33)
d1+d2=d
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where the sign on the left-hand side is given by

�i
1 = i +

i∑
j=1

|xi |.

3. The closed sector

3.1. Construction of (twisted) symplectic cohomology and the PSS homomorphism

Let F :S1 × T ∗Q → R be a smooth non-negative function such that

F and λ(XF ) are uniformly bounded in absolute value, and there is
a sequence Ri → +∞ such that F(t,p, q) vanishes if |p| lies in
some open neighbourhood of Ri .

(3.1)

We write HS1 for the sum of H and F , XS1 for the time-dependent Hamiltonian vector field
of HS1 , and O for the set of time-1 periodic orbits. For a generic choice of F , all time-1 periodic
orbits of XS1 are non-degenerate, and we define the degree of such an orbit in terms of the
Conley–Zehnder index as

|y| = n − CZ(y). (3.2)

To define the twisting of symplectic cohomology that corresponds to the fact that we shall
work with the Fukaya category with respect to a non-trivial background class, consider the pull-
back of Eb under an orbit. This vector bundle over the circle admits two Spin structures because
the space of such is an affine space over first cohomology with Z2 coefficients, which has rank 1.
Neither of these is preferred:

Definition 3.1. The background line κb
y is the free abelian group generated by the two Spin

structures on y∗(Eb) with the relation that their sum vanishes.

Remark 3.2. Recall that the orientation line of a vector space is the free abelian vector space
generated by its two orientations, with the relation that their sum vanishes. Our background line is
modelled after this more familiar notion, exploiting the fact that π1(O(n)) is Z2 whenever n > 2.
Note that the definition makes sense for any class b ∈ H 2(T ∗Q,Z2), not necessarily agreeing
with the pullback of w2(Q). Starting with a vector bundle on a manifold, this construction can
be used to produce a canonical local system on the free loop space whose associated class in first
cohomology is obtained by transgressing the second Stiefel–Whitney class of the bundle on the
base.

Given an S1-dependent family IS1 ∈ J(T ∗Q), we write M(y0;y1) for the quotient by R of
the moduli space of maps

u :C ≡ (−∞,+∞) × S1 → T ∗Q

converging exponentially at +∞ to y0 and at −∞ to y1, and satisfying Floer’s equation

(du − XS1 ⊗ dt)0,1 = 0 (3.3)



M. Abouzaid / Advances in Mathematics 228 (2011) 894–939 909
with respect to the S1-dependent almost complex structure IS1 . The index theorem implies that
M(y0;y1) is 0-dimensional whenever |y0| = |y1| + 1, and that there are real lines oy (see
[3, Appendix C]) associated to each periodic orbit such that every element of this moduli space
induces, up to homotopy, a canonical isomorphism from oy1 to oy0 and hence a map on orienta-
tion lines,

|oy1 | → |oy0 |. (3.4)

In brief, oy is the determinant bundle of a Cauchy–Riemann operator on C whose asymptotic
conditions at infinity are given by the linearisation of Eq. (3.3) in a trivialisation of y∗(T ∗Q) de-
termined up to homotopy by the choice of a (complex) volume form on T ∗Q fixed in Section 2.1.

The exponential convergence of u(s, t) to y0 at s = +∞ and y1 at s = −∞ implies that a
Spin structure on the pullback of Eb under y1 or y0 induces one on the pullback of Eb under u.
In particular, we also obtain a canonical isomorphism

κy1 → κy0 . (3.5)

Writing ∂u for the tensor products of the maps in Eqs. (3.4) and (3.5), we define the symplectic
chain complex

SCi
b

(
T ∗Q

) ≡
⊕
y∈O
|y|=i

|oy | ⊗ κy,

∂
([y1]

) = (−1)|y1| ∑
u

∂u

([y1]
)
. (3.6)

The finiteness of the right-hand side follows from Gromov compactness and a version of the
maximum principle, and the cohomology of this complex is called (twisted) symplectic coho-
mology and denoted SH ∗

b (T ∗Q). Since we only work with one twist of symplectic cohomology
in this paper, we shall often refer to this simply as symplectic cohomology.

We shall now construct a map from the cohomology of Q to symplectic cohomology. There
are alternative definitions of symplectic cohomology in which the complex is built from two
parts, one generated by Reeb chords (or by Hamiltonian chords occurring away from a compact
set), the other by critical points of a Morse function on T ∗Q. From such a point of view, the
existence of this map is obvious; we shall nonetheless avoid it because it would complicate the
construction of various homomorphisms in and out of symplectic cohomology which will be
used throughout the paper. The presence of generators of different flavours would require a case-
by-case analysis.

Instead, we shall use the work of Piunikhin, Salamon, and Schwarz which constructs a chain
equivalence between the Morse complex and the Floer chain complex in the case of compact
manifolds, see [13]. Adapting their idea to our setting, we obtain a map

H ∗(T ∗Q
) → SH ∗

b

(
T ∗Q

)
(3.7)

as follows: Choose a 1-form β on C = (−∞,+∞) × S1 satisfying dβ � 0 everywhere, which
agrees with dt near −∞, and which vanishes near +∞, as well as a family of almost complex



910 M. Abouzaid / Advances in Mathematics 228 (2011) 894–939
structures IPSS :C → J(T ∗Q) which agree with It near −∞, and which are independent of the
source near +∞. These data allow us to impose the equation

(du − XS1 ⊗ β)0,1 = 0 (3.8)

on maps from the cylinder to T ∗Q. Eq. (3.8) reduces to the ordinary holomorphic curve equation
for a constant almost complex structure near the positive end by our assumptions on β and IPSS.
Finiteness of energy then implies that the map extends by adding a point at +∞ (this is the
removal of singularities theorem which in this case goes back to Gromov [9]). At −∞, we obtain
convergence to an orbit by a standard result in Floer theory.

Given a manifold N with boundary equipped with a map to T ∗Q and an orbit of HS1 we
define M(y,N) to be the space of solutions to Eq. (3.8) which converge to y at −∞, and to
a point in the image of N at +∞. For a generic choice of IPSS, this is a smooth manifold of
dimension codim(N) − |y|. The Gromov bordification M(y,N) of this moduli space has two
types of codimension 1 strata:

M(y, ∂N) ∪
∐

|y1|=|y|−1

M(y, y1) × M(y1,N)

corresponding to the point at +∞ escaping to ∂N , and to the breaking of solutions to Floer’s
equation at −∞.

The proof of compactness in Lemma 2.8 applies to this setting as well:

Lemma 3.3. If the map N → T ∗Q is proper, then M(y,N) is compact.

In particular, using the reader’s favourite chain model for relative homology (the PSS isomor-
phism being usually phrased in terms of Morse chains), we obtain a chain map

H2n−∗
(
T ∗Q,S∗Q

) → SH ∗
b

(
T ∗Q

)
by an appropriate count of those elements of M(y,N) which are rigid; the PSS map in Eq. (3.7)
is obtained by identifying the source with cohomology using Poincaré duality for manifolds with
boundary. More precisely, the PSS map defined, say in [13] takes value in the untwisted version
of symplectic cohomology. To define it in the presence of a background class, we must be able
to assign to every component of M(y,N) a trivialisation of κb

y ; i.e. a Spin structure on y∗(Eb).

In order to do this, we exploit again the fact that any element u ∈ M(y,N) extends continu-
ously to a map

ū : C → T ∗Q (3.9)

whose source the plane obtained by adding a point to the cylinder at s = −∞. We choose the
Spin structure on y∗(Eb) to be the unique one which extends to a Spin structure on ū∗(Eb).

Example 3.4. If we perturb the Hamiltonian |p|2 on T ∗S1 by a C2 small function then each
Reeb orbit contributes two generators to SCi(T ∗S1) in degrees 0 and 1 (there is no twist in this
case so we drop b from the notation). As the Reeb orbits are in non-trivial homology classes,
they cannot be in the image of the PSS homomorphism. If we choose the perturbation to be
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autonomous (time-independent) in a neighbourhood of the zero section, then the critical points
of the perturbed Hamiltonian give rise to generators in addition to the ones coming from Reeb
chords; we may choose this perturbation so that there are two additional generators, again in
degree 0 and 1 and the subspace generated by these is the image of the PSS homomorphism.

3.2. Moduli spaces of half-cylinders

We define the space of Moore loops on Q to be

LQ ≡ Map(R/Z,Q) × [0,+∞).

In particular, projection to the second factor defines a continuous map

L :LQ → [0,+∞)

which we think of as recording the length of every loop. When convenient, we shall parametrise
a loop of length L by the interval [0,L] rather than [0,1].

In this section, we define a chain map

H ∗(C L) :SH ∗
b

(
T ∗Q

) → Hn−∗(LQ) (3.10)

which counts half-cylinders with boundary on Q. The readers familiar with symplectic field
theory should recognise that we are simply recasting the construction of Cieliebak and Latschev
[6] in the language of Floer theory, which allows us to avoid the technical difficulties inherent to
SFT. One may also compare the construction we are about to give with that of the map C O in [3,
Section 5.2].

We write C+ for the positive half [0,+∞) × S1 of the cylinder with coordinates (s, t), and
pick maps IC+ :C+ → J(T ∗Q) and HC+ :C+ → H(T ∗Q) which near infinity depend only on
the t variable, and agree respectively with It and H . Moreover, we require that, in a neighbour-
hood of the boundary of C+, the restriction of HC+ to a neighbourhood of the zero section agrees
with −F .

Given a time-1 orbit y1 of XS1 , we define R1(y1) to be the space of finite energy maps

u :C+ → T ∗Q

with boundary and asymptotic conditions

{
u(0, t) ∈ Q,

lim
s→+∞u(s, ·) = y1(·) (3.11)

and solving the differential equation

(
du − (XHC+ + XF ) ⊗ dt

)0,1 = 0. (3.12)

The key point is that this equation agrees with Eq. (3.3) at infinity, and with the usual ∂ equa-
tion near the boundary since we have required the boundary to map to Q. In particular, the
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codimension 1 boundary strata of the Gromov compactification of R1(y1) are the images of the
natural inclusions

R1(y0) × M(y0;y1) → ∂R1(y1). (3.13)

Choosing the data HC+ and IC+ generically, we ensure that R1(y1) is a manifold with
boundary of dimension of n − |y1|. Applying the usual strategy for orienting moduli spaces
of holomorphic curves (see Appendix A), we find that a choice of relative Spin structure on Q

induces a canonical isomorphism

λ
(

R1(y1)
) ∼= λ(Q) ⊗ (

oy1 ⊗ κb
y1

)−1
, (3.14)

i.e. determines an orientation of R1(y1) relative to the tangent space of Q at the image of the
base point (0,0) and oy1 ⊗ κb

y1
. The boundary stratum (3.13) inherits an orientation which we

must compare with the product orientation coming from the isomorphisms

λ
(

R1(y0)
) ∼= λ(Q) ⊗ (

oy0 ⊗ κb
y1

)−1
,

〈∂s〉 ⊗ λ
(

M(y0;y1)
) ∼= oy0 ⊗ (

oy1 ⊗ κb
y1

)−1
,

where 〈∂s〉 is the vector space of translations of the cylinder. Taking the tensor product of these
two isomorphisms, we have

λ
(

R1(y0)
) ⊗ 〈∂s〉 ⊗ λ

(
M(y0;y1)

) ∼= λ(Q) ⊗ (
oy1 ⊗ κb

y1

)−1
.

Since translating the cylinder in the direction of ∂s moves every point away from y0, it corre-
sponds to an outward pointing normal vector. Keeping track of the Koszul sign arising from
permuting this line past λ(R1(y0)), we find that there is a difference of

n + |y0|

between the two orientations. In particular, we may choose fundamental chains for R1(y1) and
M(y0;y1) in cubical homology such that

∂
[

R1(y1)
] =

∑
y0

(−1)n+|y0|[R1(y0)
] × [

M(y0;y1)
]
. (3.15)

Restricting an element of R1(y1) to the boundary, we obtain a Moore loop on Q whose base
point is 1 ∈ S1 = ∂D2. Writing ev∗ for the induced map on chains, we define

C L :SC∗
b

(
T ∗Q

) → CL
n−∗(LQ), (3.16)

C L
([y1]

) = (−1)|y1| ev∗
([

R1(y1)
])

, (3.17)

where the symbol CL stands for the chain complex computing ordinary homology that we con-
struct in Appendix C as a quotient of the normalised cubical chain complex.
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Lemma 3.5. C L is a degree n chain map.

Proof. First note that, while the boundary of R1(y1) contains strata where the factors have
arbitrary dimension, only those for which the cylinder is rigid survive after evaluation into
CL

n−∗(LQ); this is a consequence of taking the quotient by degenerate chains. Applying the
evaluation map to Eq. (3.6) we find

∂C L
([y1]

) = (−1)|y1| ∑
|y0|=|y1|+1

(−1)n+|y0| ev∗
([

R1(y0)
] × [

M(y0;y1)
])

= (−1)nC L
(
∂[y1]

)
.

In the last step, we have incorporated both the sign difference (−1)|y0| between the evaluation
map and C L, but also (−1)|y1| coming from Eq. (3.6). �
3.3. The PSS homomorphism and constant loops

In this section, we prove the following result:

Lemma 3.6. The map H ∗(C L) fits into a commutative diagram

H2n−∗(T ∗Q,S∗Q)
PSS

∼=

SH ∗
b (T ∗Q)

H ∗(C L)

Hn−∗(Q) Hn−∗(LQ).

(3.18)

In the above diagram, the bottom horizontal arrow is induced by the inclusion of constant
loops, and the vertical arrow on the left may be expressed using Poincaré duality as a composition

H2n−∗
(
T ∗Q,S∗Q

) ∼= H ∗(T ∗Q
) ∼= H ∗(Q) ∼= Hn−∗(Q).

In order to prove this result, we consider a family βr of 1-forms on C+ parametrised by
r ∈ [0,∞) each satisfying dβr � 0, and such that

β0 ≡ 0 and whenever r is sufficiently large, βr(s, t) = β(s − r, t). (3.19)

Note that the second condition means that near r = ∞, βr is obtained by gluing the 1-form dt

on the positive half-cylinder to β , in particular, as r grows, βr agrees with dt in an expanding
neighbourhood of the boundary, and the support of dβ is pushed to s = +∞.

Let us in addition choose a map [0,∞) × C+ → J(T ∗Q) which similarly agrees with IC+
whenever r = 0 and is obtained by gluing IC+ and IPSS whenever r is sufficiently close to +∞.
With this data, we consider the equation

(
du − (XH + + XF ) ⊗ βr

)0,1 = 0, (3.20)

C
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and define, for each submanifold N of T ∗Q the moduli space R1
[0,∞)(N) to be the union of the

spaces of solutions u :C+ → T ∗Q to this Cauchy–Riemann equation for some r ∈ [0,∞) which
map ∂C+ to Q and converge to a point in N at +∞.

Sketch of the proof of Lemma 3.6. The Gromov bordification of R1
[0,∞)(N) is compact be-

cause all almost complex structures are of contact type near the boundary. Note that whenever
r = 0, all solutions to Eq. (3.20) are constant. The standard transversality package therefore
implies that, as long as the almost complex structure is chosen generically and N meets Q trans-
versely, R1

[0,∞)(N) is a smooth manifold of dimension codim(N) + 1 with boundary Q ∩ N .
Using the length parametrisation and restricting every map to the boundary of C+, we obtain

an evaluation map

R1
[0,∞)(N) → LQ

from the Gromov compactification. We claim that the image of a fundamental chain on this
moduli space defines the chain-level homotopy which establishes the commutativity of dia-
gram (3.18). Note that image, under the evaluation map, of the total boundary of this moduli
space’s fundamental chain corresponds to composing the homotopy with the differential in
Cn−∗(LQ); the desired result shall follow by interpreting different boundary strata to account
for the remaining terms in the equation for a homotopy.

Since taking the intersection of N with Q represents on homology the result of applying the
homomorphism H2n−∗(T ∗Q,S∗Q) → Hn−∗(Q) to the fundamental cycle of N , the stratum of
∂R1

[0,∞)(N) corresponding to r = 0 represents the inclusion of constant loops.
By letting the parameter r go to ∞, we obtain the stratum

R1(y) × M(y,N)

which may be interpreted algebraically as the composition of PSS with C L. The remaining part
of the boundary is covered by the image of R1

[0,∞)(∂N) which corresponds to applying the
differential and then the homotopy. �
Remark 3.7. One has several options in order to realise the map N → Q ∩ N as a chain map
inducing the homomorphism H2n−∗(T ∗Q,S∗Q) → Hn−∗(Q). If one works with cubical chains,
one may consider the subcomplex of locally finite cubical chains generated by maps whose re-
striction to every stratum is transverse to Q. For each such chain, the intersection with Q is a
manifold with corners for which we may choose fundamental chains in cubical homology by
induction. There are alternative models using Morse chains.

4. From the open to the closed sector

4.1. The bar model for Hochschild homology

Given an A∞ algebra A, consider the graded vector space

CC(d)∗ (A) = A ⊗ (
A[1])⊗d−1

.
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The cyclic bar complex of A is the direct sum

CC∗(A) =
⊕

d

CC(d)∗ (A) (4.1)

equipped with the Hochschild differential

b(ad ⊗ · · · ⊗ a1)

=
∑

1�i+j<d

(−1)�
i
1ad ⊗ · · · ⊗ ai+j+1 ⊗ μj (ai+j , . . . , ai+1) ⊗ ai ⊗ · · · ⊗ a1

+
∑

0�i+j<d

(−1)•
i+j
i +�i+j

i+1+1μd−j−1(ai, . . . , a1, ad, . . . , ai+j+1) ⊗ ai+j ⊗ · · · ⊗ ai+1

(4.2)

where the second sign, using the convention that �∗∗∗ stands for the sum of the reduced degrees
(| · | + 1) of elements between ∗ and ∗∗, may be expressed as

•i+j
i = �i

1 · (1 + �d
i+1

) + �d−1
i+j+1. (4.3)

Remark 4.1. This is a good opportunity to give some heuristics about signs: Our convention
is that CC∗(A) is cohomologically graded (despite its name), with the degree of ad ⊗ · · · ⊗ a1
given by the sum of the degrees of each factor with the understanding that ad is given its usual
degree, with every other letter assigned its reduced degree. Since all operations μd are of degree
one with respect to the reduced degree, we introduce a sign |a| + 1 whenever we permute an
operation “past” an element a of the algebra (except when it is in last position).

To obtain the sign in Eq. (4.2) from these considerations, we must first agree that the opera-
tions μd are applied from the right. With this in mind, we obtain a sum

�i
1 · (1 + �d

i+1

) + �i+j

i+1 + �d−1
i+j+1 + 1

where the first expression comes from permuting ai ⊗ · · · ⊗ a1 past the other terms, the second
from permuting μd−j−1 past ai+j ⊗· · ·⊗ai+1, and the third from permuting an invisible symbol
of degree 1 from its position to the right of ad to a position just before ai+j . This invisible symbol
records the fact that the first term in the bar complex, unlike all the others, is assigned its ordinary
degree.

Given an A∞ homomorphism F : A → B with polynomial terms F d , we have an induced
map CC∗(F ) on Hochschild chains given by

ad ⊗ · · · ⊗ a1 
→
∑

(−1)•
sk
s1 F d−s1+sk (as1, . . . , a1, ad, . . . , ask+1)

⊗ F sk−sk−1(ask , . . . , ask−1+1) ⊗ · · · ⊗ F s2−s1(as2, . . . , as1+1). (4.4)

Lemma 4.2. If F is a quasi-isomorphism, then CC∗(F ) induces an isomorphism on Hochschild
homology.
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Fig. 4. A family of loops γ1 #t γ2.

4.2. An ad hoc model for Goodwillie’s map

In this section, we construct a chain map

G :CC∗
(
C−∗(ΩqQ)

) → CL−∗(LQ) (4.5)

where the left-hand side is the cyclic bar complex of C−∗(ΩqQ), and the right-hand side is a
chain model for the homology of the free loop space using a quotient of cubical chains described
in Appendix C.

Let us write ι for the inclusion of ΩqQ in LQ. We define

G(1) :CC(1)∗ (C−∗ΩqQ) → CL−∗(LQ) (4.6)

on elements of degree i to be the composition of (−1)i ι∗ with the projection map from C−∗(LQ)

to CL−∗(LQ) which is a quasi-isomorphism by Corollary C.4. We have to introduce the sign (−1)i

because the differential on CC
(1)∗ (C−∗ΩqQ) is the negative of the one on C−∗ΩqQ.

For each number t ∈ [0,1], we now define a map

#t :ΩqQ × ΩqQ → LQ. (4.7)

The length of γ1 #t γ2 is the sum �1 + �2 of the lengths of γ1 and γ2, and the parametrisation by
the interval [0, �1 + �2] is given by

γ1 #t γ2(s) =
{

γ1(s + t�1) if s ∈ [0, (1 − t)�1],
γ2(s − (1 − t)�1) if s ∈ [(1 − t)�1, (1 − t)�1 + �2],
γ1(s − �2 − (1 − t)�1) otherwise.

(4.8)

The idea is simply to concatenate γ1 and γ2 then use the parameter t to move the base point of
the loop “around” γ1 so that γ1 #t γ2 agrees with the usual concatenation of the two loops in the
two different orders whenever t = 0,1 (see Fig. 4).

Given a pair of cubical chains τ and σ of dimensions i and j , with values in ΩqQ, we
define a cubical chain of dimension i + j + 1 by taking the product of τ and σ , concatenating
the corresponding loops, then using the last variable to “move the base point” around the loop
coming from σ :

τ � σ : I i+j+1 → LQ, (4.9)

(t1, . . . , ti+j+1) 
→ τ(t1, . . . , ti) #t σ (ti+1, . . . , ti+j ). (4.10)

i+j+1
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We now define the value of G on words of length 2 as

G(2) :CC(2)∗ (C−∗ΩqQ) → CL−∗(LQ), (4.11)

σ2 ⊗ σ1 
→ −σ1 � σ2, (4.12)

and prescribe that it vanish on longer words.

Lemma 4.3. G is a chain map.

Proof. It is clear that the restriction of G to words of length greater than 3 commutes with the
differential, while the case of length 1 was discussed just after Eq. (4.6). For words of length 2,
we compute that

∂G(σ2 ⊗ σ1) = −∂(σ1 � σ2)

= −(∂σ1) � σ2 − (−1)|σ1|σ1 � (∂σ2) + (−1)|σ1|+|σ2|ι∗(σ1 #0 σ2)

+ (−1)|σ1|+|σ2|+1ι∗(σ1 #1 σ2)

= G(σ2 ⊗ ∂σ1) + (−1)|σ1|G(∂σ2 ⊗ σ1) + G(σ1 · σ2) + (−1)|σ2|·|σ1|+1 G(σ2 · σ1).

For the last term, observe that σ1 #1 σ2 agrees with σ2 · σ1 only after applying a permutation
which identifies the products [0,1]|σ2| × [0,1]|σ1| and [0,1]|σ1| × [0,1]|σ2|; these cubical chains
are identified in the chain complex CL∗ up to the appropriate sign because we have taken the
quotient by the subcomplex D� given in Eq. (C.10).

Writing out the last line in terms of the A∞ structure introduced in the beginning of Section 2,
we find that

∂G(σ2 ⊗ σ1) = G
(
σ2 ⊗ μP

1σ1
) + (−1)|σ1|G

(
μP

1σ2 ⊗ σ1
) + (−1)|σ1|G

(
μP

2(σ2, σ1)
)

+ (−1)|σ2|+|σ2|·|σ1|+1 G
(
μP

2(σ1, σ2)
)

= G
(
b(σ2 ⊗ σ1)

)
.

It remains therefore to show that given a word σ3 ⊗ σ2 ⊗ σ1, we have

G
(
σ3,μ

P
2(σ2 ⊗ σ1)

) + (−1)|σ1|G
(
μP

2(σ3, σ2) ⊗ σ1
)

+ (−1)|σ2|+(|σ1|+1)(|σ3|+|σ2|+1)G
(
μP

2(σ1, σ3) ⊗ σ2
) = 0.

This cancellation comes from taking the quotient of the usual cubical chains by the subcom-
plex D� defined in Eq. (C.6). Indeed, the cell σ3 � μP

2(σ2, σ1) can be split into two cells
which, up to permuting the coordinates, can be identified respectively with μP

2(σ3, σ2) � σ1 and
μP

2(σ1, σ3) � σ2. �
Example 4.4. Let γ :S1 → S1 denote the identity map, and γ −1 the inverse loop. Since con-
catenation of loops does not define a strictly commutative product on C−∗ΩqS1, the Hochschild
chain

γ −1 ⊗ γ ∈ CC
(2)(

C−∗ΩqS1)

−1
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Fig. 5. A disc with 3 boundary inputs and one interior output.

is not closed, but the fact that it is homotopy commutative implies that there is a chain σ in
C1ΩqS1 which may be chosen among contractible loops such that b(γ −1 ⊗ γ ) = ∂σ . In partic-
ular,

γ −1 ⊗ γ + σ

represents a class in the Hochschild homology of C−∗ΩqS1.
The image of this class under H∗(G) is the fundamental class of the circle, included in its free

loop space as the space of constant loops. The easiest way to see this is to recall that the base
point projection map

π :LS1 → S1

induces an isomorphism on homology when restricted to contractible loops. Since π∗ ◦ G(σ ) is
a degenerate chain, we simply observe that the base points of the family of loops γ −1 #t γ cover
S1 with multiplicity one as t ranges between 0 and 1.

4.3. Review of the map O C

We shall now recall the definition of the map O C constructed in [3, Section 5.3]. First, we
define R1

d to be the Deligne–Mumford compactification of the moduli space of holomorphic
discs with 1 interior puncture and d boundary punctures ordered counterclockwise (see Fig. 5):
we choose a cylindrical negative end at the interior puncture and positive strip-like ends at the
boundary punctures which depend smoothly on the modulus and which near each stratum agree
with the ends obtained by gluing.

Definition 4.5. A Floer datum DS on a stable disc S ∈ R1
d with d positive boundary punctures

(ξ1, . . . , ξd) and one negative interior puncture σ consists of the following choices on each com-
ponent:
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(1) Time shifting map: A map ρS : ∂S → [1, d] which is constant near each marked point. We
write wk,S for the value on the kth end and set

w0,S =
d∑

k=1

wk,S. (4.13)

(2) Basic 1-form and Hamiltonian perturbations: A closed 1-form αS whose restriction to the
boundary vanishes and a map HS :S → H(T ∗Q) on each surface such that the pullback of
XHS

⊗ αS under the kth end agrees with X H
wk,S

◦ψwk,S ⊗ dt .

(3) Subclosed 1-form: A 1-form βS which may be written as the product of a smooth function
with αS , satisfying dβS � 0, and whose pullback under the kth end vanishes unless k = 0, in
which case it agrees with dt .

(4) Almost complex structures: A map IS :S → J(T ∗Q) whose pullback under the kth end
agrees with (ψwk,S )∗It unless k = 0 in which case it agrees with (ψw0,S )∗IS1 .

A universal and conformally consistent choice of Floer data for the map O C is a choice DO C
of Floer data for every integer d � 1, and every (representative) of an element of R1

d which vary
smoothly over the compactified moduli space, such that the two natural Floer data (coming from
DO C or Dμ) on any irreducible component of a singular disc are conformally equivalent, and
which agree, to infinite order near each stratum, with the Floer data obtained by gluing.

An inductive construction implies the existence of such universal Floer data in sufficient abun-
dance to guarantee transversality. In particular, given a sequence of chords x = {x1, . . . , xd} and
an orbit y0 ∈ O, we define R1

d(y0; x) to be the moduli space of maps u :S → T ∗Q, with S an
arbitrary element of R1

d , such that u(∂S) lies in T ∗
q Q, which satisfies the appropriate asymptotic

conditions along the ends and solves the differential equation

(du − XHS
⊗ αS − X F

w0,S
◦ψw0,S ⊗ βS)0,1 = 0 (4.14)

where the (0,1) part is taken with respect to the S-dependent almost complex structure, and the
function F is the one appearing in the definition of symplectic cohomology.

Assuming that transversality is satisfied and that |y0| = n−d +1+∑
1�k�d |xk|, we conclude

that the elements of R1
d(y0; x) are rigid, and that we may canonically associate to each disc u an

isomorphism

oxd
⊗ · · · ⊗ ox1 → oy0 (4.15)

using the conventions explained in Appendix A.
Writing O Cu for the induced map on orientation lines, we define a map O Cd

O Cd

([xd ], . . . , [x1]
) =

∑
|y0|=n−d+1+∑

1�k�d |xk |
u∈R1

d (y0,x)

(−1)|xd |+† O Cu

([xd ], . . . , [x1]
)

(4.16)

where † is given in Eq. (2.15).
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Fig. 6. Position of the marked point on broken half-discs.

As proved in [3, Lemma 5.4], these maps are the components of a degree n chain map

O C :CC∗
(
CW ∗

b

(
T ∗

q Q
)) → SC∗

b

(
T ∗Q

)
(4.17)

where the left-hand side is the cyclic bar complex of CW ∗
b (T ∗

q Q).

5. Construction of the homotopy

In this section, we prove Proposition 1.6 by constructing a homotopy between the two possible
chain-level compositions. We begin by introducing some abstract moduli spaces of holomorphic
curves that will appear in the construction.

5.1. Adding a marked point on the outgoing segment

We shall consider the moduli space Pd,1 of half-discs with d incoming ends and one marked
point on the outgoing segment. By forgetting this marked point, we obtain a submersion to Pd ,
with fibre an interval, which extends to the Gromov compactification

P d,1 → P d . (5.1)

The fibre of this map over a point in the boundary is still topologically an interval, although over
a stratum of codimension greater than 1, such an interval will intersect several strata. Indeed,
when a half-disc breaks into two half-discs, then the outgoing segment breaks into two, and the
base point can lie in either part of the outgoing interval as shown in Fig. 6.

Given a sequence x of chords with endpoints in T ∗
q Q, recall that we defined a moduli space

P d(q, x, q) in Section 2.4 of discs all of whose boundary segments map to T ∗
q Q, except the

outgoing segment which is mapped to Q. Let us consider the fibered product

P d,1(q, x, q) = P d(q, x, q) ×P d
P d,1.

Note that this definition makes sense if we chose Floer data on P d,1 coming from the forgetful
map to P d . Moreover, using the length parametrisation of the outgoing segment, we shall fix an
identification

P d(q, x, q) × [0,1] → P d,1(q, x, q). (5.2)

In particular, the product of a cubical chain in P d(q, x, q) with [0,1] defines a cubical chain in
P d,1(q, x, q), which gives us a preferred cubical fundamental chain for this moduli space. Using
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the expression (2.28) for the boundary of the fundamental chain of P d(q, x, q), we conclude that
the fundamental chains of P d,1(q, x, q) satisfy the inductive relation:

∂
[

P d,1(q, x, q)
] = (−1)1+‖x‖(ι1([P d(q, x, q)

]) − ι0
([

P d(q, x, q)
]))

+
∑

x1∪x2=x
(−1)�

(
(−1)1+‖x2‖[P d1,1

(
q, x1, q

)] × [
P d2

(
q, x2, q

)]

+ [
P d1

(
q, x1, q

)] × [
P d2,1

(
q, x2, q

)])
+

∑
x

(−1)�+dim(R(y,x2))
[

P d1,1
(
q, x1, q

)] × [
R

(
x, x2)] (5.3)

where ι0 and ι1 refer respectively to the inclusions at the two endpoints of the interval [0,1],
the rest of the inclusions are suppressed, and ‖ · ‖ is the sum of the reduced degrees of the el-
ements appearing in a sequence. By Lemma 2.8, 1 + ‖x‖ is the dimension of the moduli space

P d(q, x, q), which explains the appearance of the first sign as a Koszul sign arising from per-
muting the degree-one operator ∂ with the fundamental chain. In the second and fourth lines,
‖x2‖ and dim(R(y, x2)) are introduced because the interval [0,1] appears last in Eq. (5.2); at
the relevant boundary stratum, we have to permute it past one of the factors in order to obtain the
desired product decomposition.

It is important to note that such a relation in general is satisfied in the quotient complex
CL∗ (P d,1(q, x, q)) but not necessarily in the usual cubical chain complex: by taking the product
with [0,1], a cubical chain in P d1(q, x1, q) × P d2(q, x2, q) produces a single chain supported
on the boundary of P d,1(q, x, q). Because we take the quotient by the subcomplex (C.6), this
chain is equal in CL−∗(LQ) to the sum of the two chains coming from taking the product with
[0,1], and using the inclusion of the strata P d1(q, x1, q) × P d2,1(q, x2, q) and P d1,1(q, x1, q) ×

P d2(q, x2, q).

5.2. An abstract moduli space of annuli

We write C−
1 for the moduli space of annuli with one marked point on a boundary component

and an (incoming) puncture on the other and which are biholomorphic, for some positive real
number r , to a domain

{
z ∈ C

∣∣ 1 � |z| � r
}

(5.4)

with a puncture at 1 and a marked point at −r . We write C−
d for the space of annuli obtained

by adding d − 1 boundary punctures on the unit circle to one of the elements of C−
1 : the re-

sulting punctures are ordered counterclockwise ending with the one corresponding to 1, and we
call the boundary component carrying the marked point the outgoing circle. Writing zi for the
coordinates which record the positions of the punctures on the circle, we fix the orientation

dr ∧ dz1 ∧ · · · ∧ dzd−1 (5.5)

on C−.
d
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Fig. 7. Degenerations of annuli with one input.

We shall compactify C−
1 to a closed interval denoted C−

1 ; the outermost pictures in Fig. 7 show
the broken curves representing the boundary. More generally, the Deligne–Mumford compacti-
fication C−

d is a manifold with boundary whose codimension 1 strata are the images of natural
inclusions of the products

R1 × R1
d, (5.6)

P d1,1 × P d2, 1 � d1 � d = d1 + d2, (5.7)

C−
d1

× Rd2 , 1 � d1 < d = d1 + d2 − 1. (5.8)

The first type of stratum arises from compactifying the end of the moduli space where the modu-
lar parameter r reaches infinity, while the last type of stratum reflects the breaking of discs from
the boundary component carrying the incoming marked points: as such breaking could occur at
any incoming point, there are d1 distinct strata within the boundary of C−

1 each being the image
of the inclusion (5.8). The second type of stratum compactifies the end where the modular param-
eter converges to 0. The last incoming end and the marked point lie on different components of
such a stable annulus since C−

d consists of annuli for which these two points are “opposite from
each other.” In particular, there are d2 different strata of the second type, distinguished by the
position of the last incoming point of the annulus among the incoming points of P d2 . In Fig. 8,
we show generic elements of the four codimension 1 strata for d = 2.

As usual, we fix strip-like ends near the incoming ends of a stable annulus, which vary
smoothly over the moduli space, and are compatible near a boundary stratum with the ones
induced by gluing.

5.3. Floer data on annuli

We start by making auxiliary choices to perturb the Cauchy–Riemann equation on an annulus:

Definition 5.1. A Floer datum DS on a stable annulus S ∈ C−
d with d positive boundary punctures

(ξ1, . . . , ξd) consists of the following choices on each component:
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Fig. 8. Degenerations of annuli with two inputs.

(1) Time shifting map: A map ρS : ∂S → [1, d] which is constant near each puncture and equals
1 near the boundary component carrying the marked point. We write wk,S for the value on
the kth end and set

w0,S =
d∑

k=1

wk,S. (5.9)

(2) Basic 1-form: A closed 1-form αS whose restriction to the boundary vanishes and whose
pullback under the kth end agrees with wk,S dt .

(3) Subclosed 1-form: A 1-form βS such that dβS � 0, which vanishes near the ends and agrees
with a (constant) multiple of α near the outgoing segment.

(4) Hamiltonian perturbations: A map HS :S → H(T ∗Q) such that the pullback of XS ⊗ αS

under the kth end agrees with X H
wk,S

◦ψwk,S ⊗ dt . Moreover, near the outgoing segment on S

and the zero section in T ∗Q, we have

XF◦ψ
w0,S

w0,S

⊗ βS + XS ⊗ αS = 0. (5.10)

(5) Almost complex structures: A map IS :S → J(T ∗Q) whose pullback under the kth end
agrees with (ψwk,S )∗It .

If S lies on the image of P d1,1 × P d2 as in Eq. (5.7), then we set βS = 0, and the restrictions of
the universal Floer data DF to P d2 and P d1 determine the remaining data for DS : the vanishing in
Eq. (5.10) is automatic because the restriction of HS to ∂S agrees with G which vanishes near Q

(this condition was imposed as part of Definition 2.7). If d2 = d , then P 0,1 may be identified
with an infinite strip carrying a boundary marked point, and we assume that αS vanishes, while
the almost complex structure is translation invariant and given by It .
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On the other hand, if S lies on the stratum (5.6), we use DO C to define the Floer data on the
component carrying the incoming boundary points, and use data conformally equivalent to the
one fixed in the discussion preceding Eq. (3.11) on the component carrying the marked point.

Definition 5.2. A universal and conformally consistent choice of Floer data for the homotopy is
a choice DH of Floer data for every integer d � 1, and every representative of an element of C−

d

which vary smoothly over the compactified moduli space, such that the two natural Floer data on
any irreducible component of a singular annulus are conformally equivalent, and which agree to
infinite order with the data obtained by gluing near every boundary stratum.

Given a sequence of chords x = {x1, . . . , xd}, we define the moduli space C−
d (x) to be the

space of maps u :S → M whose source is an arbitrary element of C−
d , with asymptotic condition

ψwk,S ◦ xk at the kth incoming end, which map the component carrying the marked point to Q

and the other boundary components to T ∗
q Q, and which solve the Cauchy–Riemann equation

(du − XHS
⊗ αS − XF◦ψ

w0,S

w0,S

⊗ βS)0,1 = 0. (5.11)

Lemma 5.3. For generic choices of Floer data DH, the Gromov bordification of C−
d (x) is a

compact manifold of dimension

d −
d∑

k=1

|xk|

whose boundary decomposes into codimension 1 strata which are the images of natural inclu-
sions of the moduli spaces

R1(y) × R1
d(y; x), y ∈ O, (5.12)

P d1,1
(
q, x1, q

) × P d2

(
q, x2, q

)
, 0 � r < d2 � d = d1 + d2, (5.13)

C−
d1

(x1) × Rd2

(
x; x2), 1 � d1 < d = d1 + d2 − 1 and x ∈ X (5.14)

where in the second type of stratum, x1 = (xr+1, . . . , xr+d1) and x2 = (xr+d1+1, . . . , xd, x1,

. . . , xr ), while in the last type of stratum x agrees with one of the elements of x1, and the se-
quence obtained by removing x from x1 and replacing it by the sequence x2 agrees with x up to
cyclic ordering.

Explicitly, we encounter two possibilities in Eq. (5.14): either (1) there exists an integer k

such that x1 = (x1, . . . , xk, x, xk+d2+1, . . . , xd) and x2 = (xk+1, . . . , xk+d2), or (2) there exists
an integer r such that x1 = (xr+1, . . . , xr+d1−1, x) and x2 = (xr+d1 , . . . , xd, x1, . . . , xr ). These
are distinguished by whether xd2 lies in x1 or x2.

5.4. Orienting the moduli space of annuli

As it is a manifold with boundary, the moduli space C−
d (x) admits a relative fundamental

chain; we have already chosen such a relative fundamental chain for R1(y) in Section 3.2, for
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P d(q, x, q) in Section 2.5, and for P d,1(q, x, q) in Section 5.1. In CL∗ (C−
d (x)), these classes can

be chosen for all sequences x so that

∂
[

C−
d (x)

] =
∑

(−1)(d−1)(n−|y|)[R1(y)
] × [

R1
d(y; x)

]
+

∑
(−1)

n(n+1)
2 +�d1

r
[

P d1,1
(
q, x1, q

)] × [
P d2

(
q, x2, q

)]
+

∑
xd∈x1

(−1)1+�
[

C−
d1

(x1)] × [
Rd2

(
x; x2)]

+
∑

xd∈x2

(−1)d1+1+�d1
r +d2|x2|[C−

d1

(x1)] × [
Rd2

(
x; x2)] (5.15)

where the sign � is given by Eq. (2.30), and the new sign is

�d1
r = r(d + 1) +

(
r∑

k=1

|xk|
)

·
(

d∑
k=r+1

|xk|
)

+ d2

(
r+d1∑

k=r+1

|xk|
)

. (5.16)

The proof of the existence of such classes proceeds by induction: in the inductive step, one has
to prove that the right-hand side of Eq. (5.15) is closed. The analogue for the moduli space of
half-discs is Eq. (2.28), which we can generalise to our setting using the choice of fundamental
chains on half-discs with a marked point on the outgoing segment which we fixed in Eq. (5.3).

To prove the correctness of the signs, one must compare various product orientations with
those induced at the boundary of the moduli space. The computation for each term is separate, but
since there is no fundamental difference between them, we shall only illustrate one of them. The
starting point is the fact that the orientation on C−

d (x) comes from a canonical up to homotopy
isomorphism (see, e.g. [3, Lemma C.4] and Appendix A for the generalisation to the relatively
Spin case)

λ
(

C−
d (x)

) ∼= λ
(

C−
d

) ⊗ λ
(
T ∗

q Q
) ⊗ λ(Q) ⊗ o−1

x1
⊗ · · · ⊗ o−1

xd
. (5.17)

If we now consider the second term on the right-hand side of Eq. (5.15), the orientations of the
factors come from isomorphisms

λ
(

P d1,1
(
q, x1, q

)) ∼= λ(P d1) ⊗ oq ⊗ o−1
xr+1

⊗ · · · ⊗ o−1
xr+d1

⊗ o−1
q ⊗ λ

([0,1]),
λ
(

P d2

(
q, x2, q

)) ∼= λ(P d2) ⊗ o−1
q ⊗ o−1

xr+d1+1
⊗ · · · ⊗ o−1

xd
⊗ o−1

x1
⊗ · · · ⊗ o−1

xr
⊗ o−1

q .

Taking the tensor product of these two expressions gives the product orientation. In order to
arrive at Eq. (5.17) we must (i) move each copy of oq next to o−1

q , and cancel them, (ii) move

the copy of λ([0,1]) next to λ(P d1), (iii) move λ(P d2) to be adjacent to λ(P d1), (iv) identify the
sign difference between the product orientation on the abstract moduli spaces P d1,1 × P d2 and
its boundary orientation, (v) reorder the (inverse) orientation lines associated to the inputs, and
(vi) identify λ(T ∗

q Q) ⊗ λ(Q) with the trivial line. Since the gradings have been chosen in such a
way that q has degree 0, the first operation does not contribute any Koszul sign, while the parity
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associated to the others is given by the following sum whose terms correspond in order to the
operations listed above:

r+d1∑
k=r+1

|xk| + (d2 − 1)

(
r+d1∑

k=r+1

|xk|
)

+ (d − 1)r +
(

r∑
k=1

|xk|
)(

d∑
k=r+1

|xk|
)

+ n(n + 1)

2
.

The appearance of the last term is explained in the proof of Lemma 6.8 in [3]. Note that this sum
exactly reproduces the sign that appears in the fourth line of the right-hand side in Eq. (5.15).

Having chosen fundamental chains, we define a map

H :CC∗
(
CW ∗

b

(
T ∗

q Q
)) → C−∗(LQ)

by linearly extending the formula

xd ⊗ · · · ⊗ x1 
→ (−1)|xd |+†+d|x | ev∗
([

C−
d (x)

])
. (5.18)

In characteristic 2, the fact that H is a homotopy between the two compositions in diagram (1.5)
follows from Eq. (5.15). The left-hand side is ∂ ◦ H, while the first term on the right corresponds
to G ◦CC∗(F ), the second to C L ◦ O C , and the last two to H ◦ b (b is the Hochschild differential
from Eq. (4.2)). Since G was defined separately on words of length 1 and 2, we note that the
composition of G with the component of CC∗(F ) whose image consists of words of length 1
corresponds to the case where d1 = 0 in the first term of the right-hand side. Indeed, the only
element of P 0,1(q,∅, q) is a constant triangle at q , and G ◦ F (x) is then equal to the image of the
fundamental chain P d(q, x, q) in the chains over the free loop space. The case d1 �= 0 recovers
the terms in G defined on words of length 2.

Lemma 5.4. H is a homotopy between (−1)
n(n+1)

2 G ◦ CC∗(F ) and C L ◦ O C .

Sketch of proof. Again, we shall only verify that the sign for the contribution of G ◦ CC∗(F )

is correct. In fact, since G was defined separately for words of length 1 and 2, we shall only do
this in a further special case when d1 �= 0. So our goal is to go through the signs in the definition
of G(2) ◦ CC∗(F ), and ensure that, together with Eq. (5.16), they add up precisely to the sign
appearing in Eq. (5.18). Start by noting that

G
([

P d2

(
q, x2, q

)]
,
[

P d1

(
q, x1, q

)]) = (−1)d2−1+|x2| ev∗
([

P d1,1
(
q, x1, q

)] × [
P d2

(
q, x2, q

)])
coming from the fact that the factor [0,1] appears last in Eq. (4.9) instead of just before

P d2(q, x2, q). Next, see from Eq. (4.4) that

CC(2)∗ (F )(ad, . . . , a1)

=
∑

(−1)•
r+d1
r F d2(ar , . . . , a1, ad, . . . , ar+d1+1) ⊗ F d1(ar+d1, . . . , ar+1).

Finally, the definitions of F d1 and F d2 incorporate, via Eq. (2.32) the signs
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†1 + d1
∣∣x1

∣∣ =
r+d1∑

k=r+1

(r + k + d1)|xk|,

†2 + d2
∣∣x2

∣∣ =
r∑

k=1

(r + k)|xk| +
d∑

k=r+d1+1

(d + r + k)|xk|.

The reader can now directly check that

|xd | + † + d|x | = �d1
r + d2 − 1 + ∣∣x2

∣∣ + •r+d1
r + †1 + d1

∣∣x1
∣∣ + †2 + d2

∣∣x2
∣∣. �
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Appendix A. Orientations induced by relative Spin structures

In this section, we discuss orientations of moduli spaces of holomorphic discs with interior
punctures and of holomorphic annuli; these appear in the construction of the maps O C and C O, as
well as the map H. In the absence of the background class b these orientations were constructed
in [3], while the case of holomorphic discs was discussed in [2].

We consider a general situation, in which M is a symplectic manifold with vanishing first
Chern class, O a collection of (Hamiltonian) orbits in M , L and Q a pair of graded Lagrangian
submanifolds which are relatively Spin for the same background class b ∈ H 2(M,Z2) which is
the second Stiefel–Whitney class of a vector bundle Eb, and X the set of (Hamiltonian) chords
with endpoints on L. We choose relative Spin structures on L, Q, each chord x ∈ X (i.e. on the
associated Lagrangian path Λx ) and on intersections of L and Q thought of as chords for the
trivial Hamiltonian.

We remind the reader of the following result which we will repeatedly use:

Lemma A.1. For each vector bundle E, there is a bijection between the set of Spin structures on
E up to isomorphism and those on E′ ⊕ E, obtained by taking the direct sum with a fixed Spin
structure on a vector bundle E′.

Let us now review the construction of the isomorphisms required to define the map in Eq. (2.8)
and its analogue for discs with one output and an arbitrary number of inputs. Assume that S

has d positive ends, whose images under u converge to chords x1, . . . , xd , and one negative
end converging to x0. For each such asymptotic end xk , the contractibility of the disc equips
(xk ◦ t)∗(Eb) with a unique Spin structure up to isomorphism, which we can then restrict to the
boundary. In particular, the data of Eq. (2.5) is equivalent to choosing a Spin structure on Λxk

,
which is the boundary condition of the operator Dx associated to the chord xk .
k
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Now, the main point is that as long as S is contractible, the pullback of Eb under a map
u :S → M still admits a unique Spin structure up to isomorphism, which induces such a Spin
structure on the restriction to each boundary component. Assuming the boundary maps to L

under u, Lemma A.1 together with the data fixed in Eq. (2.4) determines a Spin structure on the
pullback by u|∂S of the tangent space of L.

Having produced Spin structures on the boundary conditions of the linearisation Du of the
Cauchy–Riemann operator at u, we can use by now standard methods (see, e.g. [14, Section 11])
to produce the isomorphism of Eq. (2.13): one glues the linearisation Du of the Cauchy–Riemann
operator at u to the operators Dxk

associated to all inputs to obtain an operator

Du # Dxd
# · · · # Dx1 (A.1)

on a disc with one (outgoing) end. The boundary conditions of this operator carry a Spin structure
from the above considerations, and the fact that the Lagrangian L is graded implies that if we
trivialise the associated vector bundle over the disc on whose sections it acts, then this operator
is homotopic, through the space of Fredholm operators, to Dx0 . Up to homotopy, the choice to
be made is a deformation of the boundary conditions to those of the operator Dx0 ; there are
two such choices, corresponding to the fact that the fundamental group of the space of based
paths on the Grassmannian of Lagrangians is isomorphic to Z2. Each of these choices induces
an isomorphism in Eq. (2.13) and we fix the isotopy to be the one whose associated family of
boundary conditions carries a Spin structure which restricts, at both ends, to those just fixed for
Λx0 and for the boundary conditions of the glued operator in Eq. (A.1).

Exactly the same construction yields orientations for the moduli spaces of half-discs with
boundary on L and Q, which were used in Section 2.4 to construct a map from the wrapped
Floer complex to the algebra of chains on the based loop space.

However, the part of this argument relying on the uniqueness of the Spin structure on the
pullback of Eb fails for a general Riemann surface which is not contractible. Nonetheless, a Spin
structure on the restriction of this pullback to a subset whose inclusion induces an isomorphism
on cohomology is equivalent to such a structure on the entire surface. We already used this
idea in Section 3.1 when constructing the differential computing a twisted version of symplectic
cohomology. We shall implement it more generally for half-cylinders and annuli: Let y be an
orbit and let x = {x1, . . . , xd} be chords with endpoints on L:

Lemma A.2. A choice of relative Spin structure on Q induces an orientation of the moduli
spaces R1(y) relative to oy ⊗ κb

y (see Eq. (3.14)). Choices of (i) a Spin structure on y∗(Eb),
(ii) a relative Spin structures on L and on the chords xk as in (2.5), and (iii) orientations on the
abstract moduli spaces induce orientations of the moduli spaces R1

d(y; x) and C−
d1

(x1) relative
to oxd

⊗ · · ·ox1 .

Proof. We shall omit the easier case of R1(y), and focus on the key point in the other two cases:
producing from the above data an orientation of the determinant line of the operator obtained
by gluing the operators associated to the inputs and outputs to the linearised Cauchy–Riemann
operator at a given element of the moduli space.

We first consider an element of R1
d(y; x), i.e. a map

u :S → M
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from a disc with an interior (negative) puncture converging to y and d boundary (positive) punc-
tures converging to the chords listed in the sequence x . We may glue the operator Dxk

at the kth
incoming puncture to the linearisation Du of the ∂ operator at u, and obtain a glued operator

Du # Dxd
# · · · # Dx1 (A.2)

on a disc T with one interior marked point. Letting λ stand for the top exterior power of a vector
space, the determinant line of this operator is naturally isomorphic to

det(Du) ⊗ oxd
⊗ · · · ⊗ ox1

∼= λ(Rd)−1 ⊗ λ
(

R1
d(y; x)

) ⊗ oxd
⊗ · · · ⊗ ox1 . (A.3)

The pullback of Eb under u defines a vector bundle over T . A Spin structure on this vector
bundle is induced by a Spin structure on y∗(Eb) since the inclusion of a neighbourhood of the
boundary puncture is homotopy equivalent to T . Using Lemma A.1, we obtain a Spin structure
on the boundary conditions of the glued operator (A.2). We can now use standard results (e.g.
[14, Proposition 11.13]) to produce a natural isomorphism

det(Du # Dxd
# · · · # Dx1)

∼= oy ⊗ λ(T L). (A.4)

Note that κb
y does not appear in this equation even though we asserted that the moduli space was

oriented relative oy ⊗ κb
y : this is because a trivialisation of κb

y , i.e. a Spin structure on y∗(Eb),
was already used to produce this isomorphism, and changing the Spin structure will change the
isomorphism by a sign.

Combining this isomorphism with that of Eq. (A.3) gives the desired (relative) orientation of
R1

d(y; x).
We shall now reduce the case of annuli to that of punctured discs: so we consider a map

u :S → M

representing an element of C−
d1

(x1). In particular, we may glue the operator Dxk
at the kth incom-

ing puncture to the linearisation Du of the ∂ operator at u, and obtain a glued operator DS̄ on
an annulus S̄ with one boundary component free of marked points and punctures, and the other
carrying one marked point.

At this stage, we let the modular parameter of S̄ go to infinity, and obtain a degeneration of S̄

into two discs T1 and T2 each carrying exactly one puncture which lies in the interior (the surface
appearing on the right in Fig. 7 shows the corresponding degeneration if we add a puncture to
one of the two discs). Choosing a deformation of the Cauchy–Riemann operator along this path
of conformal structures on the annulus (and keeping the boundary conditions unchanged) we
obtain an isomorphism

det(DS̄) ∼= det(DT1) ⊗ det(DT2). (A.5)

The pullback of Eb under u deforms to vector bundles E1 and E2 on the manifolds T̄1 and T̄2
obtained by adding a circle at infinity along the interior end of T1 and T2, and the restrictions
of the two vector bundles to the circle at infinity are naturally isomorphic. Using Lemma A.1,
a choice of Spin structure on the restriction of E1 (and hence E2) to this circle induces a Spin
structure on the boundary conditions of the operators DT and DT , and hence, as in the above
1 2
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discussion in the case u ∈ R1
d(y; x), an orientation of det(DT1) and det(DT2), relative to the

tangent spaces of Q and L.
While the individual orientations on det(DT1) and det(DT2) depend on this additional choice,

changing the Spin structure on the restriction of E1 to this circle reverses both orientations. In
particular, an orientation on det(DS̄) is canonically determined, via Eq. (A.5), by the data listed
in the statement of the lemma. �
Remark A.3. Having used the data introduced in Sections 2.1 and 3.1 to orient all the moduli
spaces which appear in this paper, one might expect that we continue with a sign analysis ver-
ifying that the sign conventions in [3] are still valid in the twisted setting we consider. This is
rendered unnecessary by the following fact: say u1 and u2 are elements of some moduli spaces
X1 and X2 of holomorphic curves which can be glued to form a broken curve u = u1 # u2 in the
boundary of another moduli space X . The signs appearing in Floer theory come from (1) Koszul
signs which are introduced when rearranging the tensor product of the isomorphisms which give
relative orientations of the tangent spaces Tu1 X1 and Tu2 X2 (e.g. Eq. (2.26)) to yield the iso-
morphism giving the relative orientation of TuX and (2) any remaining difference in orientation
between the natural orientation of a product and that of a boundary.

In the twisted case, all our constructions of orientations use the pullbacks u∗
1(Eb), u∗

2(Eb), and
u∗(Eb) to reduce to the case of Spin boundary conditions. Since there is a natural isomorphism
between u∗(Eb) and the result of gluing u∗

1(Eb) and u∗
2(Eb), no new sign arises because of

differences between product and boundary orientations.
At the same time, the choice of Spin structure on a pullback of Eb appears as a new factor in

the formula for the relative orientation of a moduli space (see e.g. κb
y in Eq. (3.14)). These are

naturally graded in degree 0 since they do not change the degree of the corresponding generator of
symplectic cohomology. In particular, they can be permuted freely in expressions like Eq. (2.26)
without the appearance of any new sign.

Our final remark in this section concerns the sign conventions in [1] which need to be corrected
in order for Proposition 1.4 to be valid:

Remark A.4. Abbondandolo and Schwarz define symplectic cohomology with Z coefficients by
implementing the coherent orientations of [7] in the setting of cotangent bundles. They choose
trivialisations x∗(T T ∗Q) for each Hamiltonian chord x, which they require to be induced by a
trivialisation of the vertical distribution by complexifying, i.e. the vertical distribution is mapped
to iRn ⊂ C

n. Their trivialisations lie in the same homotopy class as those we alluded to in
Section 3.1, and which are induced by a complex form on T T ∗Q obtained by complexifying
a real volume form on Q: this is true essentially because the vertical distribution has constant
phase with respect to such a volume form. In order to obtain a chain map relating Floer and Morse
theory, the solution is quite simple: either twist the contribution of each cylinder to the differential
in Hamiltonian Floer cohomology by a sign which vanishes if and only if the trivialisation of the
vertical sub-bundle fixed at both ends extends to the cylinder, or twist the Morse homology of the
loop space by a local system. The first solution recovers a Hamiltonian Floer homology group
canonically isomorphic to our twisted symplectic cohomology group SH ∗

b (T ∗Q).
In order to understand why the untwisted version of the construction in [1] agrees with our

untwisted symplectic cohomology group, we briefly discuss orientations. Given a solution u

to Floer’s equation (3.3) with asymptotic conditions at orbits x and y, there is, up to homotopy,
a unique trivialisation of u∗(T T ∗Q) which agrees with the trivialisations fixed at the end. Having
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Fig. 9. Adams’ family of paths on the simplex.

linearised the problem, the theory of coherent orientations developed by Floer and Hofer in [7] is
then used in [1] to associate signs to each cylinder. To conclude the desired isomorphism, use the
essential uniqueness of coherent orientations (e.g. [7, Theorem 12]) to work with the following
conventions which are close to that used in Section 3.1: choose for each chord y an orientation
on the determinant line of some Cauchy–Riemann operator Dy on the plane which agrees with
the linearisation of Eq. (3.3) with asymptotic condition y at infinity in the chosen trivialisation
(i.e. trivialise the free abelian group |oy | appearing in Eq. (3.4)). Gluing this operator to linear
Cauchy–Riemann operators on cylinders, we obtain coherent orientations as in [7], proving that
the Hamiltonian Floer homology group in [1] is isomorphic to our symplectic cohomology group
for trivial background class.

Appendix B. Hitting the fundamental class

In the setting of simplicial sets, Goodwillie constructed an isomorphism between the
Hochschild homology of the chains of the based loop space and the homology of the free loop
space. As noted in the introduction, this leads us to the expectation that the map defined in Sec-
tion 4.2 is a quasi-isomorphism. However, we prefer to avoid delving into a comparison theorem
between simplicial sets and the non-standard cubical models for homology used in this paper.
Instead, by factoring the inclusion of H∗(Q) in H∗(LQ) through Hochschild homology, we shall
prove the following result, which is all that is required:

Lemma B.1. The fundamental class of Q lies in the image of H ∗(G).

Giving an explicit model for the maps introduced by Adams in [4], we define

ak−1 : [0,1]k−1 → Ω[0],[k]�k,

ak−1(t1, . . . , tk−2, tk−1)(s) =

⎧⎪⎪⎨
⎪⎪⎩

(1, s,0, . . . ,0,0), 0 � s � t1,

(1, t1, s − t1, . . . ,0,0), t1 � s � t1 + t2,

· · · · · ·
(1, t1, t2, . . . , tk−1, s − ∑k−1

j=1 tj ),
∑k−1

j=1 tj � s � 1 + ∑k−1
j=1 tj .

The reader unfamiliar with the intuition behind these formulae should consult Fig. 9.
Recall that a simplicial triangulation of Q is a triangulation in which the vertices are totally

ordered, and such that every cell may be uniquely represented by a sequence of vertices which is
increasing with respect to this order. Let us pick a subdivision of Q into simplices by collapsing
a maximal tree from a simplicial triangulation, and write q for the unique resulting vertex. In
particular, every k-cell of this subdivision is still uniquely determined by an increasing sequence
of the vertices of the original triangulation. Every such cell U = [u0, . . . , uk] determines a map
σU :�k → Q, and hence a cubical chain in the based loop space:
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Fig. 10. Contracting the concatenation of Adams’ family of paths to the base point.

τU : [0,1]k−1 → ΩqQ, (B.1)

τU ≡ σU ◦ ak−1. (B.2)

More generally, we shall consider sequences which become increasing after a cyclic reordering:
given such a reordering U ′ = [ui, . . . , uk, u0, . . . , ui−1] of U , we obtain a different map τU ′ by
composing σU ◦ ak−1 with the automorphism of the simplex that cyclically reorders the vertices.

Adams essentially observed that these chains satisfy the following inductive relation:

∂τU =
∑

0<j<k

(−1)j τU −{uj } +
∑

U1=[u0,...,ur ]
U2=[ur ,...,uk]

μP
2(τU1, τU2). (B.3)

Given an integer r between 0 and k, we obtain a family of loops in �k based at [0] by concatenat-
ing (1) the composition of ar−1 with the inclusion of the face [0, . . . , r] and (2) the composition
of ak−r with the face [r, . . . , k,0]. Omitting the inclusion of faces from the notation, we consider
a contraction of this family of loops to the base point

ck
r : [0,1]k → Ω[0]�k, (B.4)

ck
r (t1, . . . , tk) = tk(1,0, . . . ,0) + (1 − tk)

(
ar−1(t1, . . . , tr−1) · ak−r (tr , . . . , tk−1)

)
. (B.5)

Fig. 10 shows the restriction of c1
2 to t2 = 0,1/2.

This construction defines families of loops parametrised by appropriate pairs of cells in a
simplicial triangulation. Explicitly, given two cells U1 = [u0, . . . , ur ] and U2 = [ur, . . . , uk, u0]
with r is an integer between 0 and k such that [u0, . . . , uk] is a cell in Q, we write

U1 ∧ U2 = [u0, . . . , uk], (B.6)

and define a cubical chain in the loop space

π(U1,U2) : [0,1]k → ΩqQ, (B.7)

π(U1,U2) ≡ σU1∧U2 ◦ ck
r . (B.8)

Given a triple V 1, V 2, and V 3 whose initial and final vertices agree cyclically, we may similarly
construct a family of loops

π(V 1,V 2,V 3) : [0,1]k−1 → ΩqQ
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by concatenating the paths associated to the three cells, and using the last coordinate to contract
to the starting point of V 1. Again, we note that these maps make sense even if we cyclically
reorder the vertices.

We desire a formula for the boundary of π(U1,U2) which is analogous to Eq. (B.3) for the
chains τU . If k = 1, the chain π[u0,u1],[u1,u0] is one-dimensional, and corresponds to the family of
paths which start at u0, move along the edge [u0, u1], then turn back towards u0. The boundary
consists of the constant path at u0 and the concatenation of the paths from u0 to u1 and back. We
conclude that

∂π[u0,u1],[u1,u0] = [u0] − τ[u0,u1] · τ[u1,u0]. (B.9)

If k � 2, the boundaries of the cubical chains π(U1,U2) are given by:

∂πU1,U2 = (−1)k−r+1μ2(τU2, τU1) +
∑

0<j<r

(−1)jπU1−{uj },U2 +
∑

r<j�k

(−1)j+1πU1,U2−{uj }

+
∑

V 1=[u0,...,uj ]
V 2=[uj ,...,ur ]

(−1)j+1π(V 1,V 2,U2) +
∑

V 2=[ur ,...,uj ]
V 3=[uj ,...,u0]

(−1)r+j+1π(U1,V 2,V 3). (B.10)

The first term comes from the boundary facet tk = 0 in Eq. (B.5), and the remaining terms are
essentially a consequence of Eq. (B.3) which describes the boundaries of the chains that Adams
constructed.

Given a cell U = [u0, . . . , uk], we consider the element T (σU ) of the cyclic bar complex of
C−∗(ΩqQ) given by the sum

∑
0�j1<j2<···<jd�k

(−1)d+j1(k+1)+jd τUd
⊗ · · · ⊗ τU1

+
∑

0�j1<j2�k

(−1)j1k+j1+j2+1π(U1,U2) + (−1)(j2+1)(k+1)−j1π(U2,U1) (B.11)

where Ui = [uji
, . . . , uji+1 ] if i �= d and Ud = [ujd

, . . . , uk, u0, . . . , uj1]. In particular, all the
cells respect the original order, except possibly for Ud in the first line, and U2 in the second.

Lemma B.2. Eq. (B.11) defines a chain map

T :C−∗(Q) → CC∗(C−∗ΩqQ), (B.12)

σU 
→ T (σU ). (B.13)

Sketch of proof. We shall explain the proof ignoring signs. First, note that the boundary of
τUd

⊗ · · · ⊗ τU1
in the cyclic bar complex is given by

d∑
τUd

⊗ · · · ⊗ μ1(τUi
) ⊗ · · · ⊗ τU1
i=1
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+
d−1∑
i=1

τUd
⊗ · · · ⊗ μ2(τUi

, τUi+1
) ⊗ · · · ⊗ τU1

+ μ2(τU1
, τUd

) ⊗ τUd−1
⊗ · · · ⊗ τU2

.

(B.14)

We claim that the sum of these expressions over all possible sequences U1, . . . ,Ud where the
last element of Ui agrees with the first element of Ui+1 is equal to the sum of those terms in
T (∂σU ) consisting of words of length greater than 1. To see this, we first note that, if d > 2,
we can form a new sequence by applying the operation of Eq. (B.6) to two successive elements.
Using Eq. (B.3), we find that

τUd
⊗ · · · ⊗ μ1(τUi∧Ui+1

) ⊗ · · · ⊗ τU1

contributes exactly one term which cancels with

τUd
⊗ · · · ⊗ μ2(τUi

, τUi+1
) ⊗ · · · ⊗ τU1

.

Similarly, the last term in Eq. (B.14) cancels with one of the terms in

μ1(τUd∧U1
) ⊗ · · · ⊗ τU2

.

The remaining terms are obtained by applying Eq. (B.3) to the first sum in Eq. (B.14) yielding:

d∑
i=1

τUd
⊗ · · · ⊗ τUi−{ui

j } ⊗ · · · ⊗ τU1
.

Taking this sum over all sequences U1, . . . ,Ud where d � 2 gives the sum of all terms in T (∂σU )

whose length is greater than 2.
To complete the proof, we must show that

∑
U1,U2

μ2(τU2, τU1) + μ2(τU1, τU2) + ∂π(U1,U2) + ∂π(U2,U1)

cancels with the component of T (∂σU ) consisting of words of length 1 in the cyclic bar complex;
the first two terms above cancel with the first terms in Eq. (B.10) applied to ∂π(U1,U2) and
∂π(U2,U1), the second two terms in Eq. (B.10) are exactly those cancelling with T (∂σU ), while
the last two terms in Eq. (B.10) cancel each other after taking the sum over all choices of U1
and U2. �

The final result needed for the proof of Lemma B.1 is:

Lemma B.3. The composition

C−∗(Q)
T−→ CC∗(C−∗ΩqQ)

G−→ CL−∗(LQ) (B.15)

is homotopic to the map induced by the inclusion of constant loops in the free loop space.
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Sketch of proof. Recall that the map G vanishes on all words in the cyclic bar complex of length
greater than 2; in particular, it suffices to consider the components of T consisting of words of
length 1 and 2. By construction, the image of a cell σU under the composition G ◦ T is a sum
of cubical chains all of which may be written as the composition of a map to �k with σU . As
this simplex is contractible, we may contract every such chain to a constant loop at its base
point. Whenever the base point of a loop lies on a boundary facet, we can moreover choose the
contraction of a cell to be an extension of one chosen on the boundary. We conclude that G ◦ T

is homotopic to

ι∗ ◦ ev∗ ◦G ◦ T

where ev∗ is the evaluation from the chains of the based loop space to the chains on Q, and ι∗ is
the inclusion of constant loops.

Since G agrees on words of length 1 with the map induced by the inclusion from constant to
based loops, we find that

ev∗(πU1,U2)

has image a point, and hence vanishes whenever the dimension of Q is greater than 0 because we
are working with normalised chains. Similarly, as soon as the dimension of U2 is greater than 1,
we have

ev∗(τU2
⊗ τU1

) = 0

because the corresponding cubical chain factors through projection to a cube of dimension
dim(U1). By inspecting Eq. (B.11), we find that the only case where U2 has dimension 1 corre-
sponds to

U2 = [k,0] and U1 = [0, . . . , k].

The reader can now easily check that the base points of G(τ[k,0] ⊗ τ[0,...,k]) cover the cell
[0, . . . , k] with multiplicity one. �
Appendix C. A convenient quotient of cubical chains

Given a topological space X, we consider a model for the space of chains which is not stan-
dard, and has the convenience of making some of the formulae in the paper relatively simple; in
particular, if we were to use the usual cubical chains, the definition of the map G in Section 4.2
would be require non-vanishing terms coming from longer words in the cyclic bar complex. The
purpose of this section is to construct this model and prove that it is chain equivalent to the usual
cubical chains. In the simplicial theory, analogous results are known, though they are usually
proved using different techniques (see, for example [5]).

Recall that the cubical chain complex is the free abelian group generated by maps of cubes to
X modulo those which factor through the projection to a factor:

Ci(X) = Z[Map([0,1]i ,X)]
.

Z[degenerate maps]



936 M. Abouzaid / Advances in Mathematics 228 (2011) 894–939
The differential is given by the formula

∂σ =
i∑

k=1

∑
ε=0,1

∂k,εσ =
i∑

k=1

∑
ε=0,1

(−1)k+εσ ◦ δk,ε (C.1)

where δk,ε is the inclusion of the face where the kth coordinate is constant and equal to ε.

Definition C.1. We say that a pair σ1 and σ2 of generators of the same dimension fit together if

σ1 ◦ δi,1 = σ2 ◦ δi,0.

In this case, given a map f : [0,1]i−1 → [0,1] such that

f −1(0) ⊂ {
(t1, . . . , ti−1)

∣∣ σ1(t1, . . . , ti−1, ti) is independent of ti
}
, (C.2)

f −1(1) ⊂ {
(t1, . . . , ti−1)

∣∣ σ2(t1, . . . , ti−1, ti) is independent of ti
}

(C.3)

we define

σ1 #f σ2 : [0,1]i → X, (C.4)

(t1, . . . , ti−1, ti) 
→
⎧⎨
⎩

σ1(t1, . . . , ti−1,
ti

f (t1,...,ti−1)
) if ti � f (t1, . . . , ti−1),

σ2(t1, . . . , ti−1,
ti−f (t1,...,ti−1)

1−f (t1,...,ti−1)
) otherwise.

(C.5)

Note that whenever f (t1, . . . , ti−1) vanishes or is equal to 1, σ1 #f σ2 is still well-defined and
continuous at (t1, . . . , ti−1,0) or at (t1, . . . , ti−1,1).

The easiest way to produce cubical chains that fit together is to start with a cubical chain σ

and an arbitrary map f : [0,1]i−1 → [0,1]. The graph of f splits the cube [0,1]i into two halves,
which one may think of as 2 families of intervals of varying length parametrised by a cube of
dimension i − 1. There is a canonical way of mapping [0,1]i to each of these halves, using the
identity in the first i −1 factors and “shrinking” the last coordinate to have the appropriate length.
By composing this map with the restriction of σ to each half we obtain two chains

σ
f

1 (t1, . . . , ti−1, ti) = σ
(
t1, . . . , ti−1, f (t1, . . . , ti−1)ti

)
,

σ
f

2 (t1, . . . , ti−1, ti) = σ
(
t1, . . . , ti−1, f (t1, . . . , ti−1) + (

1 − f (t1, . . . , ti−1)
)
ti
)

which indeed fit together.

Lemma C.2. The subgroup

D�∗ (X) =
⊕

σ1 + σ2 − σ1 #f σ2, (C.6)

where the direct sum is taken over all chains which fit together, is a contractible subcomplex
of C∗(X).



M. Abouzaid / Advances in Mathematics 228 (2011) 894–939 937
Proof. An easy computation shows that the map

(σ,f ) 
→ σ − σ
f

1 − σ
f

2 (C.7)

is a surjection from the chain complex generated by pairs (σ,f ) with differential

∂�(σ,f ) =
i−1∑
k=1

∑
ε=0,1

(−1)k+ε(σ ◦ δk,ε, f ◦ δk,ε)

to D�∗ (X).
To prove acyclicity, we consider the map

�i+1 : [0,1]i+1 → [0,1]i , (C.8)

(t1, . . . , ti−1, ti , ti+1) 
→
{

(t1, . . . , ti−1, ti + ti+1) if ti + ti+1 � 1,

(t1, . . . , ti−1,1) otherwise,
(C.9)

which is the identity on the first i − 1 factors, and projects the last two factors onto an interval.
Since the terms corresponding to k = i are missing from this differential, the assignment

�(σ,f ) = (−1)i(σ ◦ �i+1, f ◦ �i )

defines a null homotopy of the complex generated by pairs (σ,f ). To check this, one computes
that ∂k,ε commutes with � whenever k � i − 1, and that

∂i,0(σ ◦ �i+1, f ◦ �i ) = (−1)i(σ, f ),

∂i,1(σ ◦ �i+1, f ◦ �i ) = 0.

Moreover, an easy computation shows that the kernel of the surjection (C.7) is preserved by �,
which implies that D�∗ (X) is indeed contractible. �

We also consider the subgroup of C∗(X)

D
�

i (X) =
⊕
σ

1�k<i

σ + σ ◦ φk (C.10)

with σ is cubical chain of dimension i and φk is the self-homeomorphism of [0,1]i given by
transposing the kth and (k + 1)st factors. Using the fact that

∂k,εσ + ∂k+1,εσ ◦ φk = 0 (C.11)

it is easy to check that D�∗ (X) is a subcomplex.

Lemma C.3. D�(X) is a contractible subcomplex of C∗(X).
∗
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Proof. We define a chain complex generated by a cubical cell σ and a transposition φk , with
differential

(σ,φk) 
→
1∑

ε=0

(∑
j<k

(−1)j+ε(σ ◦ δj,ε, φk−1) +
∑

k+1<i

(−1)j+ε(σ ◦ δj,ε, φk)

)
. (C.12)

Consider the map

� : [0,1]2 × [0,1] → [0,1]2,

(t1, t2, t3) 
→
(

1

2
+ (1 − t3)

(
t1 − 1

2

)
,

1

2
+ (1 − t3)

(
t2 − 1

2

))

which gives a homotopy between the identity and the constant map at ( 1
2 , 1

2 ); given a pair of
positive integers k and i such that 1 � k � i, we write

�k : [0,1]i+1 = [0,1]i × [0,1] → [0,1]i

for the map which is the identity except on the kth, (k + 1)st, and last factor, where it is given
by �. A short computation shows that the map

(σ,φk) 
→ (−1)i+1(σ ◦ �k, φk) (C.13)

defines a null homotopy of the differential (C.12). The key point is that

σ ◦ �k ◦ δi+1,0 = σ,

σ ◦ �k ◦ δi+1,1 = 0

while composition with �k commutes with the other terms of the differential in Eq. (C.12).
Moreover, using Eq. (C.11), we find that the formula

(σ,φk) 
→ σ + σ ◦ φk

defines a chain map which surjects to D�∗ (X), and whose kernel is preserved by the null homo-
topy. �
Corollary C.4. The natural map from the set of cubical chains to the quotient

CL∗ (X) = C∗(X)

D
�∗ (X) + D

�∗ (X)
(C.14)

is a quasi-isomorphism.
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