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Summary

We report a study of the structural dynamics of viral

capsids, simulated on a microsecond timescale, by
employing a coarse-graining molecular dynamics

method. The method was calibrated against an all-
atom simulation of one complete virus. Among the

studied capsids, some collapsed rapidly, while others
were found to be stable. Interlocking between coat

proteins is found to be a key factor determining the
stability of the capsids.

Introduction

Viral capsids are multiprotein assemblies that serve as
shells for the genetic material and replicative machinery
of viruses (Fields et al., 1996; Flint et al., 2004; Levine,
1991; Bamford et al., 2005). Viral capsids vary in shape,
composition, and size but are always built from multiple
copies of a few distinct proteins (sometimes a single
protein), usually arranged in a symmetrical fashion.
Many viral capsids are icosahedral, in which case the
capsid is formed by repeated tiling of an asymmetric
unit (made of one or several proteins) on the faces of
the icosahedron. Icosahedral capsids are classified by
their T-number (Caspar and Klug, 1962), which is the
number of identical protein conformations found in a
single asymmetric unit.

One of the most important roles of a capsid is to pro-
tect its contents, but the capsid also needs to become
unstable to release the virulence factors into the host
cell. Thus, the stability of the capsid and the transitions
between stable and unstable structures are key issues in
the life cycle of a virus. Many viral capsids are known
structurally (see, for example, the VIPER database;
Shepherd et al., 2006), and recent advances in cryo-
electron microscopy (Lander et al., 2006; Jiang et al.,
2006) have made it possible to visualize nonsymmetric
elements of capsids. However, a static structure does
not reveal dynamical properties. Unfortunately, in exper-
iments studying capsid dynamics in real time, the spatial
and temporal resolution are usually too low to distin-
guish movements of individual capsid proteins.

Advances in numerical computations have made it
possible to simulate parts of viruses (Phelps et al.,
2000; Reddy et al., 1998; Perryman et al., 2004; Speel-
man et al., 2001) and, recently, even a complete virus

*Correspondence: kschulte@ks.uiuc.edu
(Freddolino et al., 2006), with single-atom resolution.
All-atom modeling is currently limited to a 10 nm size
and a nanosecond duration. However, the size of most
viral capsids is much larger than 10 nm, and structural
transitions of interest occur on millisecond (or longer)
timescales. Thus, there is a need to develop a new com-
putational technique that allows one to cover the re-
quired length and timescales. An analogous mismatch
between computational capabilities and in vivo length
and timescales is also found in many other macromolec-
ular assemblies of biological interest, e.g., the cytoskel-
eton, motor proteins, and bacterial flagella.

A general approach to overcome the spatial and time-
scale limitations in computational modeling is to reduce
the number of degrees of freedom covered in a simula-
tion. One has to both identify the ‘‘important’’ degrees of
freedom and derive the equations determining the evo-
lution of the system when only these are taken into ac-
count. Such an approach allows one to describe larger
systems over longer time intervals, but this comes at
the cost of reduced accuracy. One solution involves
so-called ‘‘coarse graining’’ and has been recently ap-
plied to the study of viral capsids (Rader et al., 2005;
Tama and Brooks, 2005; Tama et al., 2004; Konecny
et al., 2006; LaMarque et al., 2004; Zhang et al., 2004;
Arsuaga et al., 2002), ribosomes (Wang et al., 2004; Tryl-
ska et al., 2005), individual protein chains (Tozzini, 2005;
Tozzini and McCammon, 2005; Bahar et al., 1997), and
actin filaments (Chu and Voth, 2005), as well as lipid
and protein-lipid aggregates (Shelley et al., 2001;
Marrink et al., 2004; Bond and Sansom, 2006). Building
upon these advances, as well as our own experience
in simulations of a virus (Freddolino et al., 2006) and
coarse graining of proteins and lipids (Shih et al.,
2006a, 2006b), we have developed a new, to our knowl-
edge, coarse-grained (CG) molecular dynamics (MD)
method and have applied it to the study of the structural
dynamics of several icosahedral viral capsids.

Due to the computational challenges posed by viral
systems, most simulations performed so far are of
a small section of a capsid with icosahedral symmetry
imposed (Phelps et al., 2000; Speelman et al., 2001)
and, thus, are not applicable to the study of large-scale
intersubunit motions. Previous coarse-graining efforts
on virus capsids (Rader et al., 2005; Tama and Brooks,
2005; Konecny et al., 2006) have focused on reproduc-
ing very special properties of the systems, but they did
not simulate long-term viral dynamics. The work of
Zhang et al. (2004) involved an electrostatic calculation
with only the nucleic acid coarse grained (and only
then because the complete structure was missing),
whereas Tama and Brooks (2005) and Rader et al.
(2005), although addressing interesting issues of the
flexibility of viral capsids or the maturation of the bacte-
riophage HK97 capsid, have used elastic network mod-
eling rather than true CG dynamics and, thus, were only
able to illustrate normal modes and interpolate between
existing structures, rather than simulate dynamics.

The CG model presented here overcomes the limita-
tions of previous approaches used in CG simulations
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Table 1. Simulated Systems

Simulation

Name Description (Reference; PDBcode) T/Np
assym NCG/Dmax

Dt

(fs)

tsim

(ms) Result

simSTMV STMV capsid (Larson et al., 1998; 1A34) 1/1 675/18 nm 250 5 Collapse

simSTMVfull FullSTMV virion (Larson et al., 1998; 1A34) 1/1 892/18 nm 200 5 Stable

simSPMV SPMV capsid (Ban and McPherson, 1995; 1STM) 1/1 600/17 nm 250 25 Collapse

simSTNV STNV capsid (Jones and Liljas, 1984; 2BUK) 1/1 852/20 nm 250 7 Collapse

simBMV BMV capsid (Lucas et al., 2002; 1JS9) 3/3 2,541/28 nm 170 5 Stable

simBMVcut BMV capsid, N-terminal tails cut away (Lucas et al., 2002) 3/3 1,929/28 nm 200 5 Collapse

simPV Poliovirus capsid (1HXS) 1/4 4,518/33 nm 170 11 Stable

simB174 Bacteriophage fX174 procapsid (Dokland et al., 1999; 1CD3) 1/7 6,006/36 nm 200 5 Stable

simRV Reovirus core (Reinisch et al., 2000; 1EJ6) 1/8 20,883/75 nm 120 1.5 Stable

The names of simulations are given in the left column. ‘‘T’’ is the T-number for an icosahedral capsid, ‘‘Np
assym’’ is the number of proteins per

asymmetric unit of a capsid, ‘‘NCG’’ is the number of CG particles used to simulate a given system, ‘‘Dmax’’ is the maximum diameter of a capsid

in all-atom representation, ‘‘Dt’’ is the time step used, and ‘‘tsim’’ is the total simulation time.
of viruses by employing a flexible algorithm for repre-
senting the system with a very small number of CG par-
ticles, and then by using a true dynamical description of
the CG system. In this model, the shape of a protein is
reproduced by several point masses (about 200 atoms
are represented by a single particle), which interact
through effective potentials. This level of coarse graining
allows us to reach the microsecond timescale. The CG
simulations of the viral capsids reveal a range of flexibil-
ity among the studied systems; for example, some of the
capsids collapse when simulated without their genetic
material. The simulations provide a wealth of previously
unavailable information on the dynamics of viral capsids
and appear to generate realistic insight, as our results
agree well with the data from all-atom simulations of
a complete virus (Freddolino et al., 2006).

There are many macromolecular systems other than
the viral capsids whose dynamical properties remain
largely unknown which could be investigated by CG
techniques. Our CG method has been developed in a
general form, such that it can be applied readily to other
systems, provided that the structure of the studied
complex is available.

Results and Discussion

We have studied the stability of several viral capsids by
employing a novel, to our knowledge, CG MD method
(see Experimental Procedures). The diameters of the
simulated capsids were in the range of 10–100 nm;
the dynamics was investigated over time intervals of
1.5–25 ms.

Simulated Systems
The investigated systems are listed in Table 1. All struc-
tures were obtained from the VIPER database (Shep-
herd et al., 2006; Natarajan et al., 2005) and were coarse
grained as described in Experimental Procedures (the
satellite tobacco mosaic virus RNA structure [Larson
et al., 1998; Larson and McPherson, 2001] was taken
from the model used in our previous all-atom simulation
of this virus, as described in Freddolino et al. [2006]). The
CG scheme is illustrated in Figure 1. In the CG model, the
unit proteins are represented by CG beads, with an aver-
age ratio of 200 atoms per bead; thus, the shape of the
protein is roughly preserved, and the CG subunits be-
have as elastic objects, with Coulombic and Lennard-
Jones-like interactions between the separate subunits
(see Experimental Procedures).

The choice of the viruses for the study was made on
the basis of structure availability and potential interest
in terms of capsid stability. First, we chose the three sat-
ellite plant viruses (STMV) (Dodds, 1998; Larson et al.,
1998; Routh et al., 1995), the satellite panicum mosaic
virus (SPMV) (Ban and McPherson, 1995; Day et al.,
1994), and the satellite tobacco necrosis virus (STNV)
(Jones and Liljas, 1984; Liljas et al., 1982). These are
small (w20 nm in diameter) viruses, each consisting of
a short (w1000 nucleotides) RNA genome packed inside
a T=1 capsid composed of 60 identical proteins (Ban
et al., 1995). They produce no infection on their own,
but rely on the preinfection of a plant by their respective
helper viruses (Francki, 1985; Valverde et al., 1991). The
complete virions of STMV, SPMV, and STNV are very
stable structures; however, the empty capsids have
not ever been observed. This suggests that these
capsids are unable to maintain their shape without the
support of the RNA core, although this has not been
proven. We found that all three capsids collapsed, fol-
lowing pathways similar to the one observed for STMV
in the all-atom simulations (Freddolino et al., 2006).

Our next choice was the brome mosaic virus (BMV)
(Lucas et al., 2001, 2002), a T=3 plant RNA virus
w28 nm in diameter that is composed of 180 identical
protein units, with 60 units in each of the 3 distinct
conformations. Empty BMV capsids are not observed
in vivo (although they have been created in vitro), and
the unit proteins seem to interact weakly with each other
(Lucas et al., 2002). Numerous experiments illustrated
that BMV disassembly is a multistep process culminat-
ing in cleavage of the N-terminal tails of the capsid pro-
teins (Larson et al., 2005; Lucas et al., 2001; Cuillel et al.,
1981; Bancroft et al., 1967; Pfeiffer and Hirth, 1974), at
which point the capsid falls apart or restructures into
various possible conformations, including a T=1 form.
We simulated the BMV capsid and found that, even
without the RNA, it remained stable, although flexible.
To mimic the proteolytic cleavage, we built a CG model
of the BMV capsid with the N-terminal tails removed at
residue 57, in line with experimental observations on
the cleavage location (Lucas et al., 2002). In the resulting
simulation (simBMVcut), the capsid collapsed over a
period of 5 ms.

Finally, three larger and more complex assemblies
were simulated: the poliovirus capsid, the bacteriophage
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fX174 procapsid, and the reovirus core (an internal
capsid particle, or ICP). Poliovirus and reovirus infect
humans, whereas bacteriophage fX174 infects bacteria.

The poliovirus capsid (Miller et al., 1996; PDB code:
1HXS; Hogle et al., 1985, 1987; Wien et al., 1997; Filman
et al., 1989) is a T=1 icosahedron w33 nm in diameter
and is composed of 60 copies of 4 different polypep-
tides. Although infectious particles form only when the
RNA genome is packed in the capsid, empty capsids
can and do form in vivo (Flint et al., 2004). Therefore,
one expects that the empty poliovirus capsid taken
from the crystal structure of the virus is stable, but the
possibility of a serious rearrangement of unit proteins
to account for the lack of RNA cannot be excluded.

The bacteriophage fX174 procapsid (Dokland et al.,
1999) is a precursor particle formed during the assembly
of the virus. The procapsid includes the proteins that
form the mature capsid as well as additional proteins
forming the scaffold around the capsid; the scaffold pro-
teins leave the procapsid during and after the packing of
the single-stranded DNA genome, which leads to the
maturation of the particle and formation of an infectious
virion (Dokland et al., 1997; Uchiyama and Fane, 2005;
Ilag et al., 1995; McKenna et al., 1992, 1994). The bacte-
riophage fX174 procapsid is a T=1 icosahedron that is
w36 nm in diameter. It is built up of 4 proteins and con-
tains 60 copies of 3 of them and 240 copies of the fourth
(in 4 distinct conformations). As the procapsid forms on
its own and serves to facilitate genome packing, it is
expected to be stable.

The reovirus core (Reinisch et al., 2000) is one of the
largest viral structures available, and it is w75 nm in

Figure 1. Coarse-Graining Scheme

(A) Complete STMV particle in the CG representation (simulation

simSTMVfull). The capsid (gray) consists of 60 identical proteins;

5 proteins around the 5-fold symmetry axis are shown in various

colors. Part of the capsid is removed to demonstrate the RNA core

of the virus (red). The inset shows a unit protein of STMV in both

the all-atom and the CG (green) representations.

(B) The CG model of the reovirus core (partially open to show the

inside), the largest system simulated (simRV). The STMV particle

(upper left) is shown to scale for comparison. At the bottom, several

proteins (drawn to scale) from the reovirus core are presented

(all-atom versus CG, the coloring of the CG models corresponds

to the colors used in the snapshot of the full particle).
diameter; it is a T=1 structure composed of five different
proteins (Nibert et al., 1996). Altogether, 480 protein
units comprise the particle. This assembly represents
a biochemical machine performing the synthesis, modi-
fication, and export of the viral messenger RNA, and it is
known to be a stable particle (Fields, 1996).

CG simulations of the reovirus core, the bacterio-
phage fX174 procapsid, and the poliovirus capsid dem-
onstrated that these are indeed stable structures.

Comparison with All-Atom Studies

Previously, we reported the first, to our knowledge, all-
atom MD study of a complete virus (Freddolino et al.,
2006), STMV. Dynamics of the complete virus, the cap-
sid without the RNA, and the RNA core alone were sim-
ulated on a timescale of 10 ns, and we found that while
the complete STMV and the RNA core were stable, the
capsid without RNA collapsed rapidly. We compared
these data with the results of our CG simulations of the
same system to test the quality of our CG model (Figures
2 and 3 and Table 2; also see the Supplemental Data
available with this article online). Below we refer to the
capsid without the RNA as ‘‘empty capsid,’’ although
the capsid in its all-atom description is completely filled
with water (see Freddolino et al., 2006).

In Figure 2A, the radial distribution of mass of the
complete STMV particle is shown. The presented distri-
bution is an average over 100 snapshots of the system
(one snapshot per 0.1 ns) from the first 10 ns of either
the CG or all-atom simulation. The particle’s structure
and motion are slightly affected by the coarse graining,
as the peak of the protein mass distribution is higher
for the CG simulation, indicating that the STMV capsid
proteins are shifted to the periphery of the particle. How-
ever, the shapes of the CG and all-atom distributions are
similar, and for a significant part of the sampled radii the
distributions overlap closely. Most notably, the CG
distributions are essentially the same as the all-atom
ones in the vicinity of the capsid or RNA core edges, in-
cluding the part of the protein density that overlaps with
the RNA density (this protein density corresponds
mainly to the tails of the capsid monomers).

Figure 2. Comparison between Simulations of STMV in the All-Atom

and CG Representations

(A) Radial distribution of mass in the complete STMV particle. Mass

distribution of the protein is denoted by circles (CG) and squares (all-

atom); mass distribution of RNA is denoted by diamonds (CG) and

triangles (all-atom).

(B) Average radii, <r>, of the capsid as functions of time in the sim-

ulations of a complete STMV (circles for CG, squares for the all-

atom) and of an empty STMV capsid (upside-down triangles for

CG, right-side-up triangles for all-atom). The approximate outer

and inner edges of the capsid in the crystal structure are designated

by two gray, horizontal lines.
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Figure 3. Collapse of the Empty STMV Cap-

sid in the All-Atom and CG Simulations

The three snapshots on the top are from the

all-atom simulations (the simulation was

10 ns long), and the six on the bottom are

from the CG simulation. Coloring is according

to the distance from the center (red for the

closest, blue for the most distant), and the re-

gions of the capsid that are closest to the cut-

ting plane are drawn in gray. At the earliest

stage of the collapse (first 10 ns), in both

all-atom and CG simulations, two groups of

trimers on the opposite sides of a 2-fold

symmetry axis are shifting toward the center.

Further deformation of the capsid involves

significant movements of other parts of the

capsid (as the CG simulation suggests,

bottom row).
In Figure 2B, the average distance, <r>, between the
center of the STMV particle and the centers of mass of
the protein monomers is presented as a function of
time. For both the complete STMV and the empty cap-
sid, the difference between <r> in the CG or all-atom
simulations does not exceed 4 Å, which should be com-
pared to the thickness of the capsid (35 Å, denoted by
the gray lines in Figure 2B). The decrease of <r> in the
simulation of an empty capsid is due to the collapse
mentioned above. The radial root-mean-square devia-
tion (rmsd) and minimal distance, rmin, between the sub-
unit centers and the center of the capsid, presented in
Table 2, are also found to be in satisfactory agreement
between the two levels of description, given the resolu-
tion difference. The employed coarse-graining method
replaces an STMV unit protein by only 11 beads, which
by itself changes the distribution of mass to some ex-
tent. To take this into account, we present the values
of rmin for both the initial structures (t = 0, these are the
structures obtained after the minimization) and the

Table 2. Motions of the Subunits’ Centers of Mass in the All-Atom

and CG Simulations of STMV

Quantity

Complete,

All-Atom

Complete,

CG

Capsid,

All-Atom

Capsid,

CG

rmin (t = 0 ns) (Å) 67.6 65.8 68.2 66.0

rmin (t = 5 ns) (Å) 67.2 65.2 50.4 58.4

Radial rmsd

(t = 5 ns) (Å)

0.82 2.26 3.68 3.47

For each STMV protein unit, the distance between its center of mass

and the center of the particle is computed, and the rmsd of this value

is shown (radial rmsd), together with the minimal distance, rmin, at

times t = 0 and t = 5 ns. Average distances are shown in Figure 2B.
structures obtained after 5 ns of dynamics (Table 2,
also see Figure 2B for comparison of values of <r> at dif-
ferent points in time). One finds a 1–2 Å difference in <r>
and rmin between the CG and all-atom structures; the dif-
ference remains the same for the complete virus and in-
creases up to several Å for the empty capsid after sev-
eral nanoseconds. The radial rmsd in the case of the
complete virus is higher for the CG simulation, while
for the empty capsid this value is essentially the same
in both representations. Judging by the presented num-
bers, the dynamics of the CG structure follows the
trends observed for the all-atom structure, with devia-
tions of a few Å. As the radial rmsd values show, the mo-
bility of the protein subunits is somewhat overestimated
by the CG model, but the overall structural arrangement
remains the same.

Thus, it appears that the overall shape and size of the
complete virion are reproduced well with the CG model.
We also compare CG and all-atom results in a case in
which large-scale motions are involved—the collapsing
empty STMV capsid. As shown in Figure 3, the CG model
reproduces the pattern of the collapse and the timescale
on which it occurs. The all-atom simulation reveals that
the collapse involves a shifting of two trimers of unit pro-
teins toward the center of the capsid, the trimers being
located on opposite sides of a 2-fold symmetry axis
(top three snapshots in Figure 3). After a rapid initial shift
(first 5 ns), the trimers slow down, but they continue to
slide toward the center (5–10 ns). In three independent
all-atom simulations, it was found that the pattern of
the collapse is always the same, but the part of the ini-
tially symmetric capsid, where the collapse occurs, is
different. The same behavior was observed in three
CG simulations of the empty capsid: the collapse started
from the shifting of two trimers toward the center
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Figure 4. Dynamics of the Capsids

(A–G) The initial and final structures for each

simulation are shown (all particles are drawn

to scale). (A) The STMV capsid collapses

when simulated without RNA (simulation

simSTMV), but the full virion is stable

(simSTMVfull). (B and C) The SPMV and

STNV capsids collapse. (D) The BMV capsid

is highly flexible, but stable (simBMV); how-

ever, when the interlocking N-terminal tails

of the unit proteins are removed, the capsid

collapses (simBMVcut). (E–G) (E) The polio-

virus capsid, (F) the procapsid of the bacte-

riophage fX174, and the (G) reovirus core

are stable structures.
(central row in Figure 3), and in each simulation this hap-
pened at different locations on the capsid. Also, for the
CG and all-atom structures in Figure 3, the initial shifting
of trimers occurs at different spots on the capsid,
though the visual orientation in the two cases shown is
chosen such that the collapsing trimers are at the top.

With the CG model, one can simulate dynamics over
much longer times than is possible with an all-atom rep-
resentation. The longest CG simulation of the empty
STMV capsid covered 5 ms, and the results suggest a
possible scenario for the collapse after the first 10 ns.
The bottom row of snapshots in Figure 3 shows that af-
ter the initial shifting of trimers, the structure is generally
stable for tens of nanoseconds, but then other parts of
the capsid slide toward the center one after another;
the sliding events are separated by tens and hundreds
of nanoseconds. It was already observed in the all-
atom simulation that the speed of the collapse is not
constant. Dynamics of the CG system featured the
same behavior, but while in the all-atom study only
one structural transition was observed (initial shifting
of trimers), several transitions were observed in the CG
simulation. It seems that the collapsing capsid goes
through a set of metastable states. Transitions between
each of the states occur relatively quickly, in nanosec-
onds, while the time spent by the system in each meta-
stable state can be much longer, namely, hundreds of
nanoseconds. Our CG simulations of capsids of other
viruses (see below) suggest that this behavior is specific
to the particular virus (also see movies in Supplemental
Data).

Because of the level of reduction employed in the CG
model, one can only aim to reproduce coarse proper-
ties, such as the size and shape of a macromolecular
assembly, and modes of large-scale motions. Despite
these shortcomings, however, CG simulations reveal
rather detailed dynamics of very large systems and do
so on timescales of microseconds. As the comparison
presented above shows, the shape, size, and peculiari-
ties of movements are reproduced by the CG model in
the case of STMV, with a maximum difference of several
Å in the positions of the protein subunits. Since each CG
bead represents a part of the protein 10–20 Å in size, this
deviation does not seem particularly substantial. The
comparison of the collapse stages for the empty capsid
demonstrates that the CG model also reproduces the
characteristic times of the dynamics, suggesting that
the timescale of motions observed in the simulations
(described below) is realistic.

Capsid Dynamics for Coarse-Grained Description

Results of the CG simulations are presented in Figure 4
(also see Supplemental Data). For each simulation, the
initial state is shown, with an arrow leading toward an
image showing the final state. For STMV (Figure 4A),
we performed simulations of the empty capsid
(simSTMV) and of the complete virus (simSTMVfull). As
expected according to previous all-atom simulations
(Freddolino et al., 2006), the empty STMV capsid col-
lapsed, and the full virion was stable.

The SPMV capsid was unstable as well (Figure 4B).
Over the first 5 ms, the capsid became somewhat disor-
dered, but it maintained its size well. However, subse-
quently, the total collapse occurred in a few sharp steps.
At each step, one or a few unit proteins slipped toward
the center, which produced a rapid shift in the arrange-
ment of neighboring subunits. This scenario is some-
what different from the STMV collapse, which occurred
more smoothly. The final SPMV capsid structure was
disordered and flat; the internal volume was almost filled
up by the unit proteins. The STNV capsid also collapsed
(Figure 4C), in yet another manner: in the very beginning
of the simulation (w200 ns), the coat proteins shifted
radially and almost uniformly toward the center. The
resulting structure was asymmetric and significantly
squeezed in comparison with the initial one, although
the arrangement of unit proteins did not change much;
the internal volume shrank to less than half of its initial
value. After the rapid initial implosion, the structure re-
mained the same throughout the rest of the simulation.

The complete capsid of BMV (Figure 4D) was stable
overall, but it was very flexible. Empty BMV capsids
have been observed (not in vivo), which means that
this structure may remain stable under certain
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Figure 5. Quantitative Characterization of the Stability of Simulated Systems

(A–F) The average radius, <r>, of the capsid; the minimal radius, rmin; and the rmsd per CG particle are shown in (A), (B), and (C), respectively, as

functions of time, t, for each of the simulations. The evolution of these quantities over longer time periods (for simulations simPV and simSPMV,

which were run for up to 11 and 25 ms, respectively) is shown in (D), (E), and (F). The radii, <r>, and rmin are divided by their initial (t = 0) values, i.e.,

for the stable systems, the values of <r(t)>/<r(0)> and rmin(t)/rmin(0) remain around unity over the simulation time, while for the unstable systems,

these values drop significantly as the capsids collapse.
conditions, and results of our simulation agree with this
fact (Larson et al., 2005). It is possible that the flexibility
of the BMV capsid is a key property that allows the
capsid to swell at elevated salt concentrations, which
makes the particle sensitive to protease and RNase.
Subsequent cleavage of the protein tails may bring the
system to a state similar to the one in the beginning of
simulation simBMVcut, and our modeling showed that
such a structure is unstable. In simulation simBMVcut,
the initially spherical capsid was brought into a discoidal
shape, with a ratio of the short dimension to the long one
of w0.6.

The capsids in simulations simPV, simB174, and
simRV remained very stable (Figures 4E–4G). For each
of the stable structures (including the complete BMV
capsid), the unit proteins moved asymmetrically and
not negligibly around their initial positions (this can be
noticed best in Figure 4 near the 5-fold symmetry axes
of the capsids; the proteins around these axes move
slightly away from the initially symmetric arrangement).
We also noticed that the stable capsids tended to be-
come less spherical, making their icosahedral edges
sharper; this minute but noticeable modification hap-
pened over a very short initial time interval of a few nano-
seconds. This behavior could be due to (1) imprecisions
in our model (although it does agree with experimental
observations wherever comparison is possible); (2) the
fact that the crystal structures were solved with icosahe-
dral symmetry imposed, whereas no such restraints are
present in silico or in vivo; or (3) some other difference
between crystallographic and physiological conditions.

Quantitative Characterization of the Dynamics

In Figure 5, we present the average and minimum radii of
the capsids (calculated as an average distance and min-
imal distance, respectively, between any of the CG
beads and the center of mass), as well as the rmsd per
CG bead, as functions of time. For fX174 and reovirus,
the radii do not change appreciably during the simula-
tions. The minimal radii of the STMV capsid (when the
RNA core is present) and of the BMV and poliovirus cap-
sids drop slightly as the coat proteins rearrange during
the initial stage of the simulations. The minimal radius
of the BMV capsid drops below the values for all other
stable capsids, and it exhibits more noise throughout
the simulation than the others. Also, the average radius
of the BMV capsid increases by almost 10% over the
first few nanoseconds, but then resumes the initial
value. Apparently, the initial structure was too tight,
and the capsid extended to compensate for this;
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Figure 6. Interlocking of Unit Proteins En-

hancing Stability of a Capsid

(A–C) Proteins around the 5-fold and 3-fold

symmetry axes of the (A) BMV capsid, (B) po-

liovirus capsid, and (C) reovirus core are

shown (as viewed from inside the capsids).

In (A), the BMV capsid (top) is compared to

one for which the proteins’ tails are cut (bot-

tom; simulation simBMVcut). The tails miss-

ing in the bottom image are color coded in

the top image: tails of green (white, cyan) pro-

teins are lime (yellow, blue). In (B) and (C),

a few protein units are highlighted in color;

the licorice representation is used to demon-

strate the interlocking.
subsequently, some of the unit proteins rearranged
slightly, which allowed the capsid to shrink back to its
initial size.

The collapses of the unstable capsids follow slightly
different pathways in each case, as demonstrated by
the radius plots shown in Figure 5. The STNV capsid
shrinks rapidly (first 200 ns) into a conformation that re-
mains stable as indicated in Figure 5. The SPMV capsid
collapse proceeds in steps, as can be discerned in Fig-
ure 5, through long plateaus in the <r(t)> and rmin(t)
curves with sharp drops in between. The most signifi-
cant deformation happens between 5 and 10 ms (Figures
5D and 5E), when the minimal radius drops almost down
to zero. The collapse of the STMV and BMV capsids oc-
curs in a similar fashion: the unit proteins fall toward the
center in a series of steps during about 1 ms, until a meta-
stable state is reached; the structure is then strongly de-
formed, but it does not change much further.

All stable capsids have a similar rmsd value of w1 nm,
which is reached after about 300 ns and then remains
constant. The BMV capsid rmsd is 1.5 times higher.
The rmsd of all the unstable capsids is higher than that
of any of the stable ones; the BMV capsid with the pro-
tein tails removed exhibits the largest rmsd, which might
be just due to the fact that it is the largest of the collaps-
ing capsids. Since the CG beads represent the centers
of mass of groups of atoms, the rmsd for the CG beads,
although not directly comparable to the rmsd of the
atoms, nevertheless represents a crude estimate for
atomic rmsd. The rmsd for stable capsids, about 1 nm,
is somewhat high by the standards of structural analy-
sis, but in this regard one needs to take into account
the coarse-graining attribute. Most important, of course,
is not the actual value, but the fact that the rmsd values
level out for stable structures.

Although the capsids of the small plant viruses in our
study collapsed into tighter structures, this should not
be taken as a prediction of the behavior of these proteins
in nucleic acid-free solution, because the starting con-
formation is not accessible to these capsid proteins in
the absence of the genome. The study of the aggrega-
tion of capsid proteins in the presence and absence of
genomic material is, however, a likely future application
for the methods described here, extending prior theoret-
ical studies as reported by Rapaport (2004).

Interlocking of Unit Proteins

Our simulations demonstrate that the unstable capsids
are those of small viruses with the simplest organization
of the coat proteins, where the genetic material of the vi-
rus is a key stabilizing factor. The larger and more com-
plex capsids feature intricate networks of interlocking
protein tails, and this is obviously correlated with the ob-
served stability of these capsids even in such a crude
representation as ours. Examples of the aforementioned
interlocking are shown in Figure 6. The tails of the BMV
coat proteins intertwine loosely, the main entanglement
being at the 3-fold symmetry axis; however, this is
enough to hold the capsid in the icosahedral shape.
When these tails are cut, the coat proteins loose the
main connection factor, and the capsid collapses. The
poliovirus and the reovirus exhibit far stronger contacts;
the unit protein tails embrace the bulk parts of the other
units, and in the case of the reovirus core even exhibit
a ‘‘thread and needle’’ arrangement. The importance of
the protein tails intertwining is intuitively understand-
able, but the CG simulations were crucial in demonstrat-
ing that the capsids lacking the interlocking tails do col-
lapse, while the ones with interlocking remain stable.

We computed energetic characteristics of contacts
between the subunits in each system, both in the
all-atom and the CG representations. Due to the crude
description, using the CG model one cannot identify hy-
drogen bonding or salt bridging between the subunits;
instead, these types of interactions are implicitly present
in the nonbonded interaction potentials. The energies of
intersubunit interactions in the CG simulations immedi-
ately after minimization can be found in the second to
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Table 3. Interactions between the Protein Units in the Simulated Systems

System

AA Energy

(kcal/mol per Å2)

Hydrogen Bonds

(3 1023 per Å2)

Salt Bridges

(3 1023 per Å2)

Buried

Surface

CG Energy

(kcal/mol per Å2) Result

Reoviruscore 21.21 75.3 23.9 35.7 20.20 Stable

Poliovirus 20.61 39.1 9.1 8.5 20.44 Stable

fX174 procapsid 20.44 25.0 11.4 8.8 20.32 Stable

BMV 20.36 25.4 8.2 6.0 20.28 Stable

BMV, no tails 20.22 19.5 3.4 4.8 20.12 Collapse

STMV 20.38 27.3 4.9 5.4 20.10 Collapse

SPMV 20.20 12.4 2.2 4.6 20.03 Collapse

STNV 20.19 10.2 5.3 4.2 20.07 Collapse

In each case, the presented values are calculated individually for interactions between each protein chain of one asymmetric unit (or one face of

the icosahedral capsid for STMV, SPMV, and STNV) and all other chains within 10 Å of the first chain, and contributions from each chain are

summed. Note that ‘‘AA Energy’’ refers to nonbonding interactions between distinct chains in the all-atom system, and that ‘‘CG Energy’’ gives

the same quantity in the CG system (calculated for the conformation obtained right after the minimization of the CG system). For the all-atom

representation, the number of hydrogen bonds and salt bridges between distinct protein chains is reported. ‘‘Buried Surface’’ refers to the buried

surface area of hydrophobic side chains. All values are divided by the area of the asymmetric unit (or face), to account for the different sizes of the

systems. The last column states the overall behavior of the system (cf. Table 1).
last column of Table 3. For the all-atom structures, more
detailed information can be obtained. The buried hydro-
phobic surface area, the nonbonded interaction ener-
gies, and the number of hydrogen bonds and salt
bridges between the adjacent protein subunits are
reported in Table 3. To obtain these values, the all-
atom crystal structures were minimized in vacuum for
10,000 steps (12,000 steps in the case of reovirus, for
which only other chains with atoms within 15 Å of the
asymmetric unit were included); energy calculations
were performed by using CHARMM22 force fields with
a dielectric constant of 20. To compute interaction ener-
gies (in both all-atom and CG models), hydrogen bonds,
and salt bridges, interactions between each protein
chain in an asymmetric unit (or face of the icosahedral
capsid for SPMV, STMV, and STNV) with all other chains
within 10 Å of the former were taken into account. The
reported buried hydrophobic surface area is also for
one asymmetric unit (or face). All values were divided
by the area of the asymmetric unit (or face), calculated
as 4pR2/Nu, where R is the average radius of the capsid
and Nu is the number of asymmetric units (faces) com-
posing the capsid.

The energy of interaction between the protein units in
the CG model correlates well with the stability of the
capsids. Indeed, the absolute value of interaction en-
ergy for all collapsed capsids is at least about two times
smaller than the minimal value of that for any of the sta-
ble capsids (0.12 kcal mol21 Å22 for BMV with N-terminal
tails removed versus 0.2 kcal mol21 Å22 for the reovirus
core; note that all interaction energies calculated here
were attractive, so larger energies imply a stronger inter-
action). A similar trend is demonstrated by the values for
the all-atom models. The absolute values of interaction
energies and the number of hydrogen bonds per unit
area are smaller in the case of collapsing capsids than
for the stable ones, with the exception of STMV, which
demonstrates a hydrogen bond count higher than that
for the fX174 procapsid and the complete BMV capsid
and an absolute value of interaction energy per unit
area higher than that for BMV. However, the number of
salt bridges per unit area for BMV is almost twice as
high as that for STMV, and the other stable capsids
have even more salt bridges. Finally, the area of buried
hydrophobic surface per viral unit area is generally
higher for the stable capsids than for the unstable
ones. Interestingly, the ratio of the area of exposed hy-
drophobic surface to that of the buried one (not shown)
is approximately the same for all systems (about 1:4)
and is not correlated to the results of our CG simula-
tions. Hence, it seems that in terms of the buried sur-
face, it is not the exposure of hydrophobic surface, but
rather the thickness of the protein shell that adds to
the stability of the structure.

The data in Table 3 show that when the tails are re-
moved, the absolute value of the energy of interaction
between subunits in the CG model is less than half of
that for the intact BMV capsid. The all-atom model
also suggests a key role for the interaction between
the N-terminal tails of BMV subunits in establishing the
attractive contacts, as the interaction energy, the num-
ber of hydrogen bonds, and the salt bridges are reduced
significantly upon removal of the tails.

Our results show that overall the number of attractive
contacts between adjacent subunits is higher in stable
capsids than in unstable ones. The capsids found to
be stable in this study are composed of more protein
units than those that collapsed, and the stable capsids
are also thicker. Thus, it seems that for the considered
viruses, the large number of protein units and the entan-
glement between them (Figure 6) establish many attrac-
tive intersubunit contacts that enhance the stability of
the capsids.

Conclusions

We have presented a series of simulations employing
a novel, to our knowledge, CG MD method and address-
ing the question of the dynamic stability of viral capsids.
The sizes of the investigated systems were in the range
of 10–100 nm, and our simulations revealed the dynam-
ics of these systems on the timescale of 1–10 ms. The CG
method suggested here allows one to perform other-
wise impossible MD simulations of macromolecular as-
semblies. Remarkably, we find that the CG simulations
demonstrated the same level of performance on parallel
computers as all-atom ones do, i.e., the proposed CG
method has the same efficiency as the well-developed
atomistic MD techniques, but it operates on 100–1000
times larger length and timescales.
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We have found that while the BMV and poliovirus cap-
sids, the bacteriophage fX174 procapsid, and the reovi-
rus core are stable without their respective genetic ma-
terial, the empty capsids of all three studied satellite
viruses collapse. Whenever a comparison is possible,
these and our other more detailed and quantitative re-
sults agree with information about the studied viruses
known from previous experiments and from the charac-
terization of the STMV particle in all-atom simulations
(Freddolino et al., 2006).

Our simulations also provide detailed dynamical infor-
mation about the structure of the capsids on a microsec-
ond timescale, revealing behavior that previously could
only be indirectly obtained from experimental data. For
example, the empty capsids of the three studied satellite
viruses have not been observed in experiments, which
might be due to an intrinsic instability, to the fact that
the capsids cannot self-assemble without the help
from other molecules, or because of some other, yet un-
known reason. Our computations suggest that these
capsids are inherently unstable, i.e., even if preformed
artificially, they would collapse rapidly. The BMV capsid
was found to be stable when composed of complete
proteins, but it was found to be unstable if the protein
N-terminal tails were removed. This supports the hy-
pothesis about the pathway of in vitro disintegration
and rearrangement of the BMV coat proteins proposed
by Larson et al., (2005). Finally, we found that the stable
capsids exhibit a range of flexibilities; the BMV capsid is
the most flexible, the (much more rigid) poliovirus capsid
is less flexible, and the bacteriophage fX174 procapsid
and reovirus core are the least flexible.

The developed shape-representing coarse graining
seems to be an attractive option for applications to the
stability, assembly, and disassembly of viruses; flexibil-
ity and assembly of the cytoskeleton; mechanisms of
cellular motility; motions in motor proteins; large-scale
mechanics of the nuclear pore complex; and chromato-
phores of photosynthetic bacteria.

Experimental Procedures

Our CG method is designed to model the large-scale motions of

macromolecular assemblies, and it represents the unit molecules

that the studied systems consist of by as few point-like particles

as possible. The method allows one to reproduce the shape of the

unit proteins and to simulate the movements arising due to large-

scale interactions between protein domains. A key limitation of the

method is that internal conformational change and protein refolding

are not allowed.

In the framework of our method, a molecule (capsid protein for the

present application) is represented by a number of CG particles

(‘‘beads’’) that are considered to be point masses. The level of

coarse graining is a matter of choice. We selected a resolution of

w200 atoms per CG bead, since this furnishes a substantial reduc-

tion in the number of particles; however, even the smallest capsid

proteins were represented by 5–10 CG beads, a number that allows

one to reproduce overall shapes. Biomolecules, and proteins in par-

ticular, have a variety of shapes. Often, a single protein is comprised

of both compact domains and disordered and elongated linkers or

tails, and the compact regions and tails are often equally important.

To our knowledge, all existing CG methods assign the CG beads to

represent a fixed group of atoms or a fixed number of atoms, but this

is not efficient for the coarse graining of molecules with complex

shapes, because with such an approach either the tails are misrep-

resented, or too many CG beads are used for the compact domains.

Efficient topology-conserving algorithms have been developed for
neural computations (see, for example, Ritter et al., 1992), and we

take advantage of one of them, the topology-representing network

(Martinetz and Schulten, 1991, 1994; Martinetz et al., 1993).

Consider a molecule whose all-atom structure is known. The mol-

ecule consists of Na atoms with coordinates rn and masses mn; n = 1,

2, ., Na. One seeks to reproduce the shape and inertia of the mole-

cule with the CG beads. The mass distribution, pn(r) = mnd(r 2 rn)/M

(M = Snmn), is used as a target probability distribution for the evolv-

ing map. A given number, N, of CG beads are assigned their initial

positions randomly. The CG beads are considered as nodes of the

neural network (Martinetz et al., 1993), and S adaptation steps are

performed. At each step, the program carries out the following pro-

cedures. First, the nth atom of the full structure is chosen randomly,

according to an a priori probability distribution, pn = mn/M; coordi-

nates of the atom, rn = v, are used as an input pattern to adapt the

neural network, as suggested in Martinetz et al. (1993). Second, for

each CG bead, i (i = 1, 2, ., N), one determines the number, ki, of

CG beads, j, that obey the condition jv 2 Rj j < jv 2 Rij, where Rj is

the position vector of the jth CG bead. Third, positions of the CG

beads are updated (i = 1, 2, ., N), according to the rule:

Rnew
i = Rold

i + 3 exp½2 k=l�ðv 2 Rold
i Þ: (1)

Parameters 3 and l are adapted at each step, according to the

functional form fs = f0(fS/f0)s/S, where s is the current step and l0 =

0.2N, lS = 0.01, 30 = 0.3, and 3S = 0.05. We use S = 200N, which is usu-

ally enough to obtain a well-converged distribution of CG beads. A

CG model built for a single molecule is transferred to other identical

molecules by applying respective center of mass translation and

rigid-body rotations to the initial CG model; this ensures uniformity

of the CG representation for all protein subunits.

Once the CG beads are placed, an all-atom ‘‘domain,’’ the

so-called Voronoi cell, is determined for each bead; this domain

contains a set of atoms such that every atom from this set is closer

to the considered bead than to any other bead. The total mass of

each domain is then assigned to the corresponding CG particle. A

bond between two CG beads is established if the distance between

them is smaller than a cutoff distance (we used 17–20 Å; occasion-

ally, when a protein had long tails, this value was increased to

25 Å). The proteins belonging to separate chains in the all-atom rep-

resentation were not bonded in the CG representation.

A CHARMM-style force field (MacKerell et al., 1998) is used to rep-

resent the interaction potential of CG particles. The values of the

bond lengths and angles found in the CG model at the initial coarse

graining of the crystal structure are used as the equilibrium bond

lengths and angles in the corresponding harmonic potentials. The

spring constants are set to 20 kcal/(mol Å2) and 20 kcal/(mol rad2)

for bonds and angles, respectively. This choice has been motivated

by analysis of the behavior of capsid unit proteins in the all-atom

simulation of the complete STMV virion (Freddolino et al., 2006).

For a unit protein, the domains corresponding to single CG beads

were identified, and a relative distance between the domains’ cen-

ters of mass was analyzed. Assuming that each bond and angle

is an independent harmonic oscillator, we extracted the spring

constants from the mean distances (angles) and respective rmsds.

Obtained values were on the same order of magnitude as the ones

we use uniformly in the CG model.

In regard to nonbonded interactions, a CG bead should represent

an object approximately the size of the group of atoms (Voronoi cell)

that the bead stands for. Therefore, the LJ radius for each CG bead is

calculated as the radius of gyration of the respective all-atom do-

main, extended by 1 Å. The well depth of the LJ potential is always

set to 4 kcal/mol. The total charge of the Voronoi cell is assigned

to the corresponding CG particle and is used to account for the

Coulomb interactions between the CG beads.

The choice of adding 1 Å to the radius of gyration is dictated by the

LJ radius of individual atoms in the CHARMM force field, which is

typically 1–2 Å, but it was also tested by comparing the stability of

the complete STMV particle in the CG representation with that in

the all-atom representation (Freddolino et al., 2006). In varying the

CG bead LJ radius, we found that the use of 1 Å minimized devia-

tions of the STMV protein subunits relative to those in the all-atom

simulation. Although only one parameter from the all-atom study

was used to optimize the CG model, we found that other quantities,

not involved in the parameterization, are reproduced by the CG
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model when compared with the all-atom simulation of the complete

STMV (see Results and Discussion).

The dynamics of the CG system is described through the Langevin

equation:

dp=dt = F 2 gp + sGðtÞ; (2)

where p is the momentum of a bead, F is the force acting on the bead

due to the chosen interaction potentials, g is a damping constant,

G(t) is a univariate Gaussian random process, and s is connected

to g through the dissipation-fluctuation theorem, s2 = 2gkBT/m,

with m being the bead’s mass, kB the Boltzmann constant, and T

the temperature. Use of the Langevin equation allows one to intro-

duce a simple, implicit solvent model, in which the viscous damping

and random forces from the solvent are described by the second

and third terms, respectively, on the right-hand side of Equation 2.

For a single bead without force, Equation 2 describes free diffusion.

We performed all-atom MD simulations of the drift of protein seg-

ments, similar in size to the ones represented by the CG beads, in

explicit water, and we found the effective g value for the center of

mass of a protein segment to be w20 ps21; this value is used in

the CG simulations. The relative dielectric constant is set to 80 ev-

erywhere. ‘‘Ions’’ (CG beads carrying a charge of 620jej and repre-

senting 20 Na+ or Cl2 ions each) were added to neutralize the total

charge of the capsids, when necessary.

All simulations presented here used the parallel MD program

NAMD 2.5 (Phillips et al., 2005). The CG simulations (Table 1) were

run with a single time step of 120 fs, depending on the system.

The time step was chosen such that the numerical solution remained

stable (not to be confused with the stability of the capsid in each

simulation). For the numerical scheme used in NAMD to integrate

the equations of motion, the maximal time step for the solution to re-

main stable is usually determined by the minimal ratio of mass to the

spring constant for all bonds in the system (see Phillips et al., 2005

for details). As the minimal masses of CG beads varied from one sys-

tem to another, slightly different time steps could be used in each

case. A 30 Å cutoff was used for the nonbonded interactions. Our

CG model requires one to simulate w1500 times fewer degrees of

freedom than in the case of an all-atom representation. A w200-

fold increase in the integration time step allowed us to simulate

events on a timescale of tens of microseconds. The largest system

studied (simRV) would require a simulation of w60 million atoms

for 1.5 ms, both size and duration currently unfeasible with traditional

MD even on thousands of processors; however, in the CG represen-

tation, this simulation has been performed on a cluster of 48 proces-

sors with a run time of several days. Analysis and visualization were

performed with VMD (Humphrey et al., 1996).

Supplemental Data

Supplemental Data include movies of each simulation performed

for this study and are available at http://www.structure.org/cgi/

content/full/14/12/1767/DC1/.
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