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Abstract 

This paper gives a brief exposition of several recent results obtained by the authors concerning some 

classes of inverse relations, including the general binomial-type inversions and two kinds of general 

Stirling reciprocal transforms. Also described are some applications of the related inversion tech- 

niques to combinatorics (including new proofs of Rogers-Ramanujan identities and MacMahon’s 

master theorem), interpolation methods and certain problems related to special polynomials and 

number sequences. 

1. General binomial-type inversions (univariate case) 

By the general binomial-type inversion (GBI), we mean the pair of inverse relations 

due to Gould and Hsu [14] : Let {Ui} and {bi} be any two sequences of real or complex 

numbers such that 

$(x,4= fi (ak+Xbk)#O 
k=l 

for nonnegative integers x and n with $(x, 0) = 1. Then the following inverse relations 

hold: 

f(n)= 2 (- l)k l 
0 

$ (k n) g(k), 
k=O 

(1.1) 

(1.2) 

where either {f(n)} or {g(n)} is an arbitrary given sequence. Moreover, there is 

a rotated form for the inverse relations (1.1) * (1.2). 
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It is known that Carlitz [3] has found a useful q-analogue of the above result. 

Denote 

(u,b),= fi (1 -aPl), (a, b), = 
i=l 

Accordingly, Gaussian q-coefficient may be written as 

= (43 dnk q)k(% d-k, 

1. 

n [I 0 
= 1 (Odkdn). 

Let the sequence of q-polynomials 

$(X,nlq)= fi (%+q%) 
k=l 

be different from zero for nonnegative integers x and n with @(x, 0 1 q) = 1. Then there 

holds the q-analogue of GBI: 

I(n)=i:(-l)*[;]q(‘;*)~(k.nlq)gik), 
k=O 

(1.3) 

(1.4) 

Very recently, we have shown that the inverse relations (1.3) G (1.4) may be used as 

a bridge that leads to a new proof of Rogers-Ramanujan identities. This will now be 

sketched. 

Consider the sequence transform for a matrix sequence {c,k}: 

where {g(k)) and {f(k)) are related by (1.3) and (1.4). The important step is to choose 

a suitable matrix C = [c&l such that the inner sum contained on the right-hand side of 

(1.5) can be evaluated as a closed form. This will be done if we choose 

Using the known identity 

n 

c 4 tk(t)kl=(t);‘, 
k=O 

we obtain 
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Thus, (1.5) gives 

” 

c 
k=O 

(1.6) 

Now choose g(k)=(aq)k_i. Making use of (1.3) and (1.4) and the identity 

n 

x”= c (_ ,)k,(“ik)-(;) 

k=O 

we find 

Substituting {g(k)) and {f(k)) into (1.6), we get the finite form of Rogers- 

Ramanujan’s identity 

(1.7) 

Finally, letting n+cc and putting a= 1 and q in (1.7), respectively, and using the 

well-known triple-product formula of Jacobi, 

(z,q)m(Z~14,4)00(Y,4)m= f (-l)kq(:)zk> 
we obtain the pair of Rogers-Ramanujan identities after some simplifications: 

m 

c 4 
k2 1 

k=O (q,qlk=(q?&0(~4>$)m’ 

1 

(1.8) 

(1.9) 

(1.10) 

A certain class of combinatorial identities may be defined via (1.1) and (1.2) or their 

rotated forms. More precisely, any identity is said to belong to class C if it can be 

embedded in either of the forms (1.1) and (1.2). Similarly, an identity is said to belong 

to class C* if it may be embedded in either of the rotated forms of (1.1) and (1.2). 

Recently, Hsu and Hsu [19] have verified that nearly 30% of the total 500 identities 

displayed in Gould’s formulary [13] can be embedded in (1.1) or (1.2) or one of the 

rotated forms, so that they belong to the union of set CuC*. In particular, it has been 

shown that the classical identities due to Abel, Hagen-Rothe, Jensen, Rohatgi, 

Moriarty, Van Ebbenhorst-Tengbergen all belong to CuC*, so that they can be 

proved rather straightforwardly via the GBI or its rotated form. 

In solving enumeration problems for graphs with labelled vertices, it is known that 

Liskovets conjectured that there exist polynomials c$~(x) of degree 2 with integer 
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coefficient such that 

nnek 4n(k) (k + A)! = (2A)! n”+‘. (1.11) 

The solution found by Egorychev [ 121 is expressed in terms of Stirling numbers of the 

second kind, viz. 

(2i)! 
4n(k)=AkOk+’ (k+/l)! (k31, 230) 

Note that (1.11) may be rewritten in the form 

np(k+‘)kc$A(k) (k+A)!=(2i.)! n*, 

(1.12) 

(1.13) 

so that it can be embedded in (1.2) by defining rC/(n, k + 1) = nk+ ’ (with ai = 0, bi = 1) and 

letting f(k)= 4,(k) (k +A)!( - l)k and g(k)=(2i)!k”. Consequently, (1.13) may be 

inverted by (1 .l) to get 

and 

(2/q! * 
+dn)=(n+i)! k=O (- Yk k c 

n 

0 

(21)! k”+A__ 
(n + A)! 

A” On+‘. 

Apparently, this procedure for solution is much easier and more immediate than 

that presented in [12]. 

2. General binomial-type inversions (bivariate and multivariate cases) 

Note that (1.1) and (1.2) can be expressed more briefly using the difference operator 

A, namely 

1(n)=( -3: MW(x, n)>, (2.1) 

s(n)= - 
( 1 

,” 1 {f(x)(a,+l+xb,+l)~-‘(n,x+l)}, (2.2) 

where $ is the difference operator with unit increment in x, and 

( 1 -; ;f(x,=(- 1)” {;j(x)} . 
X=f 

Thus, (2.2) may also be regarded as an explicit solution of difference equations defined 

by (2.1). 
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Not long ago, we established a bivariate extension of the GBI (1.1) and (1.2). Let 

{ai), {bi), {ci}, (di}, {ci}, and {fi} b e six sequences of complex numbers such that the 

binary polynomials 

#&y;m,n)= fi (ai+bix+ciy) fi (dj+ejX+fjy) (2.3) 
i=l j= 1 

differ from zero for nonnegative integers x, y, m, n with the convention ny= i* = 1 for 

m = 0. Define an adjunct function (a linear function of x and y) of the form 

E(x,y;m,n)=(a,+~+mb,+~+yc,+,)(d,+,+xe,+l+nf,+l) 

--c,+re,+, (x-m)(y-n). (2.4) 

Our main result is the following theorem (cf. [ll]). 

Theorem 2.1. With 4 and E being de$ned by (2.3) and (2.4) we have the inverse relations 

(2.5) 

(2.6) 

This result has a nice application to a problem of rational interpolation on 

rectangular lattices. More precisely, let A4 and N be any positive integers. Then a kind 

of rational interpolation formula can be constructed as follows: 

s(.f;x,r):=f 2 Icl(x,y;i,j) * ’ ( > ( )’ x 0 t ~if(xy~l 4(xTy;W}, (2.7) 
i=fJ j=O 

where the basic functions $(x, y; i,j) are rational functions defined by 

$b,y;i,j)= ’ ’ 00 E(x,y;i,j) 
i j 6(x,y;i+Lj+l) 

It is clear that the interpolation conditions 

S(f;m,n)=f(m,n), OdmbM, OdndN 

are automatically satisfied in accordance with the inversion (2.5) and (2.6). 

Generally, such a type of interpolation formula (2.7) is applicable to those inter- 

polated functions that have algebraic singularities near the lines ai + x bi + yci = 0 and 

dj+xej+ yfj=O (1 did M, 1 d j< N). Evidently, the most special case of (2.7) is the 

binary Newton interpolation formula that just corresponds to the case ai = dj = 1 and 

bi=ci=ej=fj=O SO that $(x,y;i,j)=c(x,y;i,j)=l. 

Very recently, Chu [9] has established a multidimensional generalization of the 

GBI and its rotated form which can be used to deduce Carlitz’s convolution formulas 

[4,5] and MacMahon’s master theorem as consequences. 



8 

We shall need several usual notations. Denote by N,, and C the sets of 

nonnegative integers and complex numbers, respectively. For x = (xi, x2, . . . , x,), 

Y=(Y1,Yz, .. ,~,)EC~ and fi=(n,,n,, . . . ,n,)ENk,, we denote 

].%I= k c Xi, KY)= 
i=l 

(;)=i (1:). 
Moreover, we write fi! = n:= i ni! and denote 

X 

0 

x(x-l)...(x- I?zl+l) 
= 

Ii ii! 

In addition, 6~ Nk, will denote the zero vector and IE Nk,, the vector with each 

coordinate being one, respectively. 

Let {cij(n): 1~ i < k, 0 < j <k}, be a matrix sequence of complex numbers such that 

the polynomials 

k 

$(~;fi)= n fj (Ci,o(j)+<~i(j),X)) (2.8) 
i=l j=1 

differ from zero for X, fi~Nk, with the convention that empty product equals one, 

where C,(j)=(Cii(j), Ciz(j), . . . , Cik(j)). Similarly, generalizing (2.4) we introduce an 

adjunct function in a form using k x k determinant 

E(X;?i)=deE [(Cio(ni+ l)+(?i(ni+ 1),X)) 6ij+ (Ylj-Xj)Cij($+ l)], (2.9) 

where dij is the Kronecker delta. Then by some technical calculation, one may obtain 

a multivariate extension of the GBI, namely the following theorem. 

Theorem 2.2. With IJJ and E being defined by (2.8) and (2.9), respectively, there hold the 

inverse relations 

F(C)= c (-l)lr’ ; $(i;;ji)G(F), 
ocr<ii 0 

(2.10) 

(2.11) 

In particular, if 

D,(fi)=det [(ai+ (Ci, ti)) Sij-njcij] 
kxk 

is denoted by D, (fi), then the embedding technique implied by (2.10) and (2.11) will 

yield some convolution identities due to Carlitz [4,5]. 

Moreover, using the rotated form of Theorem 2.2, one can prove the following 

expansions. 
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Theorem 2.3. Let 

Uj=SjeXP{A~ICijxi), (j=1,2,...,k), 

Uj=yj fi (l+Yi)-Cij-fiij, (j=1,2,...,k). 
i=l 

Then the following expansions hold: 

(2.12) 

(2.13) 

(2.14) 

(2.15) 

It may easily be observed that the first expansion given above implies the famous 

master theorem of MacMahon. Certainly, the rational interpolation formula (2.7) can 

be generalized to the multivariate case via the inverse relations (2.10) and (2.11). For 

details, refer to [9]. 

3. General Stirling reciprocal transforms of the first kind 

Let T=(T, +, .) denote the commutative ring of formal power series with real or 

complex coefficients, in which the ordinary addition and Cauchy multiplication are 

defined. Substitution of formal power series is defined as usual. Any two elements 

4 and Ic/ of r are said to be reciprocal (compositional inverse) of each other if 

$($(t))=$(4(t))=t with 4(0)=$(0)=0. 

It is known that the Stirling numbers S,(n, k) and S2(n, k) of both kinds may be 

defined by the exponential generating functions (f(t))k/k! and (g(t))k/k!, respectively, 

where f(t)=log(l +t) and g(t)=e’- 1 just form a pair of reciprocal elements in f. 

Also, we have the pair of Stirling reciprocal transforms (inverse relations): 

an= i Sl(n,k)h, b,= i S2 (n, k) ak. 
k=O k=O 

The natural connection of the above inverse relations with the Stirling number pair 

defined by the pair of generating functions involving reciprocal elements has been 

investigated and generalized in [16,17]. Indeed, it has been shown that the concept of 

a generalized Stirling number pair (GSN pair) can be completely characterized by 

a pair of inverse relations. 

Recently, we have found two classes of extended GSN pairs that imply two kinds of 

Stirling reciprocal transforms. In what follows, we will need several basic concepts. 
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A sequence of polynomials {p,(t)} 1s said to be normal if p,,(t) is of degree n with 

p,,(t)= 1 and p,(O)=0 (na 1). A normal sequence a={~,([)} is called a basic set if 

every polynomial p(t) has a unique representation as a linear sum p(t)=Cc,p,(t), c, 

being real or complex coefficients. 

Given a normal basic set r~ = {p,(t)}, a 1 inear operator 9’ is called a basic operator 

associated with CJ if 

and if for every formal series 1; ckpk(t), we have 

YjJc,P,(t)=~kc,Pl-1(t). 
0 1 

The concept of a GSN pair described in [ 161 may now be extended by means of the 

following definition: Suppose that o= {p”(t)} and z= {q”(t)} are two normal basic sets 

of polynomials. Let 4(t) and $(t) be elements of r with 4(O) = Il/(O)=O, and let the 

following formal expansions hold: 

ok)= C A,(n,k) q,(t), q&(t))= C A2(n,k)pJt). (3.1) 
II>0 II>0 

Then (A I(n, k), A,(n, k) ) is called an extended GSN pair generated by {a, r, 4, tj } if 

and only if 4 and $ are reciprocal elements of r, viz. 4($(t)) = $($( t)) = t. Making use 

of some algebraic manipulations with formal power series, it is not difficult to 

establish the following results. 

Theorem 3.1. Any pair (A,(n, k), A2(n, k)) defined by (3.1) is an extended GSN pair if 
and only if the following formal inverse series relations hold: 

Y,= 1 Ar(n,k)x,, x,= C A&,k)y,, 
kt0 k20 

where either {xk} or {yk} is any$nite sequence. 

(3.2) 

Corollary 3.2. The infinite matrices [A,(n, k)] and [A,(n, k)] are reciprocal (inverse) of 

each other if and only $4 and $ are reciprocal elements of r. 

Theorem 3.3. Let {p,(t)} and {q”(t)) b e t wo normal basic sets of polynomials associated 

with the basic operators 9 and 2, respectively. Then the pair of general Stirling 
reciprocal transforms, 

(3.3) Yn= 1 ’ [Sk ?h(+(t))lt=O xk> 
kZ0 k! 

(3.4) 
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hold if and only ij$ and $ are reciprocal elements of r, where either 
arbitrary jnite sequence. 

Remark. Both the inverse relations contained in Theorems 3.1 and 3.3 can be 

replaced by their rotated forms. 

Evidently, for pJt)=q,,(t)= P/n!, both (3.1) and (3.2) will reduce to the ordinary 

case that has been treated in some detail in Hsu [16]. Also, there are various special 

pairs of inverse relations implied by (3.3) and (3.4). For instance, the simplest case is 

given by $( t ) = t,b (t ) = t, which implies the classical Stirling transforms when p”( t ) = t”, 

q”(t)=(t), (falling factorial), 8=D =d/dt and 9= A (difference operator with unit 

increment). For other typical examples and more details about (3.2)-(3.4), refer to Hsu 

[16-183. 

4. General Stirling reciprocal transforms of the second kind 

Let A(t),B(t),f(t) and g(t) be elements of r such that A(O)=B(O)=l and 

f(O)=g(O)=O. We will consider the numbers G,(n,k) and Gz(n, k) generated by the 

formal expansions 

‘4(t) Mt))k -_-----_= 
B(f(tl) k! c 

n2k 
Gl(n,k) 5, 

B(t) (y(t))‘= 
‘G(t)) k! c 

n>k 
G,(W$ 

(4.1) 

(4.2) 

These expansions are similar to those used by Barrucand [l] in his investigation on 

generalized Appell polynomials. In our recent paper [18], we have defined 

(G1 (n, k), GZ(n, k)) as an extended GSN pair of the second kind under the condition 

that f(t) and g(t) are reciprocal elements of r, and we have proved the following 

result. 

Theorem 4.1. Any pair (G,(n,k), G,(n,k)) defined by (4.1) and (4.2) is an extended 
GSN pair if and only if the following inverse relations hold: 

Y,= i Gl(n,k) Q-9 &= i Gz(n,k) yk. 
k20 k>O 

Moreover, the above relations can be replaced by their rotated forms. 

(4.3) 

Corollary 4.2. The matrices [GI(n, k)] and [G,(n, k)] of injinite order with elements 
generated by (4.1) and (4.2) are reciprocal (inverse) of each other if and only if 

fMt))=s(f(t))=t. 
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The proof of the above theorem again depends on a suitable manipulation with 

some formal power series, in which a certain simple lemma is needed, namely, the 

identity g(f(t))/,4(g(f(t)))=t/A(r) implies g(f(t))=f(g(t))=t. For details, refer 

to [lS]. 

The extended GSN pair ( G1 , G2 ) = ( G1 (n, k), G2 (n, k)) may be expressed by for- 

mal derivatives. In fact, using D$=(d/dt); we have 

(4.4) 

On replacing A( .) and B( .) by A(f(. )) and B(g(. )), respectively, and soon, one may 

obtain some variations as follows: 

GI =& JX (AU(t)) Lf(t)>klB(r)X Gz =; D;, @(g(t)) (g(r))klA(t)), (4.5) 

GI =A D”o (4f(~)) (f(t))klW”(t))), Gz=; D”o (B(t) (s(r))kl&r)), (4.6) 

GI =; JX (4f(t)) (f(t))k)> GZ=; D”o ((dt))k14t)). (4.7) 

In particular, for the pair given by (4.7) the first number Gr =Gr(n, k) can be 

expressed in terms of g(r) only, namely 

G,= DYk {A(r) (t/s(r))“) + D”,-k-’ {A’(t) (t/g(t))“} (4.8) 

This expression is easily verified by means of the Lagrange inversion formula involv- 

ing an inverse function. Clearly, (4.8) is useful when compositional inversef(t) of g(t ) 

is not so easily determined. 

Surely, Theorem 4.1 may be used to obtain a good many of special inverse relations. 

Moreover, it may be worth mentioning that (4.1)-(4.3) for the case A(t) = B(t) = 1 can 

be extended to the multivariate case. Actually, this has been done by Chu [6]. 

For a given GSN pair (G,, G2) one may say that the numbers G1 = Gl(n, k) and 

G2 = Gz(n, k) are associated with each other. Accordingly, G2 is called an associated 

number with respect to Gi, and vice versa. 

We will show that certain associated numbers with respect to the generalized 

Bernoulli numbers Bik’ and Euler numbers Eik’ can be determined explicitly by means 

of (4.8). Similarly, we will obtain two kinds of special polynomials that are associated 

with the generalized Bernoulli polynomials BLk) (x) and Euler polynomials Eik) (x), 

respectively. 



Classes of inverse series relations and their applications 13 

Recalling the generating functions 

(t/(e’-- l))k= 1 Bik) t”/n!, (2e’/(e2’+ l))‘= 1 Eik’ t”/n!, 
PI>0 II30 

it is clear that we have to take functions 

f;(t)=t’/(e’-l), fi(t)=2te’/(e2’+ l), 

so that fr(O)=f,(O) =0 and both jr and fi have reciprocal elements in r. 

Accordingly, generalized Bernoulli numbers B1 (n, k) and Euler numbers El (n, k) of 

the first kind may be defined by the following equations: 

(fl(t))k= 2 B,(m,k)!$= r B$tk&, 
m=k m=k 

(f2(t))k= 2 E,(m,k)F= 2 E$‘,& 
m=k m=k 

Comparing both sides, we have 

Bl(m,k)= 0 ; BE’,, E,(m,k)= 
0 

; E:‘,. 

Now in order to find the numbers B,(m, k) and E,(m, k) that are associated with 

Bl(m, k) and El@, k), respectively, one may make use of (4.8) with A(t)= 1 (so that 

A’(t) = 0). More precisely, we have 

where S,( . ,.) is the ordinary Stirling number of the second kind. Thus, we obtain two 

special GSN pairs (B,(m, k), B,(m, k)) and (EI(m, k),E,(m, k)), and consequently, 

we have two matrix inverses: 

CB, (n, WI- ’ = CB,(n, k)l, CE,(n,k)l-l=CE,(n,k)l. 

A similar procedure may be applied to obtaining associated polynomials with 

respect to BLk) (x) and Eik) (x), respectively. As in the foregoing case, we are naturally 

led to consider polynomials of the form 

B,(m,k;x)= ; B$Lk(X), 

0 

E,(m,k;x)= ; E:‘,(X). 

0 

These polynomials are generated by the exponential generating functions 
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respectively, where A ( t ) = emX’, gl(t)=t2/(e’- 1) and g2(t)=2t/(e’+ 1). Thus, in ac- 

cordance with (4.7) and by the aid of (4.8) one can obtain the following associated 

polynomials: 

,,(m,k;x)={(~~:)~B-k-x(m~l)~~-k-l}(e-xt~~)m) 

(ml)2 m-k 
. c (m-j)& (m+j,m) 

m.k! j=. (m-k-j)! (m+j)! 
(_x)m-k-j 

and 

Ez(m, k;x)=2-” { (;I:) II;-*-x(mk ‘) Db-“‘} (ewX’(e’+ 1)“) 

=2-” (3: (y) (k j-x) (j-x)m-k-l. 

Consequently, Corollary 4.2 implies the following proposition for matrix inverses: 

CB,(n,k;x)l-‘=CB,(n,k;x)l, CE,(n,k;x)l-‘=CE2(n,k;x)l. 

Finally, it may be noted that the above procedure may also be used to treat special 

polynomials of the similar kind. For instance, one can find special polynomials 

associated with Humbert polynomials, etc. 
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