Single-Stranded DNA within Nanopores: Conformational Dynamics and Implications for Sequencing; a Molecular Dynamics Simulation Study
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ABSTRACT Engineered protein nanopores, such as those based on α-hemolysin from Staphylococcus aureus have shown great promise as components of next-generation DNA sequencing devices. However, before such protein nanopores can be used to their full potential, the conformational dynamics and translocation pathway of the DNA within them must be characterized at the individual molecule level. Here, we employ atomistic molecular dynamics simulations of single-stranded DNA movement through a model α-hemolysin pore under an applied electric field. The simulations enable characterization of the conformations adopted by single-stranded DNA, and allow exploration of how the conformations may impact on translocation within the wild-type model pore and a number of mutants. Our results show that specific interactions between the protein nanopore and the DNA can have a significant impact on the DNA conformation often leading to localized coiling, which in turn, can alter the order in which the DNA bases exit the nanopore. Thus, our simulations show that strategies to control the conformation of DNA within a protein nanopore would be a distinct advantage for the purposes of DNA sequencing.

INTRODUCTION

The translocation of biopolymers through pores is a ubiquitous process in biology, e.g., the movement of peptides through larger, transporter proteins (1) and movement of nucleic acids in and out of nuclear pores (2). Inspired by biology, the movement of DNA through nanoscale pores has been used in the development of next-generation DNA sequencing devices (3). Such devices consist of a nanoscale pore, either synthetic (4) or biological (5), placed in a barrier between two compartments of ionic solution. A potential is applied across the pore and the resulting ionic current is measured. Addition of DNA to the solution results in its movement through the pore, causing a partial current block. Each of the four DNA bases produces a slightly different characteristic current block, allowing them to be distinguished and hence the sequence to be determined.

The protein most often used in the development of sequencing devices is α-hemolysin (α-HL), a toxin from Staphylococcus aureus (6). α-HL is a large homoheptameric toxin protein of ~240 kDa. It consists of two domains: a cap domain, on the outer face of the membrane, and a 14-stranded transmembrane β-barrel domain. Although some success has been reported in adapting the protein for DNA sequencing, issues remain with the resolution between bases on a moving strand, in part caused by the fast translocation speed of single-stranded DNA (ssDNA) (7). Consequently, recent efforts have largely focused on attempting to slow down the translocation of ssDNA through α-HL, often through mutation of the pore (8–10). For instance, the M113R pore mutant is often used as the background mutation in nucleotide detection experiments (11).

Although the global effects of mutations within the α-HL pore can be well characterized in terms of their effect on translocation speed and the observed currents, the effects on the nucleic acids themselves are rather more difficult to study via experimental methods. As single-stranded nucleic acid strands are known for their inherent flexibility (12)—which makes identifying individual discrete structures difficult, if not impossible—it is reasonable to expect that ssDNA would adopt multiple conformations as it translocates through the pore; indeed, we have previously demonstrated such behavior with short strands of DNA in model pores (13). However, the question of what happens to longer DNA strands within the confined geometry of nanoscale pores remains to be addressed. For accurate DNA sequencing, each of the bases must pass the recognition site in the correct order. Hairpin conformations and other coiling of the DNA within the pore have the potential to alter the order of bases passing through the recognition region. Thus, understanding how the conformational dynamics of DNA is affected by mutations within the α-HL pore is imperative for the design of novel pores for DNA sequencing.

Molecular dynamics (MD) simulations provide a route to study both nanopores and conformational dynamics of biopolymers at atomistic resolution. For example, the dramatic conformational response of double-stranded DNA (dsDNA) to ligands binding in the major groove has been characterized by MD simulations (14). The design of protein-mimetic carbon nanotube pores has been explored (15). The response of DNA to an applied electric field has been studied within a nanopore, focusing on the effects of DNA orientation on observed current (16). Another study has shown that dsDNA can be stretched through a synthetic pore narrower than itself by applying a strong electric field.
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Finally, free energies of translocation of polynucleotides through α-HL have been determined using steered MD simulations (18).

In the following study, we ask two questions. First, does the conformation of the ssDNA impact upon the time taken for it to translocate through the nanopore? Second, does the conformation that ssDNA adopts within the nanopore have any effect upon the order in which the bases exit the pore? To address these questions, we have characterized the conformations of ssDNA strands as they translocate through a model pore that mimics the transmembrane domain of α-HL (13), shown in Fig. 1. Although simulation studies have indirectly demonstrated the suitability of using the CHARMM parameter set for ssDNA simulations (16,19), necessitated by the absence of detailed and systematic validation of ssDNA parameters for studying conformational dynamics, we first validate four of the most commonly used nucleic acid parameter sets: AMBER99, AMBER99 with ParmBSC0 nucleic acid torsions, CHARMM27, and GROMOS96 53A6.

METHODS

Force field validation

To determine which parameter sets are most suitable for simulating ssDNA, multiple simulations with different parameter sets were performed at varying salt concentrations. This is because there is currently little, if any, validation of the widely used nucleic acid force fields for simulation of ssDNA. Four of the most commonly used nucleic acid parameter sets were tested: AMBER99 (20), AMBER99 with ParmBSC0 nucleic acid torsions (21), CHARMM27 (22), and GROMOS 53A6 (23).

Each simulation system consisted of a single DNA strand extracted from the Dickerson-Drew dodecamer (24), and thus was the B-helical conformation (as it would be in the double-stranded structure). This was placed in a 6 nm × 6 nm × 6 nm box of water, with ~11,000 water molecules. The water model was force field dependent, being TIP3P for AMBER/ParmBSC0, TIPS3P for CHARMM, and SPC for GROMOS. Salt was added to 0.0 M, 0.1 M, 0.2 M, 0.5 M, and 1.0 M concentrations, up to a maximum of ~200 Na+ and Cl− ions. Additional ions were added to ensure the systems were charge neutral. Simulations were performed with GROMACS version 4.5.3 (25). Extended ssDNA was created using the GROMACS pull code by applying a pulling force to one end of the ssDNA. A summary of all simulations is given in Table 1.

At the start of this study the ParmBSC0 parameters were not implemented in GROMACS, and therefore to use this force field we converted the modified dihedral parameters to the GROMACS format. The conversion was checked through simulations of the Dickerson dodecamer in vacuo with infinite cutoffs in both AMBER11 (26) and GROMACS. The differences in the energies for the dihedrals were within 0.0014 kJ mol−1 (0.0001%).

Each system was setup with reference to the original parameterization for each force field, as given in the literature, however all simulations were performed with particle mesh Ewald (PME) (27) even though the 53A6 force field was parameterized with reaction-field electrostatics. Full details are given in the Supporting Material. For the 53A6 force field, we used PME electrostatics because it has been suggested that PME performs better than the standard reaction-field method (28). All simulations were run for 100 ns, and were repeated three times for a given force field at each salt concentration. Visualization used visual molecular dynamics (29). Analysis was performed using tools included in GROMACS and locally written code.

TABLE 1  Table of simulations for ssDNA parameter validation

<table>
<thead>
<tr>
<th>Force field</th>
<th>No. simulations</th>
<th>Salt concentrations (M)</th>
<th>Simulation lengths (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHARMM27</td>
<td>15</td>
<td>0, 0.1, 0.2, 0.5, 1</td>
<td>100</td>
</tr>
<tr>
<td>AMBER99</td>
<td>15</td>
<td>0, 0.1, 0.2, 0.5, 1</td>
<td>100</td>
</tr>
<tr>
<td>AMBER99 with ParmBSC0 torsions</td>
<td>15</td>
<td>0, 0.1, 0.2, 0.5, 1</td>
<td>100</td>
</tr>
<tr>
<td>GROMOS96 53A6</td>
<td>15</td>
<td>0, 0.1, 0.2, 0.5, 1</td>
<td>100</td>
</tr>
<tr>
<td>CHARMM27 (extended ssDNA)</td>
<td>3</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>AMBER99 (extended ssDNA)</td>
<td>3</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>AMBER99 with ParmBSC0 torsions (extended ssDNA)</td>
<td>3</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>GROMOS96 53A6 (extended ssDNA)</td>
<td>3</td>
<td>1</td>
<td>100</td>
</tr>
</tbody>
</table>

ssDNA within a nanopore

Our previously described model of α-HL (13) was used to mimic the transmembrane region of the protein. Simulations used the GROMOS 53A6 force field (23) The initial system consisted of the α-HL barrel embedded in a ~1000-atom methane slab, with one ssDNA dodecamer (30) of sequence 5′-ACCGACGTCGGT-3′ prethreaded into the pore by the first two bases (5′ end) to overcome the energetic barrier to pore entry. For the purposes of the rest of this work, the ssDNA sequence will be referred to as follows:

Base no. 5′ A1-C2-C3-G4-A5-C6-G7-
T8-C9-G10-G11-T12 3′.

The ssDNA was positioned with the 5′ base, A1, in closest proximity to the pore. The system was solvated with ~10,000 SPC water molecules, and salt was added to a concentration of 1 M, for a total of ~200 Na+ and Cl− ions. Simulations were run for 100 ns, and were repeated five times with different initial velocities, to give a total of six independent simulations for each system. Electrostatics was treated using PME, with a short range cutoff of 1 nm. Van der Waals interactions were truncated at 1 nm. An electric field equivalent to a potential of ~300 mV across the slab was applied to the system. A summary of all simulations is given in Table 2. Clustering analysis was performed using the GROMOS clustering method (31) as implemented in the GROMACS g_cluster tool. All trajectories for a given system were concatenated, and cluster analysis with a root mean-square
deviation cutoff of 0.4 nm was performed using the initial conformation of the ssDNA as a reference. The resulting clusters were then reclustered with a cutoff of 0.8 nm, to find clusters with broad similarity. Because GROMOS DNA does not include terminal nucleotide definitions, the required 3′ hydroxyl parameters were created using the standard GROMOS RNA parameter as a reference. Although terminal nucleotide definitions have been reported previously (32), it was noted the charge schemes were inconsistent with the standard GROMOS parameters. Mutant pores were setup as described in our earlier work (13), simply by using the MODELER package (33) to mutate the relevant residues. The mutant pores simulated in this study are the single point mutants; G119K, G119R, and G119W. Other analysis was performed with GROMACS analysis tools and locally written code.

RESULTS

Force field validation

Analysis of the simulations showed two distinct types of behavior in ssDNA treated with the different force fields, specifically between the AMBER-type force fields and the non-AMBER force fields. Thus, the results are divided into subsections to reflect this.

CHARMM and GROMOS

The initial coordinates of the ssDNA strand were extracted from the x-ray structure of a DNA double helix dodecamer (24), i.e., one strand from a double helix in the B-DNA conformation. To evaluate the length of the ssDNA we measured the end-to-end distance between the 3′ and 5′ terminal hydroxyl groups, the initial distance being ~3.5 nm (Fig. S1 in the Supporting Material). The conformational dynamics of ssDNA treated by both the CHARMM27 and GROMOS96 force fields were comparable to each other. In both sets of simulations, the ssDNA lost any initial B-helical structure rapidly, forming a compact, nonlinear structure within the first 10–20 ns of simulation. Radius of gyration calculations can give a measure of compactness of a polymer (Figs. S2–S7). The radius of gyration for the ssDNA in the compact conformation was ~0.9 nm compared to ~1.3 nm for the initial helical conformation. This compact ssDNA structure appeared to be a random conformation of the ssDNA, and incorporated some base stacking and non-Watson-Crick basepairing. In the CHARMM27 simulations, hydrogen bonding was observed between nonmatching bases, and also between the bases and the phosphate groups of the ssDNA. Similar random (nonhelical) structures were adopted by the ssDNA treated by the GROMOS parameters. In the folded state these hydrogen bonds are most often formed between bases and the phosphate groups of the backbone of the strand, and tend to be transient, lasting <10 ns. Given that the starting ssDNA coordinates were extracted from a double helix in the B-DNA conformation (24), we also tested the simulation of a more, initially extended DNA strand. Folding of the DNA from the initially extended ssDNA conformation, was not observed with either the CHARMM or GROMOS parameters. A summary of representative conformations for each force field is given in Fig. 2.

The distance between adjacent phosphate groups is a conformational descriptor that can be compared to experimental data. Experimental measurements reveal that although the interphosphate distance fluctuates as a function of sugar puckering, it is usually considered to lie between 5.9 Å and 7 Å (12). The average interphosphate distance measured for ssDNA treated with CHARMM27 was 6.41 Å with an average standard deviation of 0.42 Å. Simulations of ssDNA with GROMOS revealed an average distance interphosphate distance of 6.40 Å with an average standard deviation of 0.51 Å (Fig. S8).

AMBER99 and ParmBSC0

Our results reveal that ssDNA treated with the AMBER99 parameters can retain its initial conformation for up to 80 ns (Fig. S1). Retention of the initial conformation for at least 40 ns occurs in 5 of 15 simulations and appears to be independent of salt concentration. In the other 10 simulations, the initial conformation is lost within the first 30 ns. ParmBSC0 ssDNA retains its initial (coiled) conformation for at least 40 ns in at least 12 of 15 simulations, in some cases retaining this conformation for the whole 100 ns of simulation time (see the Supporting Material). The local

### Table 2 Table of simulations for DNA translocation study

<table>
<thead>
<tr>
<th>System</th>
<th>No. simulations</th>
<th>No. simulations where ssDNA translocates fully</th>
<th>Simulation length (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>6</td>
<td>6</td>
<td>100</td>
</tr>
<tr>
<td>G119K</td>
<td>6</td>
<td>3</td>
<td>100</td>
</tr>
<tr>
<td>G119R</td>
<td>6</td>
<td>3</td>
<td>100</td>
</tr>
<tr>
<td>G119W</td>
<td>6</td>
<td>0</td>
<td>100</td>
</tr>
</tbody>
</table>

FIGURE 2 Starting and ending configurations of ssDNA, beginning from a helical conformation. Simulations were run for 100 ns. Left to right: ParmBSC0, AMBER99, GROMOS96 53A6, and CHARMM 27.
base step parameters were calculated for this strand using the 3DNA web interface (34) and compared to experimental values for dsDNA, and found to still be in good agreement (Table S1). We also observed a tendency for the ssDNA treated with AMBER99 to form a hairpin conformation, in ~40% of all simulations. In this conformation, the ssDNA forms non-Watson-Crick basepairs with itself (Fig. S9). Once formed, the hairpin structure appears to be stabilized by internal hydrogen bonds between the bases. This intrastrand hydrogen bonding appears to be independent of sequence; we did not observe any one base to exhibit a higher propensity to engage in such hydrogen bonds than the others. These bonds are relatively stable, with lifetimes of between 30 and 40 ns. The formation of this double helix secondary structure, and the propensity to retain the initial DNA conformation, suggest that the AMBER99 and ParmBSC0 parameter sets are perhaps both more appropriate for dsDNA.

In simulations in which the starting ssDNA conformation was extended, the initial conformation was no longer retained. In contrast to the GROMOS and CHARMM parameters, in all simulations using the AMBER parameters, some element of DNA folding was observed within the first 10 ns. However, the final ssDNA structure, after 100 ns of simulation still showed the hairpin-like behavior in two of the three final conformations in the AMBER99 simulations. The ssDNA treated with the ParmBSC0 parameters also formed this type of structure in one out of the three simulations.

In our simulations, the radius of gyration is ~1.3 nm for the ssDNA initial conformation taken from the Dickerson dodecamer, ~1.5 nm for the ssDNA in the initially extended conformation, and ~0.90–0.95 nm when in the hairpin conformation. The initial value of the radius of gyration does not change substantially (remains within the range 1.2–1.4 nm) for the first 80 or so nanoseconds in 3 out of 15 AMBER99 simulations, and in 8 out of 15 ParmBSC0 simulations (Figs. S2–S7).

The average interphosphate distance in simulations using both the AMBER99 and ParmBSC0 parameter sets was 6.76 Å across several simulations, with an average standard deviation of 0.4 Å and 0.36 Å, respectively (Fig. S8). This further serves to highlight the similarities in the ssDNA conformations produced by these force fields. The average phosphate-phosphate distances across all force fields are given in Fig. S8. The average standard deviation of the ssDNA treated with the AMBER force fields is lower than when treated with the CHARMM/GROMOS parameters, reflecting the greater conformational flexibility of the latter two parameter sets. Although all parameter sets give reasonable values for the interphosphate distances, we note that the higher phosphate-phosphate distances from the AMBER simulations are closer to the value of 7 Å, which is usually associated with the canonical B-DNA double helix (35).

The propensity for both AMBER systems to either remain in their initial conformation, or to fold into a similar structure during the first 100 ns of a simulation, suggests possible unsuitability for representing ssDNA. Given that CHARMM simulations are more time-consuming to perform due to the CHARMM TIP3P water model, which includes water hydrogen Lennard-Jones parameters (36), the GROMOS force field was chosen for further ssDNA simulations.

**ssDNA within a protein nanopore**

We have previously described a minimal model of the α-HL transmembrane barrel, which retains the features of the wild-type (WT) protein that are important for DNA translocation (13). We have used our models of the WT protein and mutant pores (G119K, G119R, and G119W) to study the translocation of ssDNA through the pores under an applied electric field. In each simulation an ssDNA dodecamer was placed near the mouth of the nanopore as described in the Method section. The system was subjected to an external electric field of 300 mV across the membrane-mimetic slab. Six independent simulations of each type of pore were performed. The translocation mechanism of the DNA and the conformations it adopts within the nanochannels were characterized. A summary of the simulations is provided in Table 2.

**ssDNA translocation**

To characterize the behavior of the ssDNA as it passes through the protein pore, the time evolution of the ssDNA translocation through each nanopore was characterized. This was quantified by measuring the time at which the center of mass of each base passed the center of mass of the ring of residues formed by N123 i.e., the terminal residues at the mouth of the nanopore. Brief excursions of the bases beyond this point, whereby a base passes this ring of residues and then returns within the nanopore were discounted.

In simulations of the WT nanopore, it was observed that the first base to exit the pore is not necessarily base A1 (which entered the pore first). In four of six simulations that complete translocation, it was either base C2 or C3 that was the first to exit the pore; in only two simulations did base A1 exit the pore first. This is usually caused by base A1 forming hydrogen-bonding interactions with N123 and N121, both of which are close to the exit of the barrel, these interactions result in the base becoming tethered to the nanopore for periods of ~2 to 5 ns. The average translocation time per base varies from 0.7 to 4.0 ns depending upon the simulation. Perhaps a more useful metric for comparing time taken for bases to pass through the pore, is the time taken for each subsequent base to exit the pore, relative to the first one that exits. This measure allows us to evaluate the behavior of individual bases, rather than the average over the whole strand. Sharp increases in the
time taken for one base to exit the pore compared to the time taken for the base preceding it, represents strong ssDNA-protein nanopore interactions that result in the base requiring more time to exit the pore than the general trend for that simulation. For the WT simulations in general there is a relatively constant rate of translocation (Fig. S11). The most notable exception is the simulation in which there is a time lag of ~50 ns between the nanopore exit times of bases A5 and C6; the subsequent bases follow relatively quickly. The relative times for each base to exit the nanopore is shown for all six simulations of the WT protein pore model in Fig. S10.

The time evolution data for the G119K simulations show short tethering events of 2 ns in two simulations, with another two simulations having a difference of <1 ns between the first and second or third bases exiting the pore. The relative time taken by each base to exit the pore in each of the three simulations in which full DNA translocation was observed, are shown in Fig. S11. Similar to the WT nanopore simulations, the second or third base of the strand is usually first to exit. A fifth simulation shows base T12 and K147 interacting by hydrogen bonding between the primary amine of K147 and the base nitrogen or carbonyls of T12 for ~40 ns. The simulations in which translocation of the ssDNA was observed, the average time per base for translocation showed a spread of values, 1.3, 2.8, and 6.5 ns. For the fastest average translocation time of 1.3 ns/base, the ssDNA was observed to translocate at a relatively constant rate of translocation. In contrast translocation in the other two simulations occurred in a staggered fashion, with several bases exiting the pore at once, followed by a pause of up to tens of nanoseconds until the next group of bases followed. This staggered translocation pattern was also observed in two other simulations of this mutant pore, in which the ssDNA did not fully translocate, however most of the strand had exited the pore by the end of the 100 ns simulation.

For the G119R mutant nanopore (Fig. 3), one main pattern is observed in the translocation behavior; in four out of six simulations base A1 remains tethered to the pore exit via hydrogen bonding interactions with the N123 ring of residues, whereas base C2 or C3 is the first to exit the pore. The interaction of the terminal base and the asparagine residues generally lasts for between 3 and 10 ns. However, in one simulation that did not fully complete translocation, base A1 of the strand was observed to exit the pore 63 ns after base C2 had already exited. In another simulation, the first and second bases were observed to exit within 300 ps of each other, with base C2 of the strand being the first to exit for the pore. In each simulation in which ssDNA completes translocation (a total of three)—the average translocation times per base were 1.3, 2.7, and 5.5 ns. The former two simulations show a relatively constant rate of movement throughout the simulation, whereas the latter shows interrupted movement rather than a constant motion. See Fig. 3 for the conformations of the ssDNA in situations where base A1 is not the first to exit.

**ssDNA conformations within the protein nanopore**

To characterize the conformations adopted by the ssDNA, we performed cluster analysis of the ssDNA conformations extracted from all the simulations. Several trends across the mutant pores were revealed by clustering the ssDNA conformations. In the WT nanopore, one major population was observed, comprising ~40% of simulation time (~240 ns); the remaining 60% consists of structures that are not similar enough to form a cluster.

In this cluster the ssDNA is in an extended conformation within the pore (Fig. 4), with an end-to-end distance ranging between 3.75 and 4.50 nm. This extended conformation may
in part be the result of the ssDNA interacting with the barrel such that it is effectively tethered to the ring of residues formed by K147/E111 at the entrance of the barrel. The interactions are generally hydrogen bonding in nature; and occur between the lysine or glutamate side chains and the ssDNA bases, usually bases G10-T12. However, in one simulation there is a larger electrostatic component, with two phosphate groups from bases G10 and G11 of the ssDNA backbone interacting simultaneously with the amine group of a single lysine residue (Fig. 4). This terminal end of the ssDNA is tethered to the mouth of the barrel at the lysine and glutamate residues for between 20 and 50 ns, depending on the simulation.

In the G119K mutant nanopore, there are two major clusters of ssDNA conformations, comprising 42% and 22% of simulation time for a total of 252 and 132 ns, respectively (Fig. 5). The first cluster consists of the ssDNA coiled within the pore, forming multiple interactions with the K119 residues in the lumen of the barrel. These interactions appear to be largely electrostatic, with K119 side chains often interspersed between two phosphate groups from the ssDNA backbone. DNA-nanopore hydrogen bonding was also observed; generally involving an ssDNA base and the lysine amine group. These hydrogen bonds tend to be transient; with a lifetime of a few nanoseconds. The second cluster consists of the terminal bases of the 3' end of the DNA strand interacting with the ring of K119 residues, whereas the remainder of the strand has exited the pore. The interactions that tether the ssDNA to the K119 residues in this cluster are generally electrostatic in nature, and have a lifetime of between 20 and 40 ns.

In the G119R mutant nanopores, ~50% of the clusters observed have ssDNA in close proximity to R119. These can be further split into two individual populations: those with multiple interactions with the arginine residues, forming a structure that coils around the arginines to maximize the number of interactions (40% of the total simulation time, ~240 ns); and those with either the leading or tail end of the strand in contact with the arginine. The ssDNA-protein interactions are a combination of electrostatics and hydrogen bonding. On average three hydrogen bonds exist between the protein and ssDNA per simulation timestep, although this number can vary between five and two depending upon the cluster of ssDNA conformations. The number of hydrogen bonds within a time frame was calculated by using geometrical measures, for a hydrogen bond to be counted it has to have a donor and acceptor distance of 3.5 Å, and a donor-hydrogen-acceptor angle of 30°. A favorable electrostatic interaction between ssDNA and the nanopore comes from the simultaneous interaction of two ssDNA phosphate groups with a single arginine side chain (Fig. S12). The coiled structures have an end-to-end distance of ~2.5 nm, whereas the more extended structures are ~3.8 nm from terminal oxygen to terminal oxygen.

ssDNA conformations that result from an interaction between the leading or tail end of the strand and R119 residues comprise 10% of simulation time (~60 ns). In this cluster the ssDNA adopts an extended conformation. The ssDNA-pore interaction is generally observed between the 3' or 5' terminal three ssDNA bases and the ring formed by the R119 residues. A third population consisting of 21% of the observed conformations can be described as looped structures. The looped conformations are formed when the 3' end of the ssDNA interacts with the ring of R119 residues; more specifically, when the anionic phosphate groups form favorable electrostatic interactions with the cationic arginine guanidinium group. Although the 3' end is engaged in interactions with the arginine residues, the 5' end is observed to coil such that it is able to interact with base G7 or T8 of the strand, thus forming a 7 or 8 residue loop in the ssDNA. This conformation was observed to persist in solution even after the ssDNA had exited the nanopore (Fig. 6). This looped structure has an end-to-end distance of ~1.8 nm.

We also studied a G119W mutant pore, to determine whether the observed DNA conformations were a result of electrostatic interactions or induced by the steric bulk of

![FIGURE 5](image-url) Two dominant clusters in G119K mutant. Display scheme as previous. (Left) Cluster formed by ssDNA as it interacts with the K119 ring of residues. (Right) Cluster formed by tethering of base T12 to K119.

![FIGURE 6](image-url) Dominant clusters in G119R mutant. Display scheme as previous, with R119 highlighted in darker blue. (Left) Cluster formed by interaction of the strand near its central region (away from termini) with R119. (Center) Cluster formed by tethering of base T12 to R119. (Right) Cluster in solution, formed by interaction of base A1 with mid-strand bases T8/C9.
the residue side chains we had introduced in our mutant nanopores. The ssDNA in simulations of the G119W mutant shows two broad conformations: i), those with the ssDNA entirely within the pore in an extended configuration but only partly translocating beyond W119 (67% or 400 ns of simulation time), a representative snapshot is shown in Fig. 7 A. In this conformation the ssDNA remains relatively straight. Conformation ii), has the strand interacting mostly with the upper surface of the pore, but with part of the strand in contact with W119 (25% or 150 ns of simulation time), a representative snapshot is shown in Fig. 7 B. In the case of the ssDNA blocked within the pore, it appears that the steric bulk of the tryptophan prevents or at least slows ssDNA translocation. In two of the six simulations, bases A1 and C2 have partially threaded through the W119 ring of residues after 100 ns of simulation. However, ssDNA translocation through the entire length of the pore was not observed in any simulation. Extension of the simulations to 200 ns did not reveal any further translocation. In the second type of conformation, in which the ssDNA interacted with the upper surface of the pore, the middle of the strand formed multiple interactions with the ring of K147 residues at the upper surface of the pore. This interaction is not observed in most other mutants, and may be a consequence of the 5' end being unable to translocate beyond the ring formed by the ring of W119 residues.

DISCUSSION

Evaluation of DNA parameter sets

Some exploration of the available parameter sets for treatment of DNA was necessary given the paucity of available information in the literature for ssDNA parameters compared to those for dsDNA. Our simulations of ssDNA with the initial coordinates extracted from the x-ray structure of a double strand in the B-DNA form indicate that the AMBER force fields have a propensity to maintain the helical backbone conformation for up to 80 ns; within the constraints of simulation timescale, this prohibits exploration of other conformations. Even when simulations are initiated from an extended DNA backbone, the AMBER potentials were sometimes observed to form conformations reminiscent of a double helix. Measurement of the phosphate-phosphate distances of the ssDNA backbone revealed that the values calculated from the DNA treated by the AMBER/ParmBSC0 parameters were closer to values expected for canonical double-stranded B-DNA. The observations from both sets of simulations suggest that the AMBER and ParmBSC0 parameter sets are optimized for dsDNA such that they may not be suitable for treating ssDNA.

ssDNA simulated using the CHARMM and GROMOS parameter sets gave results that were similar to each other, but distinct from the AMBER and ParmBSC0 parameters. Encouragingly, they did not retain the original conformation of the ssDNA backbone beyond ~10 ns. Random structures were formed with some hydrogen-bonding between bases, but the hairpin-like structures observed with the Amber-based parameters were not observed. The GROMOS parameters were employed for subsequent simulation of ssDNA with model protein nanopores.

Analysis of the ssDNA conformations within the confined geometry of the nanopores revealed several trends. First, the introduction of charged residues within a pore causes considerable deformation of the ssDNA. This deformation appears to be a direct result of contact between the ssDNA and the mutated residue in the pore. In particular, the differences between the WT and both the G119K/G119R barrels are clear: the dominant in-pore cluster for the WT pore is an extended strand, which can on occasion be partially folded. In comparison, in the charged barrels, folded DNA conformations dominate.

In both the WT and mutant pores interaction of ssDNA bases with the residues of the protein nanopore can disrupt the order in which the bases exit the pore. Although this phenomenon was observed in at least one simulation of all of the nanopores we simulated, it was more pronounced in the charged mutant pores because the order of bases upon exit from the nanopore was not preserved in any of the simulations of these mutant pores. It seems reasonable that the presence of additional charged residues within the barrel serve as an extra site for electrostatic interaction with base A1, which then allows the subsequent bases to pass with relative ease. We note that even in simulations of the WT model nanopore correct ordering of the bases as they exit the pore was only preserved for two in six of the simulations.

Often, the interaction of just one base with the nanopore residues can alter the average translocation time per base

![FIGURE 7 Dominant clusters in G119W mutant. Display scheme as previous. (Left) Cluster formed by interaction of the central region of the DNA strand with K147. (Right) Cluster formed by strand after first bases have passed beyond W119. This cluster is representative of the maximum distance that ssDNA translocates through this mutant.](image-url)
substantially. Indeed, longer average translocation times are usually indicative of a staggered mechanism, whereby the ssDNA does not move through the pore at a constant velocity but rather sticks to the inside of the pore, usually through interaction with charged or polar residues, particularly through interaction with K147 at the pore entrance. For example, in the simulation in which the average translocation time per base was 4 ns, bases G11 and T12 remain hydrogen-bonded with K147 for ~45 ns (see the Supporting Material). In other simulations the interactions is predominantly between lysine residues and the ssDNA backbone phosphate groups, and thus is purely electrostatic. This nonconstant translocation velocity was also reported from simulations of ssDNA in the full-length α-HL protein (19).

The G119W pore also reveals some insight into the mechanism of translocation. Although both the G119R and G119W mutant pores have similar dimensions, W119 acts as a physical barrier to translocation, such that any coiling of the ssDNA occurs above rather than around this residue. The discrepancy in behaviors despite similar pore dimensions is explained by the effect of the electric field on arginine: when the field is active, the arginine side chains follow the direction of the field, pointing upward and thus effectively opening the pore. As the tryptophan side chains are neutral and less flexible, the pore dimensions remain narrower. Once the DNA has translocated beyond W119, however, it generally maintains a more extended conformation, compared to the ssDNA conformation once it has passed R119 in the G119R mutant. Furthermore, base A1 of the strand does not remain in contact with the ring of tryptophan residues in G119W, unlike the arginine residues in G119R. The hydrophobic character of the tryptophan ring could also be a contributor to the lack of translocation, as there are no positive or polar groups to counter the charges on the ssDNA backbone.

Both the G119K and G119R mutant pores show similar properties in terms of ssDNA translocation, which is perhaps unsurprising given that both feature charged residues. However, it appears as though the arginine mutant forms a stronger interaction with the ssDNA, with hydrogen bonds and charge-charge interactions forming between the R119 ring and the ssDNA in some 73% of the total simulation time. G119K, by contrast, forms these interactions for ~65% of total simulation time. Both mutants also show enhanced staggered translocation characteristics. Although the WT model can show some staggered translocation as a result of the strand interacting with K147, both charged mutants add an extra interaction site and apparently decrease the frequency of fast, nonstaggered translocation events. Visual inspection of the trajectory revealed that this staggered translocation is a consequence of the interaction of the ssDNA with the rings of positive charges formed by both lysine and arginine within the pore. When the interaction between the tail end of the ssDNA and these charged residues is disrupted, it allows further progression of the ssDNA through the pore. This is an example of the binding and sliding mechanism described in (13).

The induced conformational changes in ssDNA observed in the charged nanopores could have consequences for the reliability of sequencing a strand. This is particularly true when the ssDNA forms a loop structure after remaining in contact with a ring of charged residues, either arginine or lysine. The leading end of the strand can form interactions with these charged residues. Consequently, the electrostatic interaction between the two leads to tethering of the 5' end of the strand for some tens of nanoseconds. The following bases can pass through while the leading end remains in the same position; as such, the order that the bases exit the pore is not necessarily the order in which they enter. Thus, our results show that more than one base can occupy the mouth of the barrel; we note that simulation studies of the full protein have also reported similar behavior (19). This has clear consequences for the read accuracy, particularly if the deformation occurs before the site where the current measurement is taken.

It is useful to consider the limitations of the current study. We have studied a relatively short ssDNA molecule for computational efficiency. The conformational response of the ssDNA to interaction with the side chains of the protein nanopores, and subsequent effect on the sequence of bases that exit the pore observed in our simulations may be more amplified by the short length of the strand; i.e., the ends of the strand are always in close proximity to the center of mass of the strand. Longer strands are likely to be used with DNA sequencing devices, and thus it would be useful to study the effect of the strand length on ssDNA conformational dynamics in a future study.

**CONCLUSION**

We have shown that the protein side chains present within the barrel of α-hemolysin have a direct effect on the conformations adopted by a single DNA strand as it moves through the nanopore, under an applied electric field. The folded conformations resulting from interaction, usually with basic side chains can lead to exit of the ssDNA in a nonlinear conformation, such that the first base to enter the nanopore is not the first base to exit. Therefore, the ssDNA sequence detected will be altered. Thus, our results suggest that for accurate ssDNA sequence readouts at the ssDNA termini, it is important to maintain the strand in a near-linear conformation.

**SUPPORTING MATERIAL**

Simulation parameters, 12 figures, and a table are available at http://www.biophysj.org/biophys/journal/supplemental/S0006-3495(12)00873-9.
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