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#### Abstract

We investigate mappings of the form $g=f A$ where $f$ is a cyclically monotonous mapping of finite range and $A$ is a linear mapping given by a symmetric matrix. We give some upper bounds on the pre-period of $g$, i.e. the maximum $q$ for which all $g(x), g^{2}(x), \ldots, g^{q}(x)$ are distinct.


Let $S$ be a subset of the $m$-dimensional Euclidean space $R^{m}$ and $g: S \rightarrow S$ be a mapping of finite range. The period and the pre-period of $g$ are minimal $p \geq 1$ and $q \geq 0$ such that $g^{t+p}(y)=g^{t}(y)$ for all $t \geq q$ and $y \in S$. A mapping $f: S \rightarrow S$ is cyclically monotonous (abbreviated as c.m.) if

$$
\begin{equation*}
\sum_{i=1}^{n}\left(f\left(x_{i}\right)-f\left(x_{i-1}\right)\right) x_{i} \geq 0 \tag{1}
\end{equation*}
$$

for every $n \geq 2$ and every $x_{1}, x_{2}, \ldots, x_{n}=x_{0} \in S$. This notion was introduced by R.T. Rockafellar (see [10]) who proved that c.m. mappings are just subgradients of convex functions. Let us mention that a function $f: R \rightarrow R$ is c.m. if and only if it is nondecreasing.

Let us say that a mapping $f$ is strongly c.m. if $f\left(x_{1}\right)=\cdots=f\left(x_{n}\right)$ whenever the equality occurs in (1) for some $x_{1}, \ldots, x_{n}$. We proved in [7] and [8] that the period of $f A$ is at most 2 when $f$ is a strongly c.m. mapping and $A$ is a symmetric matrix.

In the present paper we give some upper bounds on the pre-period of $g=f A$ in three special cases. ( $Z$ denotes the set of integers.)
(a) $f=f_{1} \times \cdots \times f_{m}$ where $f_{i}: Z \rightarrow\{-1,1\}$ are threshold functions,
(b) $f=f_{1} \times \cdots \times f_{m}$ where $f_{i}: Z \rightarrow Z$ are multi-threshold functions,
(c) $f=f_{1} \times \cdots \times f_{r}$ where $f_{i}: Z^{m_{i} \rightarrow Z^{m_{i}}}$ are strongly c.m. and $m_{1}+\cdots+m_{r}=m$.

Clearly, (c) is more genaral than (b), and (b) than (a), but the more special form of $f$ enables us to give better estimates. The theorems of the paper are formulated rather to illustrate some different methods of estimation, than to cover all possible variation of premises. The integrality is not important for computing bounds but it enables us to simplify the statements and the proofs.

The decomposition of $f$ into Cartesian product $f_{1} \times \cdots \times f_{r}$ has also a reasonable interpretation. Consider a society of $r$ members where each member has some initial opinion represented by a vector $y_{0}^{i}, i=1, \ldots, r$. The members change simultaniously their opinions in discrete steps by the rule

$$
y_{t+1}^{i}=f_{i}\left(\sum_{j=1}^{r} A_{j i} y_{t}^{j}\right)
$$

where $y_{t}^{j}$ is the opinion of the $i$-th member at time $t, A_{j i}$ is a matrix of size ( $m_{i}, m_{j}$ ) which represents the influence of the $j$-th member on the $i$-th one, and $f_{i}$ is the evaluation mapping used by the $i$-th member to compute his new opinion from influences of other members.

The discrete influence systems as described above were studied first by Harary [14] and French [2] (see also [9]), and similar models also appeared in study of neural networks [1]. First results on 'period 2' were special evaluation mappings: in [3] and [4] for multi-threshold functions, and in [6] for the 'choice of the most spread opinion'. The unifying approach with the states of an influence system encoded by vectors of an Euclidean space was started in [7], where the Corollary of Theorem 2 was proved. The important role of convex functions in discrete influence systems was established first in [8]. The limit behaviour of discrete influence systems with an infinite number of states was studied in [5]. Some applications to social models with ranking alternatives were considered in [15].

We were informed by one of the referees that some results on pre-periods were proved in [11], [12] and [13].

Throughout the paper we use the following notation. For a vector $x \in R^{m}, x^{i}$ denotes the $i$-th component, and $\|x\|=\sum_{i=1}^{m}\left|x^{i}\right|$. The scalar product of vectors $x$ and $y$ is written as $x y$. If $A$ is a matrix, then $\|A\|=\sum_{i, j}\left|a_{i j}\right|$. We also use $A$ to denote the linear mapping $x \mapsto A x$. If $f_{i}: X_{i} \rightarrow Y_{i}, i=1,2$, are mappings, then $f_{1} \times f_{2}: X_{1} \times X_{2} \rightarrow Y_{1} \times Y_{2}$ denotes their Cartesian product.

Theorem 1. Let $f: R^{m} \rightarrow\{-1,1\}^{m}$ be defined by $f\left(x^{1}, \ldots, x^{m}\right)=\left(y^{1}, \ldots, y^{m}\right)$ where $y^{i}=1$ if $x^{i} \geq 0$ and $y^{i}=-1$ if $x^{i}<0$. Let $A=\left(a_{i j}\right)$ be a symmetric matrix of size $m$ with integral entries. Then the pre-period of $f A:\{-1,1\}^{m} \rightarrow\{-1,1\}^{m}$ is at most $\frac{1}{2}(\|A\|+3 s-m)$ where $s=\mid\left\{i: \sum_{j=1}^{m} a_{i j}\right.$ is even $\} \mid$.

Proof. Define the matrix $B=\left(b_{i j}\right)$ of size $m+1$ by

$$
\begin{aligned}
& b_{i j}=a_{i j} \text { for } i, j \leq m, \\
& b_{m+1, i}=b_{i, m+1}=\left\{\begin{array}{l}
1 \text { for } \sum_{j} a_{i j} \text { even, } i \leq m \\
0 \text { for } \sum_{j} a_{i j} \text { odd, } i \leq m
\end{array}\right. \\
& b_{m+1, m+1}=\|A\|+1
\end{aligned}
$$

Define $h: R^{m+1} \rightarrow\{-1,1\}^{m+1}$ by $h\left(x^{1}, \ldots, x^{m}, x^{m+1}\right)=\left(f\left(x^{1}, \ldots, x^{m}\right), 1\right)$. It is easy to see that the period and the pre-period of hB and fA are the same. Let $q$ be the preperiod of hB . Let an initial $y_{0} \in\{-1,1\}^{m+1}$ be given. Put $y_{t+1}=h B\left(y_{t}\right)$ for $t \geq 0$. If $t<q$, then $y_{t+2} B y_{t+1}=\left\|B y_{t+1}\right\|$, and because of $y_{t+2} \neq y_{t}$ it follows that $y_{t} B y_{t+1} \leq$ $\left\|B y_{t+1}\right\|-2$. Thus,

$$
\begin{equation*}
y_{t+2} B y_{t+1}-y_{t} B y_{t+1} \geq 2 \text { for } t<q . \tag{2}
\end{equation*}
$$

Set

$$
V=\sum_{t=0}^{q-1}\left(y_{t+2} B y_{t+1}-y_{t} B y_{t+1}\right)=y_{q+1} B y_{q}-y_{0} B y_{1}
$$

Using (2) we get

$$
\begin{equation*}
V \geq 2 q \tag{3}
\end{equation*}
$$

On the other hand, $y_{q+1} B y_{q}=\left\|B y_{q}\right\| \leq 2\|A\|+2 s+1$ and $y_{0} B y_{1}=y_{1} B y_{0}=\left\|B y_{0}\right\| \geq$ $\|A\|-s+m+1$. Hence

$$
\begin{equation*}
V \leq\|A\|+3 s-m \tag{4}
\end{equation*}
$$

Finally, combining (3) and (4) we get $q \leq \frac{1}{2}(\|A\|+3 s-m)$.
Example. Let $A=\left(a_{i j}\right)$ be the matrix defined by $a_{i, i+1}=a_{i+1,1}=1$ for $i=1, \ldots, m-1$, $a_{m, m}=1$, and $a_{i j}=0$ otherwise. Let $f$ be as in Theorem 1 , and $y_{0}=(1,-1$, $1, \ldots,-1)$. One can easily check that $(f A)^{t+1}\left(y_{0}\right) \neq(f A)^{t}\left(y_{0}\right)$ for $t \leq 2 m-2$, and $(f A)^{2 m-1}\left(y_{0}\right)=(f A)^{2 m-2}\left(y_{0}\right)$. Hence the pre-period of $f A$ is at least $2 m-2$ which agrees with the upper bound by Theorem 1. (This example was suggested by J. Demel.)

Theorem 2. Let $m_{1}, \ldots, m_{r}$ be positive integers, and $A$ be a symmetric matrix of size $m=\sum m_{i}$ with integral entries. Let $f_{i}: Z^{m_{i}} Z^{m_{i}}, i=1, \ldots, r$, be strongly c.m. mappings, each attaining at most $p$ distinct values. Then the pre-period of $\left(f_{1} \times \cdots \times f_{r}\right) A$ is at most $2 M^{2}\|A\| p(4 p+1)+2 p r$ where $M=\max \left\{\left\|f_{i}(x)\right\|: i=1, \ldots, r\right.$, $\left.x \in Z^{m_{i}}\right\}$.

Proof. Set $f=f_{1} \times \cdots \times f_{r}$. For $x \in Z^{m_{1}} \times \cdots \times Z^{m_{r}}$, let $x^{i}$ denote the vector consisting of those components of $x$ belonging to $Z^{m_{i}}$. Thus $x=\left(x^{1}, \ldots, x^{r}\right) \in Z^{m_{1}} \times \cdots \times Z^{m_{r}}$. Let $y_{0} \in Z^{m}$ be a given initial vector. Set $y_{t+1}=f\left(A y_{t}\right)$ for $t \geq 0$. Let $q$ be the preperiod of $f A$. Set

$$
V=\sum_{t=1}^{q}\left(y_{t+1}-y_{t-1}\right) A y_{t}=y_{q+1} A y_{q}-y_{0} A y_{1}
$$

Clearly,

$$
\begin{equation*}
V \leq 2 M^{2}\|A\| \tag{5}
\end{equation*}
$$

Let $d=\lceil q / 2\rceil$ (the upper integer approximation). Set

$$
V_{\text {odd }}=\sum_{t=1}^{d}\left(y_{2 t+1}-y_{2 t-1}\right) A y_{2 t}
$$

and

$$
V_{\mathrm{even}}=\sum_{t=1}^{d}\left(y_{2 t}-y_{2 t-2}\right) A y_{2 t-1}
$$

Put $x_{t}=A y_{t}, t \geq 0$, and set

$$
V_{\mathrm{odd}}^{i}=\sum_{t=1}^{d}\left(f_{i}\left(x_{2 t}^{i}\right)-f_{i}\left(x_{2 t-2}^{i}\right)\right) x_{2 t}^{i} .
$$

Clearly $V_{\text {odd }}=\sum_{i=1}^{r} V_{\text {odd }}^{i}$. To every $t_{1}, t_{2}, 0 \leq t_{1}<t_{2} \leq d$ we assign the interval $I=I\left(t_{1}, t_{2}\right)=\left\{t: t_{1}<t \leq t_{2}\right\}$. Define

$$
S_{i}\left(I\left(t_{1}, t_{2}\right)\right)=\left\{t \in I\left(t_{1}, t_{2}\right): f_{i}\left(x_{2 t}^{i}\right) \neq f_{i}\left(x_{2 t-2}^{i}\right),\right.
$$

and denote by $s_{i}\left(I\left(t_{1}, t_{2}\right)\right)$ the cardinality of the set $S_{i}$.
Fix some $i=1, \ldots, r$. We give a lower bound on $V_{\text {odd }}^{i}$. We say that an interval $I\left(t_{1}, t_{2}\right)$ is admissible if $f_{i}\left(x_{2 t_{1}}^{i}\right)=f\left(x_{2 t_{2}}^{i}\right)$. We claim that there is a system $\mathscr{I}$ of pairwise disjoint admissible intervals with the properties

$$
\begin{equation*}
|\mathscr{I}| \geq\left\lceil\frac{1}{p} s_{i}(I(0, d))\right\rceil-1 \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|I(0, d) \backslash \bigcup_{I \in G} I\right| \leq 2 p \tag{7}
\end{equation*}
$$

As $f_{i}$ attains at most $p$ distinct values, there is some $y$ such that the set $U_{y}=$ $\left\{t \in S_{i}(I(1, d)): f_{i}\left(x_{2 t}^{i}\right)=y^{i}\right\}$ has at least $u=\left\lceil(1 / p) s_{i}(I(0, d))\right\rceil$ elements. Let $t_{1}<$ $t_{2}<\cdots<t_{u}$ be elements of $U_{y}$. Set $\mathscr{I}_{1}=\left\{I\left(t_{i}, t_{i+1}\right): i=1, \ldots, u-1\right\}$. Let $\mathscr{I}_{2}$ be a system (possibly empty) of pairwise disjoint admissible intervals such that

$$
\bigcup_{I \in J_{2}} I \subset I\left(0, t_{1}\right) \quad \text { and } \quad\left|I\left(0, t_{1}\right) \backslash \bigcup_{I \in S_{2}} I\right| \leq p .
$$

Similarly, let $\mathscr{F}_{3}$ be a system of pairwise disjoint admissible intervals such that

$$
\bigcup_{I \in s_{3}} I \subset I\left(t_{u}, d\right) \quad \text { and } \quad\left|I\left(t_{u}, d\right) \backslash \bigcup_{I \in s_{3}} I\right| \leq p
$$

(The existence of both $\mathscr{I}_{2}$ and $\mathscr{I}_{3}$ follows from the pigeon-hole principle.) Clearly, $\mathscr{I}=\mathscr{I}_{1} \cup \mathscr{I}_{2} \cup \mathscr{F}_{3}$ satisfies (6) and (7). As $f_{i}$ is strongly c.m. we get

$$
\begin{equation*}
\sum_{t=t^{\prime}+1}^{t^{*}}\left(f_{i}\left(x_{2 t}^{i}\right)-f_{i}\left(x_{2 t-2}^{i}\right)\right) x_{2 t-1}^{i} \geq 1 \tag{8}
\end{equation*}
$$

for every admissible interval $I\left(t^{\prime}, t^{\prime \prime}\right) \in \mathscr{I}$. On the other hand,

$$
\begin{equation*}
\left(f_{i}\left(x_{2 t}^{i}\right)-f_{i}\left(x_{2 t-2}^{i}\right)\right) x_{2 t-1}^{i} \leq 2 M^{2}\left(\sum_{i=m_{i-1}+1}^{m_{i}} \sum_{j=1}^{m}\left|a_{j j}\right|\right) \tag{9}
\end{equation*}
$$

( $m_{0}=0$ ). Clearly (6), (7), (8) and (9) give together

$$
\begin{aligned}
V_{\mathrm{odd}}^{i}= & \sum_{t \in \mathcal{G}_{1}}\left(f_{i}\left(x_{2 t}^{i}\right)-f_{i}\left(x_{2 t-2}^{i}\right)\right) x_{t}+\sum_{t \in \xi_{2} \mathcal{s}_{3}}\left(f_{i}\left(x_{2 t}^{i}\right)-f_{i}\left(x_{2 t-2}^{i}\right)\right) x_{t} \\
& +\sum_{t \in \cup,}\left(f_{i}\left(x_{2 t}^{i}\right)-f_{i}\left(x_{2 t-2}^{i}\right)\right) x_{t} \\
\geq & \left\lceil\frac{1}{p} s_{i}(I(0, d))\right]-1+0-2 p \cdot 2 M^{2} \sum_{t=m_{i-1}+1}^{m_{i}} \sum_{j=1}^{m}\left|a_{l j}\right| .
\end{aligned}
$$

Thus

$$
\begin{equation*}
V_{\text {odd }} \geq \frac{1}{p} \sum_{i=1}^{r} s_{i}(I(0, d))-r-4 p M^{2}\|A\| \tag{10}
\end{equation*}
$$

As for every $t=1, \ldots, d$ there is some $i$ such that $f_{i}\left(x_{2 t}^{i}\right) \neq f_{i}\left(x_{2 t-2}^{i}\right)$, we have

$$
\begin{equation*}
\sum_{i=1}^{r} s_{i}(I(0, d)) \geq d . \tag{11}
\end{equation*}
$$

Hence (10) and (11) give

$$
V_{\mathrm{odd}} \geq \frac{1}{p} d-r-4 p M^{2}\|A\|
$$

It is possible to estimate $V_{\text {even }}$ in the same way. Thus

$$
V=V_{\text {even }}+V_{\text {odd }} \geq 2\left(\frac{1}{p} d-r-4 p M^{2}\|A\|\right)
$$

which together with (5) give $d \leq M^{2}\|A\| p(4 p+1)+p r$.
Corollary [8]. If $f$ is strongly c.m. and A a symmetric matrix, then the period of $f A$ is at most 2.

Lemma. Let $f: Z \rightarrow Z$ be a nondecreasing mapping. Then

$$
\sum_{i=1}^{n}\left(f\left(x_{i}\right)-f\left(x_{i-1}\right)\right) x_{i} \geq \frac{1}{2}\left|\left\{i: f\left(x_{i}\right) \neq f\left(x_{i-1}\right), i=1, \ldots, n\right\}\right|
$$

for every $n \geq 2$ and $x_{1}, \ldots, x_{n}=x_{0} \in Z$.
Proof. By induction on $n$. It is trivial for $n=2$. Let $n>2$ and $x_{1}, \ldots, x_{n}=x_{0}$ be given. We can assume that $x_{i} \neq x_{i-1}$ for $i=1, \ldots, n$, and also $x_{n} \geq x_{i}$ for $i=1, \ldots, n$. Put $y_{i}=x_{i}$ for $i=1, \ldots, n-1, y_{0}=x_{n-1}$. Then

$$
\sum_{i=1}^{n}\left(f\left(x_{i}\right)-f\left(x_{i-1}\right)\right) x_{i}=\sum_{i=1}^{n-1}\left(f\left(y_{i}\right)-f\left(y_{i-1}\right)\right) y_{i}+\left(f\left(x_{n}\right)-f\left(x_{n-1}\right)\right)\left(x_{n}-x_{1}\right)
$$

If $f\left(x_{n}\right)=f\left(x_{n-1}\right)$, then the statement follows immediately, and if $f\left(x_{n}\right) \neq f\left(x_{n-1}\right)$, then $\left(f\left(x_{n}\right)-f\left(x_{n-1}\right)\right)\left(x_{n}-x_{1}\right) \geq 1$ and

$$
\left|\left\{i=1, \ldots, n: f\left(x_{i}\right) \neq f\left(x_{i-1}\right)\right\}\right| \leq\left|\left\{i=1, \ldots, n-1: f\left(y_{i}\right) \neq f\left(y_{i-1}\right)\right\}\right|+2
$$

Theorem 3. Let $m$ be a positive integer, $A$ be a symmetric matrix of size $m$, $f_{1}, \ldots, f_{m}$ be nondecreasing real functions, each attaining at most $p$ distinct values. Set $f=f_{1} \times \cdots \times f_{m}$. Then the pre-period of $g=f A$ is at most $2 m p+4 M^{2}\|A\|(2 p+1)$ where $M=\max \left\{\left|f_{i}(x)\right|: i=1, \ldots, m, x \in R\right\}$.

Proof. We follow the proof of Theorem 2 with $m_{1}=\cdots=m_{r}=1$ and $m=r$. We give here a better bound on $V_{\text {odd }}^{i}$ (and $V_{\text {even }}^{i}$ ). Fix arbitrary $i=1, \ldots, m$. It follows from the pigeon-hole principle that there is some system $\mathscr{I}$ of pairwise disjoint admissible intervals such that $|\{1, \ldots, d\} \backslash \bigcup \mathscr{I}| \leq p$. Using the Lemma we get

$$
\sum_{t=t_{1}+1}^{t_{2}}\left(f_{i}\left(x_{2 t}^{i}\right)-f_{i}\left(x_{2 t-2}^{i}\right)\right) x_{2 t} \geq \frac{1}{2} s_{i}\left(I\left(t_{1}, t_{2}\right)\right)
$$

for every admissible interval $I\left(t_{1}, t_{2}\right) \in \mathscr{I}$. Thus

$$
\begin{aligned}
V_{\mathrm{odd}}^{i} & \geq \frac{1}{2} \sum_{I \in \xi} s_{i}(I)-2 p M^{2} \sum_{j=1}^{m}\left|a_{i j}\right| \\
& \geq \frac{1}{2}\left(s_{i}(I(1, d))-p\right)-2 p M^{2} \sum_{j=1}^{m}\left|a_{i j}\right| .
\end{aligned}
$$

Then using $s_{1}(I(1, d))+\cdots+s_{m}(I(1, d)) \geq d$, we get

$$
V_{\text {odd }} \geq \frac{1}{2}(d-m p)-2 p M^{2}\|A\|,
$$

and finally $d \leq m p+2 M^{2}\|A\|(2 p+1)$.
Remark. Theorem 2 when applied to mappings in Theorem 3 gives the estimation $2 M^{2}\|A\| p(4 p+1)+2 m p$, which is weaker than the bound given by Theorem 3.
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