# A nonautonomous predator-prey system with stage structure and double time delays ${ }^{\text {® }}$ 

Jiaoyan Wang ${ }^{\text {a }}$, Qishao Lu ${ }^{\text {a }}$, Zhaosheng Feng ${ }^{\text {b,* }}$<br>${ }^{\text {a }}$ School of Science, Beijing University of Aeronautics and Astronautics, Beijing 100083, China<br>${ }^{\mathrm{b}}$ Department of Mathematics, University of Texas-Pan American, Edinburg, TX 78539, USA

## ARTICLE INFO

## Article history:

Received 16 July 2008
Received in revised form 16 November 2008

## MSC:

92D25
34C25
34D23

## Keywords:

Stage structure
Time delay
Permanence
Continuation theorem
Periodic solution
Global stability


#### Abstract

In the present paper we study a nonautonomous predator-prey model with stage structure and double time delays due to maturation time for both prey and predator. We assume that the immature and mature individuals of each species are divided by a fixed age, and the mature predator only attacks the immature prey. Based on some comparison arguments we discuss the permanence of the species. By virtue of the continuation theorem of coincidence degree theory, we prove the existence of positive periodic solution. By means of constructing an appropriate Lyapunov functional, we obtain sufficient conditions for the uniqueness and the global stability of positive periodic solution. Two examples are given to illustrate the feasibility of our main results.
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## 1. Introduction

In the past several decades, the predator-prey systems play an important role in the modeling of multi-species population dynamics [1,2]. Many models of population growth were studied with time delays [3-10]. Some other age- and stagestructured models of various types (discrete and distributed time delays, stochastic, etc.) have been utilized [11-29]. In the pioneering work [29], a stage-structured model of population growth consisting of immature and mature individuals was proposed, where the stage-structure was modeled by the introduction of a constant time delay, reflecting a delayed birth of immature and a reduced survival of immature to their maturity. The model takes the form

$$
\left\{\begin{array}{l}
\dot{x}_{i}(t)=\alpha x_{m}(t)-\gamma x_{i}(t)-\alpha \mathrm{e}^{-\gamma \tau} x_{m}(t-\tau), \\
\dot{x}_{m}(t)=\alpha \mathrm{e}^{-\gamma \tau} x_{m}(t-\tau)-\beta x_{m}^{2}(t),
\end{array}\right.
$$

where $x_{i}$ and $x_{m}(t)$ represent the immature and mature populations densities respectively, to model stage-structured population growth. There, $\alpha>0$ represents the birth rate, $\gamma>0$ is the immature death rate, $\beta>0$ is the mature death and overcrowding rate, and $\tau$ is the time to maturity. The term $\alpha \mathrm{e}^{-\gamma \tau} x_{m}(t-\tau)$ represents the immature who were born at time $t-\tau$ and survive at time $t$ with the immature death rate $\gamma$, and thus represents the transformation of immature to mature.

[^0]In the classical predator-prey models it is usually assumed that each individual predator admits the same ability to feed on prey and each individual prey admits the same risk to be attacked by predator. However, considerable evidence shows that there are some species whose individuals have a life history that takes them through two stages, immature and mature, where immature predators are raised by their parents, and the rate they attack at prey and the reproductive rate can be ignored. Many periodic ratio-dependent predator-prey models with time delays and stage structure for both prey and predator were investigated and rich dynamics have been observed [30-39] and references therein. Many models assumed that predators only consume mature preys $[18,20,24]$. On the other hand, in the natural world, there are many species in which only immature individuals are consumed by their predators, and some other species in which more immature individuals than mature individuals are consumed by their predators. One typical example was described in [40], where Chinese fire-bellied newt, which is unable to feed on the mature Rana chensinensis, can only feed on the immature one. Based on this assumption, Zhang and his co-workers introduced an ordinary differential system and studied the global stability of the nonnegative equilibrium [17]. Moreover, biological or environmental parameters are naturally periodic subject to fluctuation in time. Effects of a periodically varying environment are important for evolutionary theory as the selective forces on systems in a fluctuating environment differ from those in a stable environment. Thus, the assumption on periodicity of parameters is a way of incorporating the periodicity of the environment (such as seasonal effects of weather, food supplies, mating habits and so forth). In [18], Xu and Wang incorporated the periodicity of the ecological and environmental parameters into a generalized system of (1) and assumed that the reproductive rate of predator during the immature stage is zero.

Mainly motivated by works [17,18,29,40], in this paper we consider the effects of time delays in combination with the periodicity of ecological and environmental parameters in the following stage-structured predator-prey system:

$$
\left\{\begin{array}{l}
x_{1}^{\prime}(t)=a_{1}(t) x_{2}(t)-r_{1}(t) x_{1}(t)-a_{1}\left(t-\tau_{1}\right) \mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(s)-k_{1}(s) y_{2}(s) \mathrm{ds}} x_{2}\left(t-\tau_{1}\right)-k_{1}(t) x_{1}(t) y_{2}(t),  \tag{1}\\
x_{2}^{\prime}(t)=a_{1}\left(t-\tau_{1}\right) \mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(s)-k_{1}(s) y_{2}(s) \mathrm{ds}} x_{2}\left(t-\tau_{1}\right)-\beta_{1}(t) x_{2}^{2}(t) \\
y_{1}^{\prime}(t)=a_{2}(t) x_{1}(t) y_{2}(t)-r_{2}(t) y_{1}(t)-a_{2}\left(t-\tau_{2}\right) \mathrm{e}^{\int_{t-\tau_{2}}^{t}-r_{2}(s) \mathrm{ds}} \cdot x_{1}\left(t-\tau_{2}\right) y_{2}\left(t-\tau_{2}\right) \\
y_{2}^{\prime}(t)=a_{2}\left(t-\tau_{2}\right) \mathrm{e}^{\mathrm{e}_{t-\tau_{2}}^{t}-r_{2}(s) \mathrm{ds}} x_{1}\left(t-\tau_{2}\right) y_{2}\left(t-\tau_{2}\right)-\beta_{2}(t) y_{2}^{2}(t)
\end{array}\right.
$$

where $x_{1}(t)$ and $x_{2}(t)$ denote the densities of the immature and the mature prey at time $t$, respectively; $y_{1}(t)$ and $y_{2}(t)$ represent the densities of the immature and the mature predator population at time $t$, respectively; $a_{1}(t), a_{2}(t), r_{1}(t), r_{2}(t)$, $\beta_{1}(t), \beta_{2}(t), k_{1}(t)$ are continuously positive periodic functions with period $\omega$. The model is constructed under the following assumptions for both prey and predator.
(I) The prey population: the birth rate of the immature population is proportional to the existing mature population with a proportionality $a_{1}(t)>0$; the death rate of the immature population is proportional to the existing immature population with a proportionality $r_{1}(t)>0$; the death rate of the mature population is of a logistic nature, i.e., it is proportional to the square of the population with a proportionality $\beta_{1}(t)>0$. The term

$$
a_{1}\left(t-\tau_{1}\right) \mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(s)-k_{1}(s) y_{2}(s) \mathrm{d} s} x_{2}\left(t-\tau_{1}\right)
$$

represents the number of immature preys that were born at time $t-\tau_{1}$ which still survive at time $t$ and are transferred from the immature stage to the mature stage at time $t$. The predator population only feeds on the immature prey.
(II) The predator population: the death rate of the immature population is proportional to the existing immature population with a proportionality $r_{2}(t)>0 ; k_{1}(t)>0$ is the capturing rate of mature predator; $\frac{a_{2}(t)}{k_{1}(t)}$ is the rate of conversion of nutrients into the reproduction of the mature predator; the death rate of the mature population is of a logistic nature, i.e., it is proportional to the square of the population with a proportionality $\beta_{2}(t)>0$. The term

$$
a_{2}(t) \mathrm{e}^{\int_{t-\tau_{2}}^{t}-r_{2}(s) \mathrm{ds}} x_{1}\left(t-\tau_{2}\right) y_{2}\left(t-\tau_{2}\right)
$$

represents the number of immature predators that were born at time $t-\tau_{2}$ which still survive at time $t$ and are transferred from the immature stage to the mature stage at time $t$. It is assumed in model (1) that immature individual predators do not feed on prey and do not have the ability to reproduce.

In our study, we assume that the initial conditions of system (1) take the form:

$$
\left\{\begin{array}{l}
x_{i}(\theta)=\phi_{i}(\theta)>0, \quad-\tau_{1} \leq \theta \leq 0, i=1,2  \tag{2}\\
y_{i}(\theta)=\psi_{i}(\theta)>0, \quad-\tau_{2} \leq \theta \leq 0, i=1,2
\end{array}\right.
$$

For the continuity of the initial conditions, we require

$$
\left\{\begin{array}{l}
x_{1}(0)=\int_{-\tau_{1}}^{0} a_{1}(\theta) \phi_{2}(\theta) \mathrm{e}^{\mathrm{e}_{0}^{\theta}\left(r_{1}(s)+k_{1}(s) \psi_{2}(s)\right) \mathrm{ds}} \mathrm{~d} \theta  \tag{3}\\
y_{1}(0)=\int_{-\tau_{2}}^{0} a_{2}(\theta) \mathrm{e}^{\int_{0}^{\theta} r_{2}(s) \mathrm{d} \mathrm{~s}} \phi_{1}(\theta) \psi_{2}(\theta) \mathrm{d} \theta
\end{array}\right.
$$

Throughout this paper, for convenience of our statement, we adopt the notations:

$$
\bar{f}=\frac{1}{\omega} \int_{0}^{\omega} f(t) \mathrm{d} t, \quad f^{L}=\min _{t \in[0, \omega]}|f(t)|, \quad f^{M}=\max _{t \in[0, \omega]}|f(t)|,
$$

where $f$ is a continuous $\omega$-periodic function.
In the present paper, we present a qualitative analysis for the nonautonomous predator-prey system (1) by incorporating stage structures for both prey and predator and the periodicity of ecological and environmental parameters into the model. The rest of the paper is organized as follows. In the next section, we discuss the positivity of solutions and the permanence of system (1) under initial conditions (2) and (3). In Section 3, the existence of positive $\omega$-periodic solutions of system (1) is shown by using Gaines and Mawhin's continuation theorem of coincidence degree theory. In Section 4, sufficient conditions are derived for the global stability of the positive $\omega$-periodic solution of system (1) by constructing an appropriate Lyapunov functional. Two examples are given in Section 5 to illustrate the feasibility of our main results. A brief discussion is presented in Section 6.

## 2. Permanence

In many biological systems, the stability switches many times and the systems will eventually become unstable when time delays increase [41,42]. While for some other systems, for example [43-45], there will be no change in uniform persistence or permanence of systems even though the time delays change. Recently, uniform persistence or permanence concerning the long time survival of species population appears to be another important concept of stability from the viewpoint of mathematical ecology. This clearly necessitates a study of permanence in depth and of the modeling and analysis involved. Thus, in this section, we are looking for sufficient conditions that guarantee the permanence of system (1). Following [25], we use the definition of permanence of system and ultimately-bounded domain as follows:

Definition 1. The system $X^{\prime}(t)=f\left(t, X_{t}(\theta)\right), t \geq 0, \theta \in[-\tau, 0], X \in \mathbb{R}^{n}$ is said to be permanence if, for any solution $X(t, \phi)$, there exists a constant $m>0$ and $T=T(\phi)$, such that $X(t)>m$, for all $t>T$. The domain $D \in \mathbb{C}^{n}$ is said to be an ultimately-bounded domain, if $D$ is a closed, bounded subset of $\mathbb{C}^{n}$, and there exists a constant $T=T(\phi)$, such that $X_{t}(\theta) \in D$, for all $t>T$.

Using a similar argument as in the proof of Theorem 2.1 in [19], one can see that solutions of system (1) with initial conditions (2) and (3) are positive for all $t>0$. Moreover, we have

Theorem 1. Solutions of system (1) with initial conditions (2) and (3) are ultimately bounded.
Proof of Theorem 1. Suppose that $\left(x_{1}(t), x_{2}(t), y_{1}(t), y_{2}(t)\right)^{\mathrm{T}}$ is an arbitrary positive solution of system (1) under conditions (2) and (3). We define

$$
\rho(t)=a_{2}^{M} x_{1}(t)+a_{2}^{M} x_{2}(t)+k_{1}^{L} y_{1}(t)+k_{1}^{L} y_{2}(t)
$$

Calculating the derivative of $\rho(t)$ along the solution of system (1), we have

$$
\begin{aligned}
\dot{\rho}(t)= & a_{1}(t) a_{2}^{M} x_{2}(t)-a_{2}^{M} r_{1}(t) x_{1}(t)-k_{1}^{L} r_{2}(t) y_{1}(t)-\beta_{1}(t) a_{2}^{M} x_{2}^{2}(t) \\
& -\left(a_{2}^{M} k_{1}(t)-a_{2}(t) k_{1}^{L}\right) x_{1}(t) y_{2}(t)-k_{1}^{L} \beta_{2}(t) y_{2}^{2}(t), \\
\leq & -r \rho+a_{2}^{M}\left(a_{1}^{M}+r\right) x_{2}(t)-\beta_{1}^{L} a_{2}^{M} x_{2}^{2}(t)+k_{1}^{L} r y_{2}(t)-k_{1}^{L} \beta_{2}^{L} y_{2}^{2}(t),
\end{aligned}
$$

where $r=\min \left\{r_{1}^{L}, r_{2}^{L}\right\}$. Then there exists a positive number $D$ such that

$$
\dot{\rho}+r \rho \leq D
$$

which yields

$$
\rho(t)<\frac{D}{r}+\left(\rho(0)-\frac{D}{r}\right) \mathrm{e}^{-r t} .
$$

This implies that any positive solution of system (1) is ultimately bounded. So we completes the proof.
Lemma 1 ([19]). Consider the equation

$$
x^{\prime}(t)=a x(t-\tau)-b x^{2}(t)
$$

where $a, b, \tau>0, x(t)>0$ for $-\tau \leq \theta \leq 0$. Then we have

$$
\lim _{t \rightarrow+\infty} x(t)=\frac{a}{b}
$$

Theorem 2. System (1) with initial conditions (2) and (3) is permanent.
Proof of Theorem 2. From the second equation of system (1), we have

$$
\begin{aligned}
x_{2}^{\prime}(t) & =a_{1}\left(t-\tau_{1}\right) \mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(s)-k_{1}(s) y_{2}(s) d s} x_{2}\left(t-\tau_{1}\right)-\beta_{1}(t) x_{2}^{2}(t), \\
& \leq a_{1}^{M} \mathrm{e}^{-r_{1}^{L} \tau_{1}} x_{2}\left(t-\tau_{1}\right)-\beta_{1}^{L} x_{2}^{2}(t) .
\end{aligned}
$$

By Lemma 1 , there exists a value $T_{1}$, such that for any $\varepsilon>0$ and $t \geq T_{1}$ we have

$$
\begin{equation*}
x_{2}(t) \leq \frac{a_{1}^{M} \mathrm{e}^{-r_{1}^{L} \tau_{1}}}{\beta_{1}^{L}}+\epsilon:=M_{12} . \tag{4}
\end{equation*}
$$

By a direct computation, we have

$$
x_{1}(t)=\int_{t-\tau_{1}}^{t} a_{1}(s) \mathrm{e}^{\int_{t}^{s} r_{1}(m)+k_{1}(m) y_{2}(m) \mathrm{d} m} x_{2}(s) \mathrm{d} s .
$$

Combining this with (4), for any $t \geq T_{1}$, gives

$$
\begin{equation*}
x_{1}(t) \leq \frac{a_{1}^{M} M_{12}}{r_{1}^{L}}:=M_{11} . \tag{5}
\end{equation*}
$$

Thus, for any $t \geq T_{1}$ we have

$$
y_{2}^{\prime}(t) \leq a_{2}^{M} \mathrm{e}^{-r_{2}^{L} \tau_{2}} M_{11} y_{2}\left(t-\tau_{2}\right)-\beta_{2}(t) y_{2}^{2}(t) .
$$

By Lemma 1 again, there exists another value $T_{2}>T_{1}$, such that for any $t \geq T_{2}$ we have

$$
\begin{equation*}
y_{2}(t) \leq \frac{a_{2}^{M} \mathrm{e}^{-r_{2}^{L} \tau_{2}} M_{11}}{\beta_{2}^{L}}+\epsilon:=M_{14} . \tag{6}
\end{equation*}
$$

From the third equation of system (1), we get

$$
\begin{equation*}
y_{1}(t)=\mathrm{e}^{\int_{0}^{t}-r_{2}(s) \mathrm{d} s} \int_{t-\tau_{2}}^{t} a_{2}(s) \mathrm{e}^{\int_{0}^{s} r_{2}(m) \mathrm{d} m} x_{1}(s) y_{2}(s) \mathrm{d} s . \tag{7}
\end{equation*}
$$

Using (5) and (6), for any $t \geq T_{2}$, we have

$$
y_{1}(t) \leq \frac{a_{2}^{M} M_{11} M_{14}\left(1-\mathrm{e}^{-r_{2}^{M} \tau_{2}}\right)}{r_{2}^{L}}:=M_{13} .
$$

By (6) and the second equation of system (1) for any $t \geq T_{2}$, we have

$$
x_{2}^{\prime}(t) \geq a_{1}^{L} \mathrm{e}^{-r_{1}^{M} \tau_{1}-k_{1}^{M} M_{14} \tau_{1}} x_{2}\left(t-\tau_{1}\right)-\beta_{1}^{M} x_{2}^{2}(t) .
$$

By Lemma 1, there exists a value $T_{3}>T_{2}$, such that for any $t \geq T_{3}$ we have

$$
x_{2}(t) \geq \frac{a_{1}^{L} \mathrm{e}^{-r_{1}^{M} \tau_{1}-k_{1}^{M} M_{14} \tau_{1}}}{\beta_{1}^{M}}-\epsilon:=m_{12}
$$

and

$$
x_{1}(t) \geq \frac{a_{1}^{L}\left(1-\mathrm{e}^{-r_{1}^{L} \tau_{1}}\right) m_{12}}{r_{1}^{M}+k_{1}^{M} M_{14}}:=m_{11} .
$$

From the fourth equation of system (1), for any $t \geq T_{3}$, we have

$$
y_{2}(t) \geq a_{2}^{L} \mathrm{e}^{-r_{2}^{M} \tau_{2}} m_{11} y_{2}\left(t-\tau_{2}\right)-\beta_{2}^{M} y_{2}^{2}(t) .
$$

So there exists a value $T_{4}>T_{3}$, such that for any $t \geq T_{4}$ we have

$$
\begin{equation*}
y_{2}(t) \geq \frac{a_{2}^{L} \mathrm{e}^{-r_{2}^{M} \tau_{2}} m_{11}}{\beta_{2}^{M}}-\epsilon:=m_{14} . \tag{8}
\end{equation*}
$$

From (7) and (8) we get

$$
y_{1}(t) \geq \frac{a_{2}^{L} m_{11} m_{14}\left(1-\mathrm{e}^{-r_{2}^{L} \tau_{2}}\right)}{r_{2}^{M}}:=m_{13} .
$$

Repeating this process, we can obtain a more accurate bound of the solution of system (1) when $t$ is sufficiently large. Namely, using (8) and the third equation of system (1), we have

$$
x_{2}^{\prime}(t) \leq a_{1}^{M} \mathrm{e}^{-r_{1}^{L} \tau_{1}-k_{1}^{L} m_{14} \tau_{1}} x_{2}\left(t-\tau_{1}\right)-\beta_{1}^{L} x_{2}^{2}(t)
$$

By Lemma 1 , there exists a value $T_{5}$ such that for any $\varepsilon>0$ and $t \geq T_{5}$, we have

$$
x_{2}(t) \leq \frac{a_{1}^{M} \mathrm{e}^{-r_{1}^{L} \tau_{1}-k_{1}^{L} m_{14} \tau_{1}}}{\beta_{1}^{L}}+\epsilon:=M_{22}
$$

and

$$
x_{1}(t) \leq \frac{a_{1}^{M} M_{22}\left(1-\mathrm{e}^{-r_{1}^{M} \tau_{1}-k_{1}^{M} M_{14} \tau_{1}}\right)}{r_{1}^{L}+k_{1}^{L} m_{14}}:=M_{21} .
$$

So for any $t \geq T_{5}$, the fourth equation of (1) gives

$$
y_{2}^{\prime}(t) \leq a_{2}^{M} \mathrm{e}^{-r_{2}^{L} \tau_{2}} M_{21} y_{2}\left(t-\tau_{2}\right)-\beta_{2}(t) y_{2}^{2}(t) .
$$

Then, there exists a value $T_{6}>T_{5}$, such that for any $t \geq T_{6}$ we have

$$
\begin{equation*}
y_{2}(t) \leq \frac{a_{2}^{M} \mathrm{e}^{-r_{2}^{L} \tau_{2}} M_{21}}{\beta_{2}^{L}}+\epsilon:=M_{24}, \tag{9}
\end{equation*}
$$

and

$$
y_{1}(t) \leq \frac{a_{2}^{M} M_{21} M_{24}\left(1-\mathrm{e}^{-r_{2}^{M} \tau_{2}}\right)}{r_{2}^{L}}:=M_{23} .
$$

By (9), for any $t \geq T_{6}$ we deduce

$$
x_{2}^{\prime}(t) \geq a_{1}^{L} \mathrm{e}^{-r_{1}^{M} \tau_{1}-k_{1}^{M} M_{24} \tau_{1}} x_{2}\left(t-\tau_{1}\right)-\beta_{1}^{M} x_{2}^{2}(t)
$$

Lemma 1 tells us that there exists a value $T_{7}>T_{6}$, such that for any $t \geq T_{8}$ we have

$$
\begin{aligned}
& x_{2}(t) \geq \frac{a_{1}^{L} \mathrm{e}^{-r_{1}^{M} \tau_{1}-k_{1}^{M} M_{24} \tau_{1}}}{\beta_{1}^{M}}-\epsilon:=m_{22}, \\
& x_{1}(t) \geq \frac{a_{1}^{L}\left(1-\mathrm{e}^{-r_{1}^{L} \tau_{1}}\right) m_{22}}{r_{1}^{M}+k_{1}^{M} M_{24}}:=m_{21} .
\end{aligned}
$$

From the fourth equation of system (1) we get

$$
y_{2}(t) \geq a_{2}^{L} \mathrm{e}^{-r_{2}^{M} \tau_{2}} m_{11} y_{2}\left(t-\tau_{2}\right)-\beta_{2}^{M} y_{2}^{2}(t)
$$

So there exists a value $T_{8}>T_{7}$, such that for any $t \geq T_{8}$ we have

$$
y_{2}(t) \geq \frac{a_{2}^{L} \mathrm{e}^{-r_{2}^{M} \tau_{2}} m_{21}}{\beta_{2}^{M}}-\epsilon:=m_{24}
$$

and

$$
y_{1}(t) \geq \frac{a_{2}^{L} m_{21} m_{24}\left(1-\mathrm{e}^{-r_{2}^{L} \tau_{2}}\right)}{r_{2}^{M}}:=m_{23} .
$$

Continuing the discussion in this manner, we will obtain eight sequences $\left\{M_{n i}\right\},\left\{m_{n i}\right\}(i=1,2,3,4)$ defined as follows:

$$
\begin{array}{ll}
M_{(n+1) 2}=\frac{a_{1}^{M} \mathrm{e}^{-r_{1}^{L} \tau_{1}-k_{1}^{L} \tau_{1} m_{n 4}}}{\beta_{1}^{L}}+\epsilon, & M_{(n+1) 1}=\frac{a_{1}^{M} M_{(n+1) 2}\left(1-\mathrm{e}^{-r_{1}^{M} \tau_{1}-k_{1}^{M} \tau_{1} M_{n 4}}\right)}{r_{1}^{L}+k_{1}^{L} m_{n 4}}, \\
M_{(n+1) 4}=\frac{a_{2}^{M} \mathrm{e}^{-r_{2}^{L} \tau_{2}} M_{(n+1) 1}}{\beta_{2}^{L}}+\epsilon, & M_{(n+1) 3}=\frac{a_{2}^{M} M_{(n+1) 1} M_{(n+1) 4}\left(1-\mathrm{e}^{-r_{2}^{M} \tau_{2}}\right)}{r_{2}^{L}},
\end{array}
$$

$$
\begin{align*}
& m_{(n+1) 2}=\frac{a_{1}^{L} \mathrm{e}^{-r_{1}^{M} \tau_{1}-k_{1}^{M} \tau_{1} M_{(n+1) 4}}}{\beta_{1}^{M}}-\epsilon, \quad m_{(n+1) 1}=\frac{a_{1}^{L}\left(1-\mathrm{e}^{-r_{1}^{L} \tau_{1}}\right) m_{(n+1) 2}}{r_{1}^{M}+k_{1}^{M} M_{(n+1) 4}} \\
& m_{(n+1) 4}=\frac{a_{2}^{L} \mathrm{e}^{-r_{2}^{M} \tau_{2}} m_{n 1}}{\beta_{2}^{M}}-\epsilon, \quad m_{(n+1) 3}=\frac{a_{2}^{L}\left(1-\mathrm{e}^{-r_{2}^{L} \tau_{2}}\right) m_{(n+1) 1} m_{(n+1) 4}}{r_{2}^{M}} \tag{10}
\end{align*}
$$

Apparently, one can see that the sequences $\left\{M_{n i}\right\}(i=1,2,3,4)$ are decreasing and the sequences $\left\{m_{n i}\right\}(i=1,2,3,4)$ are increasing as $n$ increases. Since $M_{n i}>0$, we know that $\lim _{n \rightarrow+\infty} M_{n i}$ exists. Denote $\hat{M}_{i}=\lim _{n \rightarrow+\infty} M_{n i}(i=1,2,3,4)$. Clearly, we have $m_{n i}<M_{n i}$. Hence, we know that $\lim _{n \rightarrow+\infty} m_{n i}$ exists too. Denote $\hat{m}_{i}=\lim _{n \rightarrow+\infty} m_{n i}(i=1,2,3,4)$. From (10), we have

$$
\begin{align*}
& \hat{M}_{2}=\frac{a_{1}^{M} \mathrm{e}^{-r_{1}^{L} \tau_{1}-k_{1}^{L} \tau_{1} \hat{m}_{4}}}{\beta_{1}^{L}}, \quad \hat{M}_{1}=\frac{a_{1}^{M} \hat{M}_{2}\left(1-\mathrm{e}^{-r_{1}^{M} \tau_{1}-k_{1}^{M} \tau_{1} \hat{M}_{4}}\right)}{r_{1}^{L}+k_{1}^{L} \hat{m}_{4}}, \quad \hat{M}_{4}=\frac{a_{2}^{M} \mathrm{e}^{-r_{2}^{L} \tau_{2}} \hat{M}_{1}}{\beta_{2}^{L}} \\
& \hat{M}_{3}=\frac{a_{2}^{M}\left(1-\mathrm{e}^{-r_{2}^{M} \tau_{2}}\right) \hat{M}_{1} \hat{M}_{4}}{r_{2}^{L}}, \quad \hat{m}_{2}=\frac{a_{1}^{L} \mathrm{e}^{-r_{1}^{M} \tau_{1}-k_{1}^{M} \tau_{1} \hat{M}_{4}}}{\beta_{1}^{M}}, \quad \hat{m}_{1}=\frac{a_{1}^{L}\left(1-\mathrm{e}^{-r_{1}^{L} \tau_{1}}\right) \hat{m}_{2}}{r_{1}^{M}+k_{1}^{M} \hat{M}_{4}} \\
& \hat{m}_{4}=\frac{a_{2}^{L} \mathrm{e}^{-r_{2}^{M} \tau_{2}} \hat{m}_{1}}{\beta_{2}^{M}}, \quad \hat{m}_{3}=\frac{a_{2}^{L}\left(1-\mathrm{e}^{-r_{2}^{L} \tau_{2}}\right) \hat{m}_{1} \hat{m}_{4}}{r_{2}^{M}} \tag{11}
\end{align*}
$$

According to Definition 1, therefore we have completed the proof of Theorem 2.

## 3. Existence of positive periodic solutions

In this section, we study the existence of positive periodic solutions of system (1). We start by quoting some well-known concepts and results introduced in [46] that will be utilized in this section. Suppose that both $X$ and $Y$ are real Banach spaces. Let $L$ : Dom $L \subset X \rightarrow Y$ be a linear mapping, and $N: X \rightarrow Y$ be a continuous mapping. $L$ is called a Fredholm mapping of index zero if $\operatorname{dim} \operatorname{Ker} L=$ codim $\operatorname{Im} L<+\infty$ and $\operatorname{Im} L$ is closed in $Y$. If $L$ is a Fredholm mapping of index zero and there exist continuous projectors $P: X \rightarrow X$, and $Q: Y \rightarrow Y$ such that $\operatorname{Im} P=\operatorname{Ker} L$, $\operatorname{Ker} Q=\operatorname{Im} L=\operatorname{Im}(I-Q)$, then the restriction $L_{P}$ of $L$ to $\operatorname{Dom} L \cap \operatorname{Ker} P:(I-P) X \rightarrow \operatorname{Im} L$ is invertible. Denote the inverse of $L_{P}$ by $K_{P}$. If $\Omega$ is an open bounded subset of $X$, the mapping $N$ is called $L$-compact on $\bar{\Omega}$ if $Q N(\bar{\Omega})$ is bounded and $K_{P}(I-Q) N: \bar{\Omega} \rightarrow X$ is compact. Since Im $Q$ is isomorphic to Ker $L$, there exists an isomorphism $J: \operatorname{Im} Q \rightarrow \operatorname{Ker} L$.

Before stating our result on positive $\omega$-periodic solutions of system (1), we need the following technical lemma:
Lemma 2 ([46]). Let $\Omega \subset X$ be an open bounded set. Let $L$ be a Fredholm mapping of index zero and $N$ be L-compact on $\bar{\Omega}$. Assume
(a) for each $\lambda \in(0,1), x \in \partial \Omega \cap \operatorname{Dom} L, L x \neq \lambda N x$;
(b) for each $x \in \partial \Omega \cap \operatorname{Ker} L, Q N x \neq 0$;
(c) $\operatorname{deg}\{J Q N, \Omega \cap \operatorname{Ker} L, 0\} \neq 0$.

Then $L x=N x$ has at least one solution in $\bar{\Omega} \cap \operatorname{Dom} L$.
Theorem 3. System (1) with initial conditions (2) and (3) has at least one strictly positive $\omega$-periodic solution.
Proof of Theorem 3. We rewrite system (1) as

$$
\left\{\begin{array}{l}
x_{1}(t)=\int_{t-\tau_{1}}^{t} a_{1}(s) \mathrm{e}^{\int_{t}^{s} r_{1}(m)+k_{1}(m) y_{2}(m) \mathrm{d} m} x_{2}(s) \mathrm{d} s  \tag{12}\\
x_{2}^{\prime}(t)=a_{1}\left(t-\tau_{1}\right) \mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(s)-k_{1}(s) y_{2}(s) \mathrm{d} \mathrm{~s}} x_{2}\left(t-\tau_{1}\right)-\beta_{1}(t) x_{2}^{2}(t) \\
y_{1}(t)=\int_{t-\tau_{2}}^{t} a_{2}(s) \mathrm{e}^{\int_{t}^{s} r_{2}(m) \mathrm{d} m} x_{1}(s) y_{2}(s) \mathrm{d} s \\
y_{2}^{\prime}(t)=a_{2}\left(t-\tau_{2}\right) y_{2}\left(t-\tau_{2}\right) \mathrm{e}^{\int_{t-\tau_{2}}^{t}-r_{2}(s) \mathrm{d} s} \int_{t-\tau_{1}-\tau_{2}}^{t-\tau_{2}} a_{1}(s) \mathrm{e}^{\int_{t-\tau_{2}}^{s} r_{1}(m)+k_{1}(m) y_{2}(m) \mathrm{d} m} \cdot x_{2}(s) \mathrm{d} s-\beta_{2}(t) y_{2}^{2}(t)
\end{array}\right.
$$

Consider a subsystem of system (12):

$$
\left\{\begin{array}{l}
x_{2}^{\prime}(t)=a_{1}\left(t-\tau_{1}\right) \mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(s)-k_{1}(s) y_{2}(s) \mathrm{d} s} x_{2}\left(t-\tau_{1}\right)-\beta_{1}(t) x_{2}^{2}(t)  \tag{13}\\
y_{2}^{\prime}(t)=a_{2}\left(t-\tau_{2}\right) y_{2}\left(t-\tau_{2}\right) \mathrm{e}^{\int_{t-\tau_{2}}^{t}-r_{2}(s) \mathrm{ds}} \int_{t-\tau_{1}-\tau_{2}}^{t-\tau_{2}} a_{1}(s) \mathrm{e}^{\int_{t-\tau_{2}}^{s} r_{1}(m)+k_{1}(m) y_{2}(m) \mathrm{d} m} \cdot x_{2}(s) \mathrm{d} s-\beta_{2}(t) y_{2}^{2}(t)
\end{array}\right.
$$

Let

$$
\begin{equation*}
u_{1}(t)=\ln \left[x_{2}(t)\right], \quad \text { and } \quad u_{2}(t)=\ln \left[y_{2}(t)\right] . \tag{14}
\end{equation*}
$$

Substituting (14) into (13), we get

$$
\left\{\begin{array}{l}
u_{1}^{\prime}(t)=a_{1}\left(t-\tau_{1}\right) \mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(s)-k_{1}\left(s e^{u_{2}(s)} \mathrm{ds}\right.} \mathrm{e}^{u_{1}\left(t-\tau_{1}\right)-u_{1}(t)}-\beta_{1}(t) \mathrm{e}^{u_{1}(t)},  \tag{15}\\
u_{2}^{\prime}(t)=a_{2}\left(t-\tau_{2}\right) \mathrm{e}^{u_{2}\left(t-\tau_{2}\right)-u_{2}(t)} \mathrm{e}^{\int_{t-\tau_{2}}^{t}-r_{2}(s) \mathrm{ds}} \int_{t-\tau_{1}-\tau_{2}}^{t-\tau_{2}} a_{1}(s) \mathrm{e}^{\int_{t-\tau_{2}}^{s} r_{1}(m)+k_{1}(m) \mathrm{e}^{u_{2}(m)} \mathrm{d} m} \cdot \mathrm{e}^{u_{1}(s)} \mathrm{ds}-\beta_{2}(t) \mathrm{e}^{u_{2}(t)} .
\end{array}\right.
$$

One can easily see that if system (15) has one $\omega$-periodic solution $\left(u_{1}^{*}(t), u_{2}^{*}(t)\right)^{\mathrm{T}}$, then $\left(x_{2}^{*}(t), y_{2}^{*}(t)\right)^{\mathrm{T}}=\left(\mathrm{e}^{u_{1}^{*}(t)}, \mathrm{e}^{u_{2}^{*}(t)}\right)^{\mathrm{T}}$ is a positive $\omega$-periodic solution of system (13). Thus, in what follows our goal is to show that system (15) has at least one $\omega$-periodic solution.

To apply Lemma 2 to system (15) in a straightforward manner, we define

$$
X=Y=\left\{\left(u_{1}(t), u_{2}(t)\right)^{\mathrm{T}} \in C\left(\mathbb{R}, \mathbb{R}^{2}\right): u_{i}(t+\omega)=u_{i}(t), i=1,2\right\},
$$

and

$$
\left\|\left(u_{1}(t), u_{2}(t)\right)^{\mathrm{T}}\right\|=\max _{t \in[0, \omega]}\left|u_{1}(t)\right|+\max _{t \in[0, \omega]}\left|u_{2}(t)\right|,
$$

where $|\cdot|$ denotes the Euclidean norm. It is easy to see that both $X$ and $Y$ are Banach spaces with the norm $\|\cdot\|$. Then we let

$$
L: \operatorname{Dom} L \cap X \rightarrow X, \quad L\left(u_{1}(t), u_{2}(t)\right)^{\mathrm{T}}=\left(\frac{\mathrm{d} u_{1}(t)}{\mathrm{d} t}, \frac{u_{2}(t)}{\mathrm{d} t}\right)^{\mathrm{T}}
$$

where $\operatorname{Dom} L=\left\{\left(u_{1}(t), u_{2}(t)\right)^{\mathrm{T}} \in C\left(\mathbb{R}, \mathbb{R}^{2}\right)\right\}$ and $N: X \rightarrow X, N\left[\begin{array}{l}u_{1} \\ u_{2}\end{array}\right]=\left[\begin{array}{l}f_{1}(t) \\ f_{2}(t)\end{array}\right]$,
and

$$
\begin{aligned}
& f_{1}(t)=a_{1}\left(t-\tau_{1}\right) \mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(s)-k_{1}(s) \mathrm{e}^{u_{2}(s)} \mathrm{d}} \mathrm{e}^{u_{1}\left(t-\tau_{1}\right)-u_{1}(t)}-\beta_{1}(t) \mathrm{e}^{u_{1}(t)}, \\
& f_{2}(t)=a_{2}\left(t-\tau_{2}\right) \int_{t-\tau_{1}-\tau_{2}}^{t-\tau_{2}} a_{1}(s) \mathrm{e}^{u_{1}(s)+u_{2}\left(t-\tau_{2}\right)-u_{2}(t)-\int_{t-\tau_{2}}^{t} r_{2}(n) \mathrm{d} n+\int_{t-\tau_{2}}^{s} r_{1}(m)+k_{1}(m) \mathrm{e}^{u_{2}(m)} \mathrm{d} m} \mathrm{~d} s-\beta_{2}(t) \mathrm{e}^{u_{2}(t)} .
\end{aligned}
$$

We define

$$
P\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]=Q\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]=\left[\begin{array}{l}
\frac{1}{\omega} \int_{0}^{\omega} u_{1}(t) \mathrm{d} t \\
\frac{1}{\omega} \int_{0}^{\omega} u_{2}(t) \mathrm{d} t
\end{array}\right], \quad\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right] \in X=Y
$$

It is not difficult to verify that $\operatorname{Ker} L=\left\{x \mid x \in X, x=h, h \in R^{2}\right\}, \operatorname{Im} L=\left\{y \mid y \in Y, \int_{0}^{\omega} y(t) \mathrm{d} t=0\right\}$ is closed in $Y, \operatorname{dim} \operatorname{Ker} L=$ codim $\operatorname{Im} L=2$, and both $P$ and $Q$ are continuous projectors such that $\operatorname{Im} P=\operatorname{Ker} L$ and $\operatorname{Ker} Q=\operatorname{Im} L=\operatorname{Im}(I-Q)$. From the above we know that $L$ is a Fredholm mapping of index zero. Furthermore, the inverse $K_{P}: \operatorname{Im} L \rightarrow \operatorname{Dom} L \cap \operatorname{Ker} P$ of $L_{P}$ exists and has the form

$$
K_{P}(y)=\int_{0}^{t} y(s) \mathrm{d} s-\frac{1}{\omega} \int_{0}^{\omega} \int_{0}^{t} y(s) \mathrm{d} s \mathrm{~d} t .
$$

Then $Q N: X \rightarrow Y$ and $K_{P}(I-Q) N: X \rightarrow X$ are, respectively, given by

$$
\begin{aligned}
& \mathrm{QNx}=\left[\begin{array}{c}
\frac{1}{\omega} \int_{0}^{\omega} f_{1}(t) \mathrm{d} t \\
\frac{1}{\omega} \int_{0}^{\omega} f_{2}(t) \mathrm{d} t
\end{array}\right], \\
& K_{P}(I-Q) N x=\int_{0}^{t} N x(s) \mathrm{d} s-\frac{1}{\omega} \int_{0}^{\omega} \int_{0}^{t} N x(s) \mathrm{d} s \mathrm{~d} t-\left(\frac{t}{\omega}-\frac{1}{2}\right) \int_{0}^{\omega} N x(s) \mathrm{d} s .
\end{aligned}
$$

Apparently, $Q N$ and $K_{P}(I-Q) N$ are continuous.
In order to apply Lemma 2 , we also need to find an appropriate open and bounded subset $\Omega$. We look for $\Omega$ by the following two steps:

Step 1 . To find estimates of $u_{1}(t)$ and $u_{2}(t)$, from the operator equation $L x=\lambda N x, \lambda \in(0,1)$, we have

$$
\begin{align*}
& \frac{\mathrm{d} u_{1}(t)}{\mathrm{d} t}=\lambda\left[a_{1}\left(t-\tau_{1}\right) \mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(s)-k_{1}(s) \mathrm{e}^{u_{2}(s)} \mathrm{d}} \mathrm{e}^{u_{1}\left(t-\tau_{1}\right)-u_{1}(t)}-\beta_{1}(t) \mathrm{e}^{u_{1}(t)}\right], \\
& \frac{\mathrm{d} u_{2}(t)}{\mathrm{d} t}=\lambda\left[\int_{t-\tau_{1}-\tau_{2}}^{t-\tau_{2}} a_{1}(s) \mathrm{e}^{u_{1}(s)+u_{2}\left(t-\tau_{2}\right)-u_{2}(t)-\int_{t-\tau_{2}}^{t} r_{2}(n) \mathrm{d} n+\int_{t-\tau_{2}}^{s} r_{1}(m)+k_{1}(m) \mathrm{e}^{u_{2}(m)} \mathrm{d} m} \mathrm{~d} s \cdot a_{2}\left(t-\tau_{2}\right)-\beta_{2}(t) \mathrm{e}^{u_{2}(t)}\right] . \tag{16}
\end{align*}
$$

Suppose that $\left(u_{1}(t), u_{2}(t)\right)^{\mathrm{T}} \in X$ is a solution of (16) for some $\lambda \in(0,1)$. Integrating (16) over the interval [ $0, \omega$ ], we obtain

$$
\begin{equation*}
\int_{0}^{\omega} a_{1}\left(t-\tau_{1}\right) \mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(s)-k_{1}(s) \mathrm{e}^{u_{2}(s)} \mathrm{d} s} \mathrm{e}^{u_{1}\left(t-\tau_{1}\right)-u_{1}(t)} \mathrm{d} t=\int_{0}^{\omega} \beta_{1}(t) \mathrm{e}^{u_{1}(t)} \mathrm{d} t \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{\omega} a_{2}\left(t-\tau_{2}\right) \mathrm{d} t \int_{t-\tau_{1}-\tau_{2}}^{t-\tau_{2}} a_{1}(s) \mathrm{e}^{u_{1}(s)+u_{2}\left(t-\tau_{2}\right)-u_{2}(t)-\int_{t-\tau_{2}}^{t} r_{2}(n) \mathrm{d} n+\int_{t-\tau_{2}}^{s} r_{1}(m)+k_{1}(m) \mathrm{e}^{u_{2}(m)} \mathrm{d} m} \mathrm{~d} s=\int_{0}^{\omega} \beta_{2}(t) \mathrm{e}^{u_{2}(t)} \mathrm{d} t \tag{18}
\end{equation*}
$$

Since $\left(u_{1}(t), u_{2}(t)\right)^{\mathrm{T}} \in X$, there exist $\xi_{i}, \eta_{i} \in[0, \omega]$ such that

$$
u_{i}\left(\xi_{i}\right)=\min _{t \in[0, \omega]} u_{i}(t), \quad u_{i}\left(\eta_{i}\right)=\max _{t \in[0, \omega]} u_{i}(t), \quad i=1,2
$$

Multiplying the first equation of (16) by $\mathrm{e}^{u_{1}(t)}$ and integrating it over $[0, \omega]$, we have

$$
\begin{equation*}
\int_{0}^{\omega} a_{1}\left(t-\tau_{1}\right) \mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(s)-k_{1}(s) \mathrm{e}^{u_{2}(s)} \mathrm{d} s} \mathrm{e}^{u_{1}\left(t-\tau_{1}\right)} \mathrm{d} t=\int_{0}^{\omega} \beta_{1}(t) \mathrm{e}^{2 u_{1}(t)} \mathrm{d} t \tag{19}
\end{equation*}
$$

It follows from (19) that

$$
\begin{equation*}
\beta_{1}^{L} \int_{0}^{\omega} \mathrm{e}^{2 u_{1}(t)} \mathrm{d} t \leq \int_{0}^{\omega} a_{1}^{M} \mathrm{e}^{-r_{1}^{L} \tau_{1}} \mathrm{e}^{u_{1}\left(t-\tau_{1}\right)} \mathrm{d} t=\int_{0}^{\omega} a_{1}^{M} \mathrm{e}^{-r_{1}^{L} \tau_{1}} \mathrm{e}^{u_{1}(t)} \mathrm{d} t . \tag{20}
\end{equation*}
$$

By using the inequality

$$
\left(\int_{0}^{\omega} \mathrm{e}^{u_{1}(t)} \mathrm{d} t\right)^{2} \leq \omega \int_{0}^{\omega} \mathrm{e}^{2 u_{1}(t)} \mathrm{d} t
$$

we derive from (20) that

$$
\beta_{1}^{L}\left(\int_{0}^{\omega} \mathrm{e}^{u_{1}(t)} \mathrm{d} t\right)^{2} \leq a_{1}^{M} \omega \mathrm{e}^{-r_{1}^{L} \tau_{1}} \int_{0}^{\omega} \mathrm{e}^{u_{1}(t)} \mathrm{d} t
$$

which implies

$$
\begin{equation*}
\int_{0}^{\omega} \mathrm{e}^{u_{1}(t)} \mathrm{d} t \leq \frac{a_{1}^{M} \omega \mathrm{e}^{-r_{1}^{L} \tau_{1}}}{\beta_{1}^{L}} \text { and } u_{1}\left(\xi_{1}\right) \leq \ln \frac{a_{1}^{M} \mathrm{e}^{-r_{1}^{L} \tau_{1}}}{\beta_{1}^{L}} \tag{21}
\end{equation*}
$$

Combining (21) with (16) and (17), we deduce

$$
\begin{align*}
\int_{0}^{\omega}\left|u_{1}^{\prime}(t)\right| \mathrm{d} t & <\int_{0}^{\omega}\left[a_{1}\left(t-\tau_{1}\right) \mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(s)-k_{1}(s) \mathrm{e}^{u_{2}(s)} \mathrm{d}} \mathrm{e}^{u_{1}\left(t-\tau_{1}\right)-u_{1}(t)}+\beta_{1}(t) \mathrm{e}^{u_{1}(t)} \mathrm{d} t\right. \\
& =2 \int_{0}^{\omega} \beta_{1}(t) \mathrm{e}^{u_{1}(t)} \mathrm{d} t \\
& \leq \frac{2 a_{1}^{M} \beta_{1}^{M} \omega \mathrm{e}^{-r_{1}^{L} \tau_{1}}}{\beta_{1}^{L}} \tag{22}
\end{align*}
$$

From (21) and (22) we also have

$$
\begin{equation*}
u_{1}(t) \leq u_{1}\left(\xi_{1}\right)+\int_{0}^{\omega}\left|u_{1}^{\prime}(t)\right| \mathrm{d} t \leq \ln \frac{a_{1}^{M} \mathrm{e}^{-r_{1}^{L} \tau_{1}}}{\beta_{1}^{L}}+\frac{2 a_{1}^{M} \beta_{1}^{M} \omega \mathrm{e}^{-r_{1}^{L} \tau_{1}}}{\beta_{1}^{L}}:=C_{1} . \tag{23}
\end{equation*}
$$

Multiplying the second equation of (16) by $\mathrm{e}^{u_{2}(t)}$ and integrating it over $[0, \omega]$, we have

$$
\begin{equation*}
\int_{0}^{\omega} a_{2}\left(t-\tau_{2}\right) \mathrm{d} t \int_{t-\tau_{1}-\tau_{2}}^{t-\tau_{2}} a_{1}(s) \mathrm{e}^{u_{1}(s)+u_{2}\left(t-\tau_{2}\right)-\int_{t-\tau_{2}}^{t} r_{2}(n) \mathrm{d} n+\int_{t-\tau_{2}}^{s} r_{1}(m)+k_{1}(m) \mathrm{e}^{u_{2}(m)} \mathrm{d} m} \mathrm{~d} s=\int_{0}^{\omega} \beta_{2}(t) \mathrm{e}^{2 u_{2}(t)} \mathrm{d} t \tag{24}
\end{equation*}
$$

which implies that

$$
\begin{align*}
\beta_{2}^{L} \int_{0}^{\omega} \mathrm{e}^{2 u_{2}(t)} \mathrm{d} t & \leq \int_{0}^{\omega} \frac{\left(a_{1}^{M}\right)^{2} a_{2}^{M} \mathrm{e}^{-r_{1}^{L} \tau_{1}-r_{2}^{L} \tau_{2}}}{\beta_{1}^{L} r_{1}^{L}} \mathrm{e}^{\frac{2 a_{1}^{M} \beta_{1}^{M} \omega \mathrm{e}^{-r_{1}^{L} \tau_{1}}}{\beta_{1}^{L}}} \mathrm{e}^{u_{2}\left(t-\tau_{1}\right)} \mathrm{d} t \\
& =\int_{0}^{\omega} \frac{\left(a_{1}^{M}\right)^{2} a_{2}^{M} \mathrm{e}^{-r_{1}^{L} \tau_{1}-r_{2}^{L} \tau_{2}}}{\beta_{1}^{L} r_{1}^{L}} \mathrm{e}^{\frac{2 a_{1}^{M} \beta_{1}^{M} \omega \mathrm{e}^{-r_{1}^{L} \tau_{1}}}{\beta_{1}^{L}}} \mathrm{e}^{u_{2}(t)} \mathrm{d} t . \tag{25}
\end{align*}
$$

Similarly, using (25) and the inequality

$$
\left(\int_{0}^{\omega} \mathrm{e}^{u_{2}(t)} \mathrm{d} t\right)^{2} \leq \omega \int_{0}^{\omega} \mathrm{e}^{2 u_{2}(t)} \mathrm{d} t
$$

we have

$$
\beta_{2}^{L}\left(\int_{0}^{\omega} \mathrm{e}^{u_{2}(t)} \mathrm{d} t\right)^{2} \leq \frac{\left(a_{1}^{M}\right)^{2} a_{2}^{M} \omega \mathrm{e}^{-r_{1}^{L} \tau_{1}-r_{2}^{L} \tau_{2}}}{\beta_{1}^{L} r_{1}^{L}} \mathrm{e}^{\frac{2 a_{1}^{M} \beta_{1}^{M} \omega \mathrm{e}^{-r_{1}^{L} \tau_{1}}}{\beta_{1}^{L}}} \int_{0}^{\omega} \mathrm{e}^{u_{2}(t)} \mathrm{d} t
$$

which implies

$$
\begin{equation*}
u_{2}\left(\xi_{2}\right) \leq \frac{2 a_{1}^{M} \beta_{1}^{M} \omega \mathrm{e}^{-r_{1}^{L} \tau_{1}}}{\beta_{1}^{L}} \ln \frac{\left(a_{1}^{M}\right)^{2} a_{2}^{M} \mathrm{e}^{-r_{1}^{L} \tau_{1}-r_{2}^{L} \tau_{2}}}{\beta_{1}^{L} \beta_{2}^{L} r_{1}^{L}} \tag{26}
\end{equation*}
$$

By (16), (18) and (26), we have

$$
\begin{equation*}
\int_{0}^{\omega}\left|u_{2}^{\prime}(t)\right| \mathrm{d} t<2 \int_{0}^{\omega} \beta_{2}(t) \mathrm{e}^{u_{2}(t)} \mathrm{d} t \leq \frac{2\left(a_{1}^{M}\right)^{2} a_{2}^{M} \omega \beta_{2}^{M} \mathrm{e}^{-r_{1}^{L} \tau_{1}-r_{2}^{L} \tau_{2}}}{\beta_{1}^{L} \beta_{2}^{L} r_{1}^{L}} \mathrm{e}^{\frac{2 a_{1}^{M} \beta_{1}^{M} \omega e^{-r_{1}^{L} \tau_{1}}}{\beta_{1}^{L}}} \tag{27}
\end{equation*}
$$

which, together with (26), yields

$$
\begin{align*}
u_{2}(t) \leq & u_{2}\left(\xi_{2}\right)+\int_{0}^{\omega}\left|u_{2}^{\prime}(t)\right| \mathrm{d} t \leq \frac{2 a_{1}^{M} \beta_{1}^{M} \omega \mathrm{e}^{-r_{1}^{L} \tau_{1}}}{\beta_{1}^{L}} \ln \frac{\left(a_{1}^{M}\right)^{2} a_{2}^{M} \mathrm{e}^{-r_{1}^{L} \tau_{1}-r_{2}^{L} \tau_{2}}}{\beta_{1}^{L} \beta_{2}^{L} r_{1}^{L}} \\
& +\frac{2\left(a_{1}^{M}\right)^{2} a_{2}^{M} \omega \beta_{2}^{M} \mathrm{e}^{-r_{1}^{L} \tau_{1}-r_{2}^{L} \tau_{2}}}{\beta_{1}^{L} \beta_{2}^{L} r_{1}^{L}} \mathrm{e}^{\frac{2 a_{1}^{M} \beta_{1}^{M} \omega e^{-r_{1}^{L} \tau_{1}}}{\beta_{1}^{L}}}:=C_{2} . \tag{28}
\end{align*}
$$

Note that

$$
\int_{0}^{\omega} a_{1}\left(t-\tau_{1}\right) \mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(s)-k_{1}(s) \mathrm{e}^{u_{2}(s)} \mathrm{d} s} \mathrm{e}^{u_{1}\left(t-\tau_{1}\right)} \mathrm{d} t=\int_{0}^{\omega} a_{1}(t) \mathrm{e}^{\int_{t}^{t+\tau_{1}}-r_{1}(s)-k_{1}(s) \mathrm{e}^{u_{2}(s)} \mathrm{d} \mathrm{~s}} \mathrm{e}^{u_{1}(t)} \mathrm{d} t
$$

It follows from (19) that

$$
\int_{0}^{\omega} \beta_{1}(t) \mathrm{e}^{2 u_{1}(t)} \mathrm{d} t=\int_{0}^{\omega} a_{1}(t) \mathrm{e}^{\int_{t}^{t+\tau_{1}}-r_{1}(s)-k_{1}(s) \mathrm{e}^{u_{2}(s)} \mathrm{d} s} \mathrm{e}^{u_{1}(t)} \mathrm{d} t \geq a_{1}^{L} \mathrm{e}^{-r_{1}^{M} \tau_{1}-k_{1}^{M} \tau_{1} \mathrm{e}^{c_{2}}} \int_{0}^{\omega} \mathrm{e}^{u_{1}(t)} \mathrm{d} t
$$

which yields

$$
\mathrm{e}^{u_{1}\left(\eta_{1}\right)} \geq \frac{a_{1}^{L} \mathrm{e}^{-r_{1}^{M} \tau_{1}-k_{1}^{M} \tau_{1} \mathrm{e}^{C_{2}}}}{\beta_{1}^{M}}
$$

that is,

$$
\begin{equation*}
u_{1}\left(\eta_{1}\right) \geq \ln \frac{a_{1}^{L} \mathrm{e}^{-r_{1}^{M} \tau_{1}-k_{1}^{M} \tau_{1} \mathrm{e}^{C_{2}}}}{\beta_{1}^{M}} \tag{29}
\end{equation*}
$$

From (22) and (29) we obtain

$$
\begin{equation*}
u_{1}(t) \geq u_{1}\left(\eta_{1}\right)-\int_{0}^{\omega}\left|u_{1}^{\prime}(t)\right| \mathrm{d} t \geq \ln \frac{a_{1}^{L} \mathrm{e}^{-r_{1}^{M} \tau_{1}-k_{1}^{M} \tau_{1} \mathrm{e}_{2}}}{\beta_{1}^{M}}-\frac{2 a_{1}^{M} \beta_{1}^{M} \omega \mathrm{e}^{-r_{1}^{L} \tau_{1}}}{\beta_{1}^{L}}:=C_{3} . \tag{30}
\end{equation*}
$$

Combining (30) with (23) yields

$$
\begin{equation*}
\max _{t \in[0, \omega]}\left|u_{1}(t)\right|<\max \left\{\left|\ln \frac{a_{1}^{M} \mathrm{e}^{-r_{1}^{L} \tau_{1}}}{\beta_{1}^{L}}\right|+\frac{2 a_{1}^{M} \beta_{1}^{M} \omega \mathrm{e}^{-r_{1}^{L} \tau_{1}}}{\beta_{1}^{L}},\left|\ln \frac{a_{1}^{L} \mathrm{e}^{-r_{1}^{M} \tau_{1}-k_{1}^{M} \tau_{1} \mathrm{e}^{C_{2}}}}{\beta_{1}^{M}}\right|+\frac{2 a_{1}^{M} \beta_{1}^{M} \omega \mathrm{e}^{-r_{1}^{L} \tau_{1}}}{\beta_{1}^{L}}\right\}:=R_{1} . \tag{31}
\end{equation*}
$$

Note that

$$
\begin{aligned}
& \int_{0}^{\omega} a_{2}\left(t-\tau_{2}\right) \mathrm{d} t \int_{t-\tau_{1}-\tau_{2}}^{t-\tau_{2}} a_{1}(s) \mathrm{e}^{u_{1}(s)+u_{2}\left(t-\tau_{2}\right)-\int_{t-\tau_{2}}^{t} r_{2}(n) \mathrm{d} n+\int_{t-\tau_{2}}^{s} r_{1}(m)+k_{1}(m) \mathrm{e}^{u_{2}(m)} \mathrm{d} m} \mathrm{~d} s \\
& \quad=\int_{0}^{\omega} a_{2}(t) \mathrm{d} t \int_{t-\tau_{1}}^{t} a_{1}(s) \mathrm{e}^{u_{1}(s)+u_{2}(t)-\int_{t}^{t+\tau_{2}} r_{2}(n) \mathrm{d} n+\int_{t}^{s} r_{1}(m)+k_{1}(m) \mathrm{e}^{u_{2}(m)} \mathrm{d} m} \mathrm{~d} s .
\end{aligned}
$$

It follows from (24) that

$$
\begin{aligned}
\int_{0}^{\omega} \beta_{2}(t) \mathrm{e}^{2 u_{2}(t)} \mathrm{d} t & =\int_{0}^{\omega} a_{2}(t) \mathrm{d} t \int_{t-\tau_{1}}^{t} a_{1}(s) \mathrm{e}^{u_{1}(s)+u_{2}(t)-\int_{t}^{t+\tau_{2}} r_{2}(n) \mathrm{d} n+\int_{t}^{s} r_{1}(m)+k_{1}(m) \mathrm{e}^{u_{2}(m)} \mathrm{d} m} \mathrm{~d} s \\
& \geq \frac{a_{1}^{L} a_{2}^{L} \mathrm{e}^{C_{3}-r_{2}^{M} \tau_{2}}\left(1-\mathrm{e}^{-r_{1}^{L} \tau_{1}}\right)}{r_{1}^{M}+k_{1}^{M} \mathrm{e}^{C_{2}}} \int_{0}^{\omega} \mathrm{e}^{u_{2}(t)} \mathrm{d} t
\end{aligned}
$$

which yields

$$
\begin{equation*}
u_{2}\left(\eta_{2}\right) \geq \ln \frac{a_{1}^{L} a_{2}^{L} \mathrm{e}^{C_{3}-r_{2}^{M} \tau_{2}}\left(1-\mathrm{e}^{-r_{1}^{L} \tau_{1}}\right)}{\beta_{2}^{M}\left(r_{1}^{M}+k_{1}^{M} \mathrm{e}^{C_{2}}\right)} \tag{32}
\end{equation*}
$$

We derive from (27) and (32) that

$$
\begin{aligned}
u_{2}(t) \geq u_{2}\left(\eta_{2}\right)-\int_{0}^{\omega}\left|u_{2}^{\prime}(t)\right| \mathrm{d} t \geq & \ln \frac{a_{1}^{L} a_{2}^{L} \mathrm{e}^{C_{3}-r_{2}^{M} \tau_{2}}\left(1-\mathrm{e}^{-r_{1}^{L} \tau_{1}}\right)}{\beta_{2}^{M}\left(r_{1}^{M}+k_{1}^{M} \mathrm{e}^{C_{2}}\right)} \\
& -\frac{2\left(a_{1}^{M}\right)^{2} a_{2}^{M} \omega \beta_{2}^{M} \mathrm{e}^{-r_{1}^{L} \tau_{1}-r_{2}^{L} \tau_{2}}}{\beta_{1}^{L} \beta_{2}^{L} r_{1}^{L}} \mathrm{e}^{\frac{2 a_{1}^{M} \beta_{1}^{M} \omega e^{-r_{1}^{L} \tau_{1}}}{\beta_{1}^{L}}}:=C_{4} .
\end{aligned}
$$

This, together with (28), leads to

$$
\left.\begin{array}{rl}
\max _{t \in[0, \omega]}\left|u_{2}(t)\right|< & \max \left\{\frac{2 a_{1}^{M} \beta_{1}^{M} \omega \mathrm{e}^{-r_{1}^{L} \tau_{1}}}{\beta_{1}^{L}} \cdot\left|\ln \frac{\left(a_{1}^{M}\right)^{2} a_{2}^{M} \mathrm{e}^{-r_{1}^{L} \tau_{1}-r_{2}^{L} \tau_{2}}}{\beta_{1}^{L} \beta_{2}^{L} r_{1}^{L}}\right|\right. \\
& \left.+\frac{2\left(a_{1}^{M}\right)^{2} a_{2}^{M} \omega \beta_{2}^{M} \mathrm{e}^{-r_{1}^{L} \tau_{1}-r_{2}^{L} \tau_{2}}}{\beta_{1}^{L} \beta_{2}^{L} r_{1}^{L}} \mathrm{e}^{\frac{2 a_{1}^{M} \beta_{1}^{M} \omega \mathrm{e}^{-r_{1}^{L} \tau_{1}}}{\beta_{1}^{L}}},\left|\ln \frac{a_{1}^{L} a_{2}^{L} \mathrm{e}_{3}-r_{2}^{M} \tau_{2}}{\beta_{2}^{M}\left(1-\mathrm{e}_{1}^{-r_{1}^{L} \tau_{1}}\right)}\right| k_{1}^{M} \mathrm{e}^{C_{2}}\right)
\end{array}\right)
$$

Clearly, $R_{1}$ and $R_{2}$ in (31) and (33) are independent of $\lambda$.
Step 2. To construct an appropriate open and bounded subset $\Omega$, we denote $M=R_{1}+R_{2}+R_{0}$, where $R_{0}$ may be taken sufficiently large such that the unique solution $\left(u^{*}, v^{*}\right)^{\mathrm{T}}$ of the system of algebraic equations

$$
\begin{align*}
& \frac{1}{\omega} \int_{0}^{\omega}\left[a_{1}\left(t-\tau_{1}\right) \mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(s)-k_{1}(s) \mathrm{e}^{u_{2} \mathrm{~d} s}}-\beta_{1}(t) \mathrm{e}^{u_{1}}\right] \mathrm{d} t=0  \tag{34}\\
& \frac{1}{\omega} \int_{0}^{\omega}\left[a_{2}\left(t-\tau_{2}\right) \int_{t-\tau_{1}-\tau_{2}}^{t-\tau_{2}} a_{1}(s) \mathrm{e}^{u_{1}-\int_{t-\tau_{2}}^{t} r_{2}(n) \mathrm{d} n+\int_{t-\tau_{2}}^{s} r_{1}(m)+k_{1}(m) \mathrm{e}^{u_{2}} \mathrm{~d} m} \mathrm{~d} s-\beta_{2}(t) \mathrm{e}^{u_{2}}\right] \mathrm{d} t=0
\end{align*}
$$

satisfies $\left\|\left(u^{*}, v^{*}\right)^{\mathrm{T}}\right\|=\left|u^{*}\right|+\left|v^{*}\right|<M$. Choose $\Omega=\left\{\left(u_{1}(t), u_{2}(t)\right)^{\mathrm{T}} \in X:\left\|\left(u_{1}, u_{2}\right)^{\mathrm{T}}\right\|<M\right\}$, which means that the condition (a) in Lemma 2 is satisfied.

When $\left(u_{1}(t), u_{2}(t)\right)^{\mathrm{T}} \in \partial \Omega \cap \operatorname{Ker} L=\partial \Omega \cap \mathbb{R}^{2},\left(u_{1}, u_{2}\right)^{\mathrm{T}}$ is a constant vector in $\mathbb{R}^{2}$ with $\left|u_{1}\right|+\left|u_{2}\right|=M$. Thus, we have

$$
\mathrm{QN}\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]=\left[\begin{array}{l}
\frac{1}{\omega} \int_{0}^{\omega} f_{1}(t) \mathrm{d} t \\
\frac{1}{\omega} \int_{0}^{\omega} f_{2}(t) \mathrm{d} t
\end{array}\right] \neq\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

which implies that the condition (b) in Lemma 2 is satisfied.
Take $J=I: \operatorname{Im} Q \rightarrow \operatorname{Ker} L,\left(u_{1}, u_{2}\right)^{\mathrm{T}} \rightarrow\left(u_{1}, u_{2}\right)^{\mathrm{T}}$. A direct calculation shows that

$$
\operatorname{deg}\left(\operatorname{JQN}\left(u_{1}, u_{2}\right)^{\mathrm{T}}, \Omega \cap \operatorname{Ker} L,(0,0)^{\mathrm{T}}\right)=1
$$

where $\left(u_{1}^{*}, u_{2}^{*}\right)^{\mathrm{T}}$ is the unique solution of (34). So the condition (c) in Lemma 2 is satisfied too. In addition, one can easily see that the set $\left\{K^{P}(I-Q) N x \mid x \in \bar{\Omega}\right\}$ is equicontinuous and uniformly bounded. By using the Arzela-Ascoli theorem, we see that $K_{P}(I-Q) N: \bar{\Omega} \rightarrow X$ is compact. Consequently, $N$ is $L$-compact.

Now we have proved that $\Omega$ satisfies all the requirements in Lemma 2. This implies that system (15) has at least one $\omega$-periodic solution. Thus, system (13) has at least one positive $\omega$-periodic solution.

Let $\left(x_{2}^{*}(t), y_{2}^{*}(t)\right)^{\mathrm{T}}$ be a positive $\omega$-periodic solution of system (13). Then it is easy to verify that

$$
x_{1}^{*}(t)=\int_{t-\tau_{1}}^{t} a_{1}(s) \mathrm{e}^{\int_{t}^{s} r_{1}(m)+k_{1}(m) y_{2}^{*}(m) \mathrm{d} m} x_{2}^{*}(s) \mathrm{d} s>0
$$

and

$$
y_{1}^{*}(t)=\int_{t-\tau_{2}}^{t} a_{2}(s) \mathrm{e}^{\int_{t}^{s} r_{2}(m) \mathrm{d} m} x_{1}^{*}(s) y_{2}^{*}(s) \mathrm{d} s>0
$$

are also $\omega$-periodic. Thus, $\left(x_{1}^{*}(t), x_{2}^{*}(t), y_{1}^{*}(t), y_{2}^{*}(t)\right)^{\mathrm{T}}$ is a positive $\omega$-periodic solution of system (1) under initial conditions (2) and (3). Therefore, we have completed the proof.

## 4. Uniqueness and global stability

For many biological and ecological systems, the uniqueness and the stability of positive solution is naturally an interesting question $[9,10,14,23,25,38,41,45,47,48]$. In this section, we analyze the uniqueness and the global stability of positive periodic solution of system (1), and derive sufficient conditions that guarantee that system (1) has a unique positive $\omega$ periodic solution which is globally stable.

Theorem 4. Suppose that there exists a positive constant $p$ such that

$$
\begin{equation*}
\liminf _{t \rightarrow+\infty} A_{i}(t)>0, \quad(i=1,2) \tag{35}
\end{equation*}
$$

where

$$
\begin{aligned}
A_{1}(t)= & 2 \beta_{1}(t) \hat{m}_{2}-a_{1}(t) \mathrm{e}^{\int_{t}^{t+\tau_{1}}-r_{1}(m)-k_{1}(m) \hat{m}_{4} \mathrm{~d} m} \\
& -p \int_{t+\tau_{2}}^{t+\tau_{1}+\tau_{2}} a_{1}(t) \hat{M}_{4} a_{2}\left(s-\tau_{2}\right) \mathrm{e}^{-\int_{s-\tau_{2}}^{s} r_{2}(m) \mathrm{d} m} \mathrm{e}^{\int_{s-\tau_{2}}^{t} r_{1}(m)+k_{1}(m) \hat{m}_{4} \mathrm{~d} m} \mathrm{~d} s \\
A_{2}(t)= & 2 p \beta_{2}(t) \hat{m}_{4}-\int_{t}^{t+\tau_{1}} a_{1}\left(s-\tau_{1}\right) \hat{M}_{2} k_{1}(t) \mathrm{d} s-a_{2}(t) p \mathrm{e}^{-\int_{t}^{t+\tau_{2}} r_{2}(m) \mathrm{d} m} \int_{t-\tau_{1}}^{t} a_{1}(s) \hat{M}_{2} \mathrm{e}^{\int_{t}^{s} r_{1}(n)+k_{1}(n) \hat{m}_{4} \mathrm{~d} n} \mathrm{~d} s \\
& -\int_{t+\tau_{2}}^{t+\tau_{1}+\tau_{2}} p k_{1}(t) a_{2}\left(s-\tau_{2}\right) \hat{M}_{2} \hat{M}_{4} \mathrm{e}^{-\int_{s-\tau_{2}}^{s} r_{2}(m) \mathrm{d} m} \mathrm{~d} s \int_{s-\tau_{1}-\tau_{2}}^{s-\tau_{2}} a_{1}(m) \mathrm{d} m,
\end{aligned}
$$

here $\hat{m}_{i}$ and $\hat{M}_{i}$ are defined as in (11). Then system (1) has a unique positive $\omega$-periodic solution $\left(x_{1}^{*}(t), x_{2}^{*}(t), y_{1}^{*}(t), y_{2}^{*}(t)\right)^{\mathrm{T}}$ which is globally stable.
Proof of Theorem 4. Suppose that $\left(x_{1}^{*}(t), x_{2}^{*}(t), y_{1}^{*}(t), y_{2}^{*}(t)\right)^{\mathrm{T}}$ is a positive $\omega$-periodic solution of system (1) with initial conditions (2) and (3). Let

$$
\begin{aligned}
V_{1}(t)= & \left|x_{2}(t)-x_{2}^{*}(t)\right|+\int_{t}^{t+\tau_{1}} \int_{s-\tau_{1}}^{t} a_{1}\left(s-\tau_{1}\right) x_{2}^{*}\left(s-\tau_{1}\right) k_{1}(u)\left|y_{2}(u)-y_{2}^{*}(u)\right| \mathrm{d} u \mathrm{~d} s \\
& +\int_{t-\tau_{1}}^{t} a_{1}(s) \mathrm{e}^{\int_{s}^{s+\tau_{1}}-r_{1}(m)-k_{1}(m) y_{2}(m) \mathrm{d} m}\left|x_{2}(s)-x_{2}^{*}(s)\right| \mathrm{d} s
\end{aligned}
$$

Calculating the upper right derivative of $V_{1}(t)$ along positive solutions of system (13), we get

$$
\begin{aligned}
D^{+} V_{1}(t)= & \operatorname{sgn}\left(x_{2}(t)-x_{2}^{*}(t)\right)\left\{a_{1}\left(t-\tau_{1}\right) \mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(s)-k_{1}(s) y_{2}(s) \mathrm{ds}} x_{2}\left(t-\tau_{1}\right)\right. \\
& \left.-a_{1}\left(t-\tau_{1}\right) \mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(s)-k_{1}(s) y_{2}^{*}(s) \mathrm{d} \mathrm{~s}} x_{2}^{*}\left(t-\tau_{1}\right)-\beta_{1}(t) x_{2}^{2}(t)+\beta_{1}(t) x_{2}^{* 2}(t)\right\} \\
& +\int_{t}^{t+\tau_{1}} a_{1}\left(s-\tau_{1}\right) x_{2}^{*}\left(s-\tau_{1}\right) k_{1}(t)\left|y_{2}(t)-y_{2}^{*}(t)\right| \mathrm{d} s-\int_{t-\tau_{1}}^{t} a_{1}\left(t-\tau_{1}\right) x_{2}^{*}\left(t-\tau_{1}\right) k_{1}(u)\left|y_{2}(u)-y_{2}^{*}(u)\right| \mathrm{d} u \\
& +a_{1}(t) \mathrm{e}^{\int_{t}^{t+\tau_{1}}-r_{1}(m)-k_{1}(m) y_{2}(m) \mathrm{d} m}\left|x_{2}(t)-x_{2}^{*}(t)\right| \\
& -a_{1}\left(t-\tau_{1}\right) \mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(m)-k_{1}(m) y_{2}(m) \mathrm{dm}}\left|x_{2}\left(t-\tau_{1}\right)-x_{2}^{*}\left(t-\tau_{1}\right)\right|, \\
= & \operatorname{sgn}\left(x_{2}(t)-x_{2}^{*}(t)\right)\left\{a_{1}\left(t-\tau_{1}\right) \mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(s)-k_{1}(s) y_{2}(s) \mathrm{ds}}\left[x_{2}\left(t-\tau_{1}\right)-x_{2}^{*}\left(t-\tau_{1}\right)\right]\right. \\
& +a_{1}\left(t-\tau_{1}\right) x_{2}^{*}\left(t-\tau_{1}\right)\left[\mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(s)-k_{1}(s) y_{2}(s) \mathrm{d} s}-\mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(s)-k_{1}(s) y_{2}^{*}(s) \mathrm{d} s}\right] \\
& \left.-\beta_{1}(t)\left(x_{2}(t)+x_{2}^{*}(t)\right)\left(x_{2}(t)-x_{2}^{*}(t)\right)\right\}+\int_{t}^{t+\tau_{1}} a_{1}\left(s-\tau_{1}\right) x_{2}^{*}\left(s-\tau_{1}\right) k_{1}(t)\left|y_{2}(t)-y_{2}^{*}(t)\right| \mathrm{d} s
\end{aligned}
$$

$$
\begin{aligned}
& -\int_{t-\tau_{1}}^{t} a_{1}\left(t-\tau_{1}\right) x_{2}^{*}\left(t-\tau_{1}\right) k_{1}(u)\left|y_{2}(u)-y_{2}^{*}(u)\right| \mathrm{d} u \\
& +a_{1}(t) \mathrm{e}^{\int_{t}^{t+\tau_{1}}-r_{1}(m)-k_{1}(m) y_{2}(m) \mathrm{d} m}\left|x_{2}(t)-x_{2}^{*}(t)\right| \\
& -a_{1}\left(t-\tau_{1}\right) \mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(m)-k_{1}(m) y_{2}(m) \mathrm{d} m}\left|x_{2}\left(t-\tau_{1}\right)-x_{2}^{*}\left(t-\tau_{1}\right)\right| \\
\leq & a_{1}\left(t-\tau_{1}\right) x_{2}^{*}\left(t-\tau_{1}\right)\left|\mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(s)-k_{1}(s) y_{2}(s) \mathrm{d} s}-\mathrm{e}^{\int_{t-\tau_{1}}^{t}-r_{1}(s)-k_{1}(s) y_{2}^{*}(s) \mathrm{d} s}\right| \\
& -\beta_{1}(t)\left(x_{2}(t)+x_{2}^{*}(t)\right)\left|x_{2}(t)-x_{2}^{*}(t)\right|+\int_{t}^{t+\tau_{1}} a_{1}\left(s-\tau_{1}\right) x_{2}^{*}\left(s-\tau_{1}\right) k_{1}(t)\left|y_{2}(t)-y_{2}^{*}(t)\right| \mathrm{d} s \\
& -\int_{t-\tau_{1}}^{t} a_{1}\left(t-\tau_{1}\right) x_{2}^{*}\left(t-\tau_{1}\right) k_{1}(u)\left|y_{2}(u)-y_{2}^{*}(u)\right| \mathrm{d} u+a_{1}(t) \mathrm{e}^{\int_{t}^{t+\tau_{1}}-r_{1}(m)-k_{1}(m) y_{2}(m) \mathrm{d} m}\left|x_{2}(t)-x_{2}^{*}(t)\right|
\end{aligned}
$$

Clearly, $\left|\mathrm{e}^{-x}-\mathrm{e}^{-y}\right| \leq|x-y|$ for arbitrary $x \geq 0$ and $y \geq 0$, which leads to

$$
\begin{align*}
D^{+} V_{1}(t) \leq & -\beta_{1}(t)\left(x_{2}(t)+x_{2}^{*}(t)\right)\left|x_{2}(t)-x_{2}^{*}(t)\right|+\int_{t}^{t+\tau_{1}} a_{1}\left(s-\tau_{1}\right) x_{2}^{*}\left(s-\tau_{1}\right) k_{1}(t)\left|y_{2}(t)-y_{2}^{*}(t)\right| \mathrm{d} s \\
& +a_{1}(t) \mathrm{e}^{\int_{t}^{t+\tau_{1}}-r_{1}(m)-k_{1}(m) y_{2}(m) \mathrm{d} m}\left|x_{2}(t)-x_{2}^{*}(t)\right| \tag{36}
\end{align*}
$$

Let

$$
\begin{aligned}
V_{2}(t)= & \int_{t-\tau_{2}}^{t} \int_{s-\tau_{1}}^{s} a_{2}(s) \mathrm{e}^{-\int_{s}^{s+\tau_{2}} r_{2}(m) \mathrm{d} m}\left|y_{2}(s)-y_{2}^{*}(s)\right| a_{1}(m) \mathrm{e}^{\int_{s}^{m} r_{1}(n)+k_{1}(n) y_{2}(n) \mathrm{d} n} \\
& \times x_{2}(m) \mathrm{d} m \mathrm{~d} s+\left|y_{2}(t)-y_{2}^{*}(t)\right|+\int_{t}^{t+\tau_{1}} \int_{s-\tau_{1}-\tau_{2}}^{t-\tau_{2}} a_{2}\left(s-\tau_{2}\right) \mathrm{e}^{-\int_{s-\tau_{2}}^{s} r_{2}(m) \mathrm{d} m} \\
& \times y_{2}^{*}\left(s-\tau_{2}\right) a_{1}(u)\left|x_{2}(u)-x_{2}^{*}(u)\right| \mathrm{e}^{\int_{s-\tau_{2}}^{u} r_{1}(m)+k_{1}(m) y_{2}(m) \mathrm{d} m} \mathrm{~d} u \mathrm{~d} s \\
& +\int_{t}^{t+\tau_{1}} \int_{s-\tau_{1}-\tau_{2}}^{t-\tau_{2}} a_{2}\left(s-\tau_{2}\right) \mathrm{e}^{-\int_{s-\tau_{2}}^{s} r_{2}(m) \mathrm{d} m} y_{2}^{*}\left(s-\tau_{2}\right) k_{1}(u)\left|y_{2}(u)-y_{2}^{*}(u)\right| \\
& \times \int_{s-\tau_{1}-\tau_{2}}^{s-\tau_{2}} a_{1}(m) x_{2}^{*}(m) \mathrm{d} m \mathrm{~d} u \mathrm{~d} s+\int_{t}^{t+\tau_{2}} \int_{u}^{u+\tau_{1}} a_{1}\left(u-\tau_{2}\right) a_{2}\left(s-\tau_{2}\right) y_{2}^{*}\left(s-\tau_{2}\right) \\
& \times \mid x_{2}\left(u-\tau_{2}\right)-x_{2}^{*}\left(u-\tau_{2}\right) \mathrm{e}^{-\int_{s-\tau_{2}}^{s} r_{2}(m) \mathrm{d} m} \mathrm{e}^{\int_{s-\tau_{2}}^{u-\tau_{2}} r_{1}(n)+k_{1}(n) y_{2}(n) \mathrm{d} n} \mathrm{~d} s \mathrm{~d} u \\
& +\int_{t}^{t+\tau_{2}} \int_{u}^{u+\tau_{1}} a_{2}\left(s-\tau_{2}\right)\left|y_{2}\left(u-\tau_{2}\right)-y_{2}^{*}\left(u-\tau_{2}\right)\right| y_{2}^{*}\left(s-\tau_{2}\right) k_{1}\left(u-\tau_{2}\right) \\
& \times \mathrm{e}^{-\int_{s-\tau_{2}}^{s} r_{2}(m) \mathrm{d} m} \int_{s-\tau_{1}-\tau_{2}}^{s-\tau_{2}} a_{1}(m) x_{2}^{*}(m) \mathrm{d} m \mathrm{~d} s \mathrm{~d} u .
\end{aligned}
$$

Similarly, calculating the upper right derivative of $V_{2}(t)$ along positive solutions of system (13) gives

$$
\begin{align*}
D^{+} V_{2}(t) \leq & a_{2}(t) \mathrm{e}^{-\int_{t}^{t+\tau_{2}} r_{2}(m) \mathrm{d} m}\left|y_{2}(t)-y_{2}^{*}(t)\right| \int_{t-\tau_{1}}^{t} a_{1}(m) x_{2}(m) \mathrm{e}^{\int_{t}^{m} r_{1}(n)+k_{1}(n) y_{2}(n) \mathrm{d} n} \mathrm{~d} m \\
& +\int_{t+\tau_{2}}^{t+\tau_{1}+\tau_{2}} a_{2}\left(s-\tau_{2}\right) \mathrm{e}^{-\int_{s-\tau_{2}}^{s} r_{2}(m) \mathrm{d} m} y_{2}^{*}\left(s-\tau_{2}\right) \mathrm{e}^{\int_{s-\tau_{2}}^{t} r_{1}(m)+k_{1}(m) y_{2}(m) \mathrm{d} m} \mathrm{~d} s \\
& \times a_{1}(t)\left|x_{2}(t)-x_{2}^{*}(t)\right|+\int_{t+\tau_{2}}^{t+\tau_{1}+\tau_{2}} a_{2}\left(s-\tau_{2}\right) y_{2}^{*}\left(s-\tau_{2}\right) \mathrm{e}^{-\int_{s-\tau_{2}}^{s} r_{2}(m) \mathrm{d} m} \int_{s-\tau_{1}-\tau_{2}}^{s-\tau_{2}} a_{1}(m) \\
& \times k_{1}(t)\left|y_{2}(t)-y_{2}^{*}(t)\right| x_{2}^{*}(m) \mathrm{d} m \mathrm{~d} s-\beta_{2}(t)\left(y_{2}(t)+y_{2}^{*}(t)\right)\left|y_{2}(t)-y_{2}^{*}(t)\right| . \tag{37}
\end{align*}
$$

We now define

$$
\begin{equation*}
V(t)=V_{1}(t)+p V_{2}(t) \tag{38}
\end{equation*}
$$

where $p$ is a positive number. Then it follows from (36)-(38) that

$$
\begin{aligned}
D^{+} V(t) \leq & \left|x_{2}(t)-x_{2}^{*}(t)\right|\left[a_{1}(t) \mathrm{e}^{t_{t}^{t+\tau_{1}}-r_{1}(m)-k_{1}(m) y_{2}(m) \mathrm{d} m}-\beta_{1}(t)\left(x_{2}(t)+x_{2}^{*}(t)\right)\right. \\
& \left.+\int_{t+\tau_{2}}^{t+\tau_{1}+\tau_{2}} p a_{2}\left(s-\tau_{2}\right) \mathrm{e}^{-\int_{s-\tau_{2}}^{s} r_{2}(m) \mathrm{d} m} y_{2}^{*}\left(s-\tau_{2}\right) a_{1}(t) \mathrm{e}^{\int_{s-\tau_{2}}^{t} r_{1}(m)+k_{1}(m) y_{2}(m) \mathrm{d} m} \mathrm{~d} s\right]
\end{aligned}
$$

$$
\begin{aligned}
& +\left|y_{2}(t)-y_{2}^{*}(t)\right|\left[\int_{t}^{t+\tau_{1}} a_{1}\left(s-\tau_{1}\right) x_{2}^{*}\left(s-\tau_{1}\right) k_{1}(t) \mathrm{d} s-p \beta_{2}(t)\left(y_{2}(t)+y_{2}^{*}(t)\right)\right. \\
& +p a_{2}(t) \mathrm{e}^{-\int_{t}^{t+\tau_{2}}} r_{2}(m) \mathrm{d} m \int_{t-\tau_{1}}^{t} a_{1}(m) x_{2}(m) \mathrm{e}^{\int_{t}^{m} r_{1}(n)+k_{1}(n) y_{2}(n) \mathrm{d} n} \mathrm{~d} m \\
& \left.+\int_{t+\tau_{2}}^{t+\tau_{1}+\tau_{2}} p a_{2}\left(s-\tau_{2}\right) k_{1}(t) \mathrm{e}^{-\int_{s-\tau_{2}}^{s} r_{2}(m) \mathrm{d} m} y_{2}^{*}\left(s-\tau_{2}\right) \int_{s-\tau_{1}-\tau_{2}}^{s-\tau_{2}} a_{1}(m) x_{2}^{*}(m) \mathrm{d} m \mathrm{~d} s\right] .
\end{aligned}
$$

By Theorem 2, for any $\varepsilon>0$ there exists a value $T>0$ such that when $t>T$ we have

$$
\begin{cases}\hat{m}_{2}-\varepsilon<x_{2}(t)<\hat{M}_{2}+\varepsilon, & \hat{m}_{2}-\varepsilon<x_{2}^{*}(t)<\hat{M}_{2}+\varepsilon, \\ \hat{m}_{4}-\varepsilon<y_{2}(t)<\hat{M}_{4}+\varepsilon, & \hat{m}_{4}-\varepsilon<y_{2}^{*}(t)<\hat{M}_{4}+\varepsilon .\end{cases}
$$

So for $t>T+2 \max \left\{\tau_{1}, \tau_{2}\right\}$ we derive that

$$
D^{+} V(t) \leq-\left(A_{1}(t)-\varepsilon\right)\left|x_{2}(t)-x_{2}^{*}(t)\right|-\left(A_{2}(t)-\varepsilon\right)\left|y_{2}(t)-y_{2}^{*}(t)\right| .
$$

By (35), there exist positive constants $\alpha_{1}, \alpha_{2}$ and $T^{*} \geq T+2 \max \left\{\tau_{1}, \tau_{2}\right\}$ such that for $t \geq T^{*}$,

$$
A_{1}(t) \geq \alpha_{1}>0, \quad A_{2}(t) \geq \alpha_{2}>0 .
$$

Thus, for $t \geq T^{*}$ we have

$$
\begin{equation*}
D^{+} V(t) \leq-\frac{\alpha_{1}}{2}\left|x_{2}(t)-x_{2}^{*}(t)\right|-\frac{\alpha_{2}}{2}\left|y_{2}(t)-y_{2}^{*}(t)\right| . \tag{39}
\end{equation*}
$$

Integrating both sides of (39) on the interval $\left[T^{*}, t\right]$, we obtain that for $t \geq T^{*}$

$$
V(t)+\frac{\alpha_{1}}{2} \int_{T^{*}}^{t}\left|x_{2}(s)-x_{2}^{*}(s)\right| \mathrm{d} s+\frac{\alpha_{2}}{2} \int_{T^{*}}^{t}\left|y_{2}(s)-y_{2}^{*}(s)\right| \mathrm{d} s \leq V\left(T^{*}\right)
$$

Hence, $V(t)$ is bounded on $\left[T^{*},+\infty\right)$ and

$$
\int_{T^{*}}^{t}\left|x_{2}(s)-x_{2}^{*}(s)\right| \mathrm{d} s<+\infty, \quad \int_{T^{*}}^{t}\left|y_{2}(s)-y_{2}^{*}(s)\right| \mathrm{d} s<+\infty
$$

By Barbalat's Lemma [46], we conclude

$$
\begin{equation*}
\lim _{t \rightarrow+\infty}\left|x_{2}(t)-x_{2}^{*}(t)\right|=0, \quad \lim _{t \rightarrow+\infty}\left|y_{2}(t)-y_{2}^{*}(t)\right|=0 \tag{40}
\end{equation*}
$$

Since

$$
\begin{aligned}
& x_{1}(t)=\int_{t-\tau_{1}}^{t} a_{1}(s) \mathrm{e}^{\int_{t}^{s} r_{1}(m)+k_{1}(m) y_{2}(m) \mathrm{d} m} x_{2}(s) \mathrm{d} s \\
& x_{1}^{*}(t)=\int_{t-\tau_{1}}^{t} a_{1}(s) \mathrm{e}^{\int_{t}^{s} r_{1}(m)+k_{1}(m) y_{2}^{*}(m) \mathrm{d} m} x_{2}^{*}(s) \mathrm{d} s,
\end{aligned}
$$

we have

$$
\begin{aligned}
\left|x_{1}(t)-x_{1}^{*}(t)\right| \leq & \int_{t-\tau_{1}}^{t} a_{1}(s) \mathrm{e}^{\int_{t}^{s} r_{1}(m)+k_{1}(m) y_{2}(m) \mathrm{d} m}\left|x_{2}(s)-x_{2}^{*}(s)\right| \mathrm{d} s \\
& +\int_{t-\tau_{1}}^{t} a_{1}(s) x_{2}^{*}(s)\left|\mathrm{e}^{\int_{t}^{s} r_{1}(m)+k_{1}(m) y_{2}(m) \mathrm{d} m}-\mathrm{e}^{\int_{t}^{s} r_{1}(m)+k_{1}(m) y_{2}^{*}(m) \mathrm{d} m}\right| \mathrm{d} s \\
\leq & \int_{t-\tau_{1}}^{t} a_{1}^{M}\left|x_{2}(s)-x_{2}^{*}(s)\right| \mathrm{d} s+\int_{t-\tau_{1}}^{t} a_{1}^{M} M_{2} \int_{s}^{t} k_{1}^{M}\left|y_{2}(m)-y_{2}^{*}(m)\right| \mathrm{d} m \mathrm{~d} s
\end{aligned}
$$

which, together with (40), yields

$$
\lim _{t \rightarrow+\infty}\left|x_{1}(t)-x_{1}^{*}(t)\right|=0
$$

By a closely similar argument, we can obtain

$$
\lim _{t \rightarrow+\infty}\left|y_{1}(t)-y_{1}^{*}(t)\right|=0
$$

Therefore, we have completed the proof of Theorem 4.

## 5. Two examples

In this section, we give two examples to illustrate the feasibility of our main results.
Example 1. Consider the following delayed nonautonomous model:

$$
\left\{\begin{align*}
x_{1}^{\prime}(t)= & \left(2.1+\frac{\sin (t)}{10}\right) x_{2}(t)-\left(0.2+\frac{\sin (t)}{200}\right) x_{1}(t)-\left(2.1+\frac{\sin (t-0.1)}{10}\right)  \tag{41}\\
& \times \mathrm{e}^{\int_{t-0.1}^{t}-\left(0.2+\frac{\sin (s)}{200}\right)-\left(\frac{1}{3}+\frac{\sin (s)}{20}\right) y_{2}(s) \mathrm{ds}} x_{2}(t-0.1)-\left(\frac{1}{3}+\frac{\sin (t)}{20}\right) x_{1}(t) y_{2}(t), \\
x_{2}^{\prime}(t)= & \left(2.1+\frac{\sin (t-0.1)}{10}\right) \mathrm{e}^{\int_{t-0.1}^{t}-\left(0.2+\frac{\sin (s)}{200}\right)-\left(\frac{1}{3}+\frac{\sin (s)}{20}\right) y_{2}(s) \mathrm{d} s} x_{2}(t-0.1)-\left(1+\frac{\sin (t)}{300}\right) x_{2}^{2}(t), \\
y_{1}^{\prime}(t)= & \left(0.3+\frac{\cos (t)}{30}\right) x_{1}(t) y_{2}(t)-\left(\frac{1}{3}-\frac{\sin (t)}{50}\right) y_{1}(t)-\left(0.3+\frac{\cos (t-1)}{30}\right) \\
& \times \mathrm{e}^{\int_{t-1}^{t}-\left(\frac{1}{3}-\frac{\sin (s)}{50}\right) \mathrm{ds}} x_{1}(t-1) y_{2}(t-1), \\
y_{2}^{\prime}(t)= & \left(0.3+\frac{\cos (t-1)}{30}\right) \mathrm{e}^{\int_{t-1}^{t}-\left(\frac{1}{3}-\frac{\sin (s)}{50}\right) \mathrm{ds}} x_{1}(t-1) y_{2}(t-1)-\left(3-\frac{\sin (t)}{30}\right) y_{2}^{2}(t),
\end{align*}\right.
$$

where $x_{1}(t)$ and $x_{2}(t)$ denote the densities of the immature and the mature prey population at time $t$, respectively; $y_{1}(t)$ and $y_{2}(t)$ represent the densities of the immature and the mature predator population at time $t$, respectively. By a direct computation, we have $A_{1}(t) \geq 0.5325$ and $A_{2}(t) \geq 1.2002$. That is, the (35) in Theorem 4 is satisfied. According to Theorem 4, system (41) has a unique positive $\omega$-periodic solution $\left(x_{1}^{*}(t), x_{2}^{*}(t), y_{1}^{*}(t), y_{2}^{*}(t)\right)^{\mathrm{T}}$ which is globally stable. With the initial conditions ( $0.3,1.5,0.002,0.03$ ), we use Matlab to illustrate the unique positive periodic solution of system (41) in Fig. 1. From Fig. 1(a) and (b) we can see that the solutions $x_{1}(t)$ and $x_{2}(t)$ are periodic. Since the amplitude of $y_{1}(t)$ and $y_{2}(t)$ is very small, we use phase portraits demonstrated in Fig. 1(c) and (d) to show the periodicity of $y_{1}(t)$ and $y_{2}(t)$. With the initial conditions ( $0.6,2.5,0.005,0.035$ ), we use Matlab to present the unique positive periodic solution of system (41) in Fig. 2(a) and (b).

Example 2. Now, we consider another example to illustrate the feasibility of our main results, which is concerning the prey zebra and the predator lion. We know that lions begin to prey by themselves at the age of two and the yearling fecundity of zebra is zero [52], so we assume $\tau_{1}=\tau_{2}=2$. We also suppose that the birth rates of the predator and prey are periodic due to fluctuation in time and other parameters fixed in the following delayed nonautonomous model based on [52]:

$$
\left\{\begin{align*}
x_{1}^{\prime}(t)= & (3.001+3 \sin (t)) x_{2}(t)-0.3 x_{1}(t)-(3.001+3 \sin (t-2))  \tag{42}\\
& \times \mathrm{e}^{\int_{t-2}^{t}\left(-0.3-\frac{1}{30} y_{2}(s)\right) \mathrm{ds}} x_{2}(t-2)-\frac{1}{30} x_{1}(t) y_{2}(t) \\
x_{2}^{\prime}(t)= & (3.001+3 \sin (t-2)) \times \mathrm{e}^{\int_{t-2}^{t}\left(-0.3-\frac{1}{30} y_{2}(s)\right) \mathrm{ds}} x_{2}(t-2)-0.01 x_{2}^{2}(t) \\
y_{1}^{\prime}(t)= & (0.01501+0.015 \cos (t)) x_{1}(t) y_{2}(t)-0.4 y_{1}(t) \\
& -(0.01501+0.015 \cos (t-2)) \mathrm{e}^{\int_{t-2}^{t}-0.4 \mathrm{ds}} x_{1}(t-2) y_{2}(t-2) \\
y_{2}^{\prime}(t)= & (0.01501+0.015 \cos (t-2)) \mathrm{e}^{\int_{t-2}^{t-0.4 d s}} x_{1}(t-2) y_{2}(t-2)-0.1 y_{2}^{2}(t)
\end{align*}\right.
$$

where $x_{1}(t)$ and $x_{2}(t)$ denote the densities of the immature and the mature zebra population at time $t$, respectively; $y_{1}(t)$ and $y_{2}(t)$ represent the densities of the immature and the mature lion population at time $t$, respectively. It is easy to verify that the assumption in Theorem 3 is satisfied. According to our results, system (42) has at least one strictly positive $\omega$-periodic solution. With the initial conditions $\left(220^{*} 0.38,220^{*} 0.62,17,9\right)$ and using Matlab, we can see positive periodic solutions $x_{1}(t), x_{2}(t), y_{1}(t)$ and $y_{2}(t)$ of system (42) in Fig. 3.

## 6. Discussion

As pointed in References [9,10], many consumer species go through two or more life stages as they proceed from birth to death. Some predator-prey models in the early literature ignore such reality and lump individuals into one single reproducing category which can be modeled by ordinary differential equations (ODEs). Unfortunately, such ODEs are only capable of generating simple equilibrium dynamics. In order to capture the oscillatory, persistent and stable behavior often observed in nature, various mechanisms are proposed. Such mechanisms include difference models and delay differential models [9,48,49]. In biological modeling of population growth, the standard Lotka-Volterra-type models are often used by ecologists to describe interactions between predator and prey populations. Recently, the traditional prey-dependent predator-prey models have been challenged by biologists [50,51] based on the fact that functional and numerical response over typical ecological time scales ought to depend on the densities of both prey and predator, especially when predators have to search, share or compete for food. Since the birth and the death rate may be affected by periodic factors such as the


Fig. 1. Periodicity of the positive solution of system (41) with the initial condition ( $0.3,1.5,0.002,0.03$ ).


Fig. 2. Periodicity of the positive solution of system (41) with the initial condition ( $0.6,2.5,0.005,0.035$ ).
season switching and the change of climate, etc., it appears that a more suitable predator-prey model should be constructed by incorporating stage structures for both prey and predator and the periodicity of ecological and environmental parameters into the system.

Motivated by this fact and the important works $[17,18,29,40]$, our main purpose of this paper is to analyze a twospecies predator-prey nonautonomous model with stage structure for both prey and predator, in which there are two time delays due to the maturity for both immature prey and immature predator, respectively. Under certain initial conditions, the permanence of system (1) was investigated, and the existence of the positive $\omega$-periodic solutions of system (1) was shown by using Gaines and Mawhin's continuation theorem of the coincidence degree theory. Sufficient conditions were obtained for the global stability of positive $\omega$-periodic solutions of system (1) by constructing a suitable Lyapunov functional.


Fig. 3. Periodicity of the positive solution of system (42) with the initial condition $(220 * 0.38,220 * 0.62,17,9)$.
When assumptions (I)-(II) and initial conditions change, more results on the dynamics of this model will be revealed in a forthcoming work, which should be submitted somewhere else.
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