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Abstract 

This paper presents a new class of two-stage stochastic hub location (HL) programming problems with minimum-risk 
criterion, in which uncertain demands are characterized by random vector. Meanwhile we demonstrate that the two-
stage programming problem is equivalent to a single-stage stochastic P-model. Under mild assumptions, we develop 
a deterministic binary programming problem by using standardization, which is equivalent to a binary fractional 
programming problem. Moreover, we show that the relaxation problem of the binary fractional programming 
problem is a convex programming problem. Taking advantage of branch-and-bound method, we provide a number of 
experiments to illustrate the efficiency of the proposed modeling idea. 

© 2011 Published by Elsevier Ltd.  
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1. Introduction 

     Hub location problems arise in transportation, telecommunication and computer networks, where hub-
and-spoke architectures are used to route commodities between many origin and destination pairs. Several 
variants of these problems have been developed in the literature, such as uncapacitated hub location, p-
hub location, and hub covering. The location of hub facilities corresponds to long-term strategic decisions 
which are typically made under an uncertain environment. There exist basically two streams of research 
dealing with optimization under uncertainty: stochastic optimization and robust optimization. Based on 
probability theory, some of stochastic programming models (see [1][2]) considered capacities on the 
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facilities, and facility size was considered as a first-stage decision. Ravi and Sinha [3] proposed a 
stochastic problem in which facilities may be open in either the first or second stage; Louveaux [4] 
presented reviews on modeling approaches for stochastic facility location in which the location of the 
facilities is considered as the first-stage decision and the distribution pattern is the second-stage decision; 
Marianov and Serra [5] focused on stochasticity at the hub nodes by representing hub airports as M/D/c 
queues and limiting through chance constraints the number of airplanes that can queue at an airport; Sim 
et al. [6] introduced the stochastic p-hub center problem and employed a chance-constrained formulation 
to model the minimum service-level requirement, and Yang [7] presented a two-stage stochastic 
programming model for air freight hub location and flight route planning under seasonal demand 
variations. Particularly, one of the problems that have received most attention is the uncapacitated hub 
location problem with multiple assignments (see [8][9][10]). Under random environment, Contreras et al. 
[11] modeled this problem as a two-stage integer stochastic programming with recourse in the presence of 
uncertainty on demands and transportation costs, and introduced three different stochastic models. 
     In the literature, the expected value models are often used for modeling stochastic hub location 
problems. On the one hand, having an equivalent linear programming problem is an attractive feature 
from the numerical point of view. On the other hand, however, replacing the probability distribution by a 
one-point distribution leads to a very crude approximation of the original distribution in general. This is 
usually an indication of a modeling or data error: the corresponding stochastic model is not truly 
stochastic. When doing this, extreme care is needed, since the solution obtained this way may turn out to 
be quite risky when evaluated by expectation. To overcome the imprecise measurement, this paper is 
devoted to pursuing the idea of using probability function as a risk criterion to measure the uncertainty. 
Probability has a very general meaning, including virtually all aspects of randomness. It is known that 
stochastic programming with probability objective function is usually called P-model [12], and applied to 
many real-life decision problems, especially decision problems involving risk. 
     The remainder of this paper is organized as follows. Section 2 presents a new class of two-stage 
stochastic hub location programming and provides its equivalent P-model. In Section 3, we focus on the 
issue about stochastic demands with multivariate normal distribution, and turn the P-model with 
probability objective function into a binary fractional programming problem. In Section 4 we discuss the 
solution methods for the fractional programming model. In Section 5 we perform some numerical 
experiments to illustrate the developed new modeling idea. Section 6 gives the conclusions. 

2. Formulation of Two-Stage Staochastic HL Problem 

For stochastic uncapacitated hub location problems, it consists in locating a set of hubs and in 
determining the routing of commodities through the hub nodes, with the objective of minimizing the total 
set-up and transportation costs.  We will adopt the following notations for  our model: 
• Notations 
• Q       the set of nodes including the origin ( )o k  and the destination ( )d k ;
• H           the set of potential hub locations, H Q⊆ , index ,i j H∈ ;
• if            the fixed set-up cost for locating a hub at node i ;
• iz            location variable equals to 1  if a hub is located at node i  and equals to 0  otherwise; 
• K            the set of commodities whose origin and destination points belong to Q , index k K∈ ;
• ( )Wk ξ     the demands of commodity k K∈  about random variable ξ ;
• ijkx         routing variable, it equals to 1  if commodity k  transits via a first hub i  and a second Hub j

              and equals to 0  otherwise; 
• ijkF         the unit transportation cost for commodity k  transits via a first hub i  and a second hub j  ; 
• Ξ            the support of  ξ .
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     Under uncertain environment, the decision-maker may face various uncertain factors in the whole 
location process. That is, demands may change after location decisions characterized by 

( , , , )1 2 | |
T

z z z H=z …  have been made. To minimize the total cost of location and transportation, routing 
decisions xijk  or ( )xijk ξ  may also change after location decisions have been made. In this paper, we 
assume that these uncertain parameter demands are characterized by independent random variables ( )Wk ξ
with known probability distribution. Given the uncertain surroundings after location decisions, we model 
this class problem as a two-stage stochastic programming with recourse. The first-stage decisions 
correspond to the location of hub facilities, and the second-stage decisions correspond to the optimal 
routing of the commodities. Location decisions ( , , , )1 2 | |

T
z z z H=z … , called the first-stage decisions, must 

be taken before knowing the particular values taken by the random variables ( )Wk ξ . Routing decisions 
{ | , , }ijkx i j kH K= ∈ ∈X , called the second-stage decisions, can be taken after the realizations of random 

variable ( )Wk ξ  are known. In order to emphasis the dependence of X  on z and ξ , we can denote X  as 
( , )ξX z  or ( )xijk ξ . The dependence of  xijk  on ξ  is not functional but simply indicates that the decision 

xijk  are typically not the same under different realizations of ξ .
     In hub location problems, there is a single path connecting the origin and destination nodes of every 
commodity k K∈ . Constraints (c1) impose the single connection of the origin to the destination: 

( ) 1 , K , .
H H

x kijki j
ξ ξ∑ ∑ = ∈ ∈ Ξ

∈ ∈
                                                       ( 1)c

In order to prohibit commodity k K∈  from being routed via a non-hub node for every commodity 
k K∈ and every hub Hi ∈ , constraints (c2) can be stated as follows: 

( ) ( ) , H , K , .
H H\{ }

x x z i kiijk ijkj j i
ξ ξ ξ∑ ∑+ ≤ ∈ ∈ ∈ Ξ

∈ ∈
                                ( 2)c

Constraints (c3) are the standard non-negativity constraints: 

( ) 0 , H K ,, .x i kijk ξ ξ≥ ∈ ∈ ∈ Ξ                                                     ( 3)c

     If the first-stage decision vector z  is given, and a realization ˆ( )Wk ξ  of random variable ( )Wk ξ  is 
known for every commodity k K∈ , then the second-stage programming can be built as: 

min ( ( ) ) )
H H K

subject to : ( ) 1 , K ,
H H

( ) ( ) , H, K,
H\{ }H

( ) 0 , H , K , .

(W F xk ijk ijki j k

x kijki j

x x z i kiijk ijkj ij

x i kijk

ξ ξ

ξ ξ

ξ ξ ξ

ξ ξ

∑ ∑ ∑ ⋅ ⋅
∈ ∈ ∈

∑ ∑ = ∈ ∈ Ξ
∈ ∈

∑ ∑+ ≤ ∈ ∈ ∈ Ξ
∈∈

≥ ∈ ∈ ∈ Ξ

⎧
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪⎩

X

                                                                    (1) 

     The principle of the second-stage programming (1) is to minimize the routing costs in the second stage 
for a fixed first-stage decisions z  and a known realization ˆ( )Wk ξ  of stochastic demands ( )Wk ξ  for every 
commodity k K∈ .
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     In the first stage, we use the probability of occurrence of random event 
{ | ( ( ( )) ) ( ( )) } ,0H H H K

f z W F x Ci i k ijk ijki i j k
ω ξ ω ξ ω∑ ∑ ∑ ∑+ ⋅ ⋅ ≤

∈ ∈ ∈ ∈

called risk measure, to denote the probability that the total costs does not exceed the level 0C , where 0C

denotes the prescribed upper bound of total costs. For a given 0C , the higher probability corresponds to 
lower risk for the decision-maker. In order to minimize the total costs over the two stages, the objective 
function of model can be built as follows: 

{ ( ( ) ) ( ) ,0H H H K
}f z W F x Ci i k ijk ijki i j k

ξ ξ∑ ∑ ∑ ∑+ ⋅ ⋅ ≤
∈ ∈ ∈ ∈

Pr

and we are required to find a feasible decision z  such that the probability of the random total costs less 
than 0C  is maximum. As a consequence, the first-stage programming can be formulated as: 

max { ( ( ) ) ( ) }0H H H K
|H|

subject to : {0,1} .

f z W F x Ci i k ijk ijki i j k
ξ ξ∑ ∑ ∑ ∑+ ⋅ ⋅ ≤

∈ ∈ ∈ ∈

∈

⎧⎪
⎨
⎪⎩

Pr

z

z                                                          (2)                       

Combining models (1) and (2), we present the following new two-stage stochastic hub location model: 

max { ( , ) }0H
|H|

subject to : {0,1} ,

f z Q Ci ii
ξ∑ + ≤

∈
∈

⎧⎪
⎨
⎪⎩

Pr z

z
z                                                                                                      (3) 

where ( , )Q ξz  is the optimal value of the second-stage programming problem: 

( , ) min ( ( ) ) ( )
H H K

subject to : ( ) 1 , K ,
H H

( ) ( ) , H, K,
H H\{ }

( ) 0 , H , K , .

Q W F xk ijk ijki j k

x kijki j

x x z i kijk iijkj j i

x i kijk

ξ ξ ξ

ξ ξ

ξ ξ ξ

ξ ξ

∑ ∑ ∑= ⋅ ⋅
∈ ∈ ∈

∑ ∑ = ∈ ∈ Ξ
∈ ∈

∑ ∑+ ≤ ∈ ∈ ∈ Ξ
∈ ∈

≥ ∈ ∈ ∈ Ξ

⎧
⎪
⎪
⎪
⎪⎪
⎨
⎪
⎪
⎪
⎪
⎪⎩

z
X

                                                           (4)  

     In the following, we prove that the two-stage stochastic programming is equivalent to a single-stage 
stochastic P-model, which facilitates us to solve our hub location problem. 

Theorem 1. The two-stage stochastic programming problem (3)-(4) is equivalent to the following 
minimum-risk P-model (5). 
Proof. Observe that, given a first-stage vector z , the second-stage term of the objective function can be 
separated into | |K  independent subproblems, and each commodity k K∈  corresponds to one 
subproblem. For each of these subproblems, the optimal solution does not depend on the particular 
realization of random variable ξ . That is, the optimal route called second-stage decisions is the same for 
sending each commodity regardless of the actual value of the demand ( )Wk ξ . Let ( )x zijk  be the optimal 
solution vector associated to a first-stage solution z . Then, we have 

( ) ( ) , K, , H, .x x z x k i jijk ijk ijkξ ξ= = ∀ ∈ ∀ ∈ ∀ ∈ Ξ
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max { ( ( ) ) }0, H H H K

subject to : 1 , K
H H

, H, K
H H\{ }

0 , H , K

|H|
{0,1} .

f z W F x Ci i k ijk ijki i j k

x kijki j

x x z i kijk iijkj j i

x i kijk

ξ∑ ∑ ∑ ∑+ ⋅ ⋅ ≤
∈ ∈ ∈ ∈

∑ ∑ = ∈
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∑ ∑+ ≤ ∈ ∈
∈ ∈

≥ ∈ ∈

∈

⎧
⎪
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⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎩

Pr

z

z X

                                                                 (5)                       

Therefore, the two-stage stochastic programming problem (3)-(4) is equivalent to the single-stage 
stochastic programming problem (5).   □
      Although P-model (5) is a single-stage programming problem with deterministic constraints, it is also 
very hard to be solved due to the probability objective function. That is, it is difficult to handle 
numerically for general stochastic demands. Therefore, it is desirable to obtain an explicit representation 
of objective function. Under appropriate assumptions in next section, we will give the equivalent 
formulation for the probability objective function, and turn the stochastic programming model (5) into a 
deterministic equivalent programming problem. 

3. Equivalent Binary Fractional Programming Problem 

     In this section, we assume that the | |K -dimensional random vector 
T

| |( ( ), ( ), , ( ))1 2 KW W Wξ ξ ξ= …W
has a multivariate normal distribution, then there exist an | |K S×  matrix D  and a vector 

|K|
( , , , )1 2 | |Kμ μ μ= … ∈μ R , such that: 

′= ⋅ +ζW D μ
holds, where ′ζ  is an S -dimensional random vector with i′ζ  being stochastically independent and 
having a standard normal distribution [12]. Therefore, the mathematical expectation vector of stochastic 
demands  W  is μ  and the covariance matrix of W  is .

T
= ⋅Σ D D

     If we define                                                                                                 
def

H H H K
( , , ) ( ( ) ) ,

i i j k
z x f z W F xi i k ijk ijkξ ξ

∈ ∈ ∈ ∈
∑ ∑ ∑ ∑= ⋅ ⋅⋅ +ζ

then ( , , )z x ξζ  can be represented as follows: 

T T T T T T( , , ) ( ) ,z x ξ ′= + ⋅ = +⋅ +⋅ζ f z W F X ζ D FX f z μ FX
where 

1 1 1

2 2 2, , ,

| | | | | |

f z X

f z X

f z XH H K

= = =

⎛ ⎞ ⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠ ⎝ ⎠

M M M
f z X
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0 01
0 02 · ,

0 0 | |

,

F

F

FK

′= = +

⎛ ⎞
⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎜ ⎟
⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟

⎜ ⎟ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠
⎝ ⎠

L

L

M M M

L

f 0 f
F ζ

W D μ

| | | | | |

T
( , , , , , , , , , , , , ) ,11 12 1| | 21 22 2| | | |1 | |2 | || |

H H H

X x x x x x x x x xk k k H k k k H k H k H k H H k= … … … …

6447448 6447448 644474448

| | | | | |

( , , , , , , , , , , , , ) .11 12 1| | 21 22 2| | | |1 | |2 | || |

H H H

F F F F F F F F x xk k k H k k k H k H k H k H H k= … … … …

6447448 6447448 644474448

According to the definition of multivariate normal random variable [12][13], we get: 

T T T 2( ( , , )) , ( ( , , )) || || .z x z xξ ξ= + =E ζ Var ζf z μ FX D FX

     As a consequence, the objective function can be reformulated as follows: 

( ( , , ))( , , ) ( ( , , )) 0{ ( , , ) } { }0
( ( , , )) ( ( , , ))

C z xz x z x
z x C

z x z x

ξξ ξ
ξ

ξ ξ

−−
≤ = ≤

E ζζ E ζ
Pr ζ Pr

Var ζ Var ζ                                                              

                                                             
T T

T

( ( , , ))0 0( ) ( ) .
|| ||( ( , , ))

C z x C

z x

ξ

ξ

− − −
= =

E ζ
Φ Φ

Var ζ

f z μ FX

D FX

Therefore, model (5) can be reformulated as follows: 

T T

T

0max ( )
, || ||

subject to : 1 , K
H H

, H, K
H H\{ }

{0,1} , H , K

|H|
{0,1} .

C

x kijki j

x x z i kiijk ijkj j i

x i kijk

− −

∑ ∑ = ∈
∈ ∈

∑ ∑+ ≤ ∈ ∈
∈ ∈

∈ ∈ ∈

∈

⎧
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎩

Φ

z

X

f z μ FX

z D FX

                                                                                     (6) 

The deterministic programming is a maximization problem with non-linear objective function and 
linear constraints. Because of the computational complexity of normal distribution function ( , )Φ ⋅ ⋅ , and 
taking into account of the strict monotonicity of ( , )Φ ⋅ ⋅ , model (6) is equivalent to the following binary 
fractional programming substitute problem: 
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T T

T

0max
, || ||

subject to : 1 , K
H H

, H, K
H H\{ }

{0,1} , H , K

|H|
{0,1} .

C

x kijki j

x x z i kiijk ijkj j i

x i kijk

− −

∑ ∑ = ∈
∈ ∈

∑ ∑+ ≤ ∈ ∈
∈ ∈

∈ ∈ ∈

∈

⎧
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎩ z

X

f z μ FX

z D FX

                                                                                     (7)                       

     The binary fractional programming problem (7) is an integer fractional programming problem. From 
the point of view of efficient numerical solution, the most desirable property of problem (7) is that its 
relaxation problem should be a convex programming problem. We will proceed with a property 
concerning the convexity of its relaxation problem. 

Theorem 2. The relaxation problem (8) of binary fractional programming (7) is a convex programming  
problem on open half-space T T

{( , ) | }0C+ <z X f z μ FX .

T T

T

0max
, || ||

subject to : 1 , K
H H

, H, K
H H\{ }

0 , H , K

0 , H .

C

x kijki j

x x z i kiijk ijkj j i

x i kijk

z ii

− −

∑ ∑ = ∈
∈ ∈

∑ ∑+ ≤ ∈ ∈
∈ ∈

≥ ∈ ∈

≥ ∈

⎧
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎩

X

f z μ FX

z D FX

                                                                                     (8)                       

Proof. Since the constraint functions are linear in model (8), the feasible domain is convex set. Next, we 
will discuss the concavity of the objective function. For this purpose, we denote 

T T

T
0( , ) .

|| ||
g z x

C
=

− −f z μ FX

D FX

When T T

0C+ <f z μ FX  holds, i.e., T T
00C − − >f z μ FX , the function T T

0C − −f z μ FX  is a positive 
linear function, and the Euclid norm T

|| ||D FX  is convex. Therefore, the fractional function ( , )g z x  is a 
pseudo-concave function on the open half-space T T

{( , ) | }0C+ <z X f z μ FX . Thus, the relaxation problem 
(8) is a fractional convex programming problem. The proof of the theorem is complete.    □ 



2320  Hao Zhai et al. / Procedia Engineering 29 (2012) 2313 – 23218 H. Zhai et al. / Procedia Engineering 00 (2011) 000–000 

4. Solution Methods 

     Since binary programming problem (7) belongs to the class of binary integer programming problems, 
one possibility for solving it is to use branch-and-bound method [14]. The code LINGO  is a state-of-the-
art commercial general branch-and-bound IP-code, which works in conjunction with the linear, nonlinear, 
and quadratic solvers [15]. The structure of the constraints in the problem makes the use of modeling 
language particularly appropriate. This yields a rather efficient solution method for this kind of problems. 
In the next section, we will rely on LINGO to solve the problem. 

5.  Numerical Experiments 

In this section, we present the computational results of numerical experiments preformed to assess the 
behavior of the proposed model for hub location problems with three commodities. All experiments are 
coded in LINGO 11.0 and run on a personal computer. For instances | | 10,12H =  and 15 , we choose the 
set-up cost fi  randomly from the interval [10, 30] . All hub nodes are generated randomly in the 
region [1, 25] [1, 25]× . Let 0.6χ = , 0.3τ = and 0.6δ = . The unit transportation cost Fijk  is given 
by ( ) ( )F d d dijijk o k i jd kχ τ δ= + + , where dij  is the distance between nodes i  and j . The mathematical 
expectation and the covariance matrix of the random vector T

( ( ), ( ), ( ))1 2 3W W Wξ ξ ξ=W  are given as 
follows: 

T
2.4939 1.3934 3.1018

(13.4950, 8.8800,19.8300) , 1.3934 0.9396 1.5102 .

3.1018 1.5102 5.2283

= =
⎛ ⎞
⎜ ⎟
⎜ ⎟
⎝ ⎠

μ Σ

Table 1. Computational Results for Routing Three Commodities 
Commodity Hub 0C v

∗
 ( )v

∗
Φ  Opt. Hub Time CPU (sec) 

3 10 820 0.006 50.4% 2,7,10 136 

3 10 850 0.381 64.8% 6,7,10 148 

3 10 900 1.502 93.3% 2,3,5,8 169 

3 10 1000 2.765 99.7% 2,3,5,8 269 

3 12 830 0.246 59.9% 2,7,12 621 

3 12 900 1.131 87.1% 6,7,12 695 

3 12 910 1.595 94.5% 3,5,6,12 912 

3 12 940 1.853 96.8% 2,3,5,12 1028 

3 15 850 0.796 78.5% 2,11,12 1297 

3 15 860 1.377 91.5% 1,4,5,11,12 1501 

3 15 900 1.447 92.6% 6,11,12 1535 

3 15 910 1.990 97.7% 1,4,5,10,11 1759 

      
     In Table 1, the first three columns provide the number of commodities, the number of hubs and the 
given upper bound of total costs. The fourth column and the fifth column denote the optimal value and 
confidence-level corresponding to the optimal value. The sixth column shows the optimal hubs. The 
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results presented in Table 1 show that, for the considered instance with the same number of hubs, the 
optimal hubs may change when the given upper bound of total costs is increased. The CPU time grows 
fast when instance size and variability increase. 

6. Conclusions 

     This paper proposed a two-stage stochastic programming model with probability objective function to 
optimize location and transportation, and showed that the model is equivalent to a single-stage minimum-
risk P-model. For random demands with multivariate normal distribution, we turned the P-model into its 
equivalent deterministic binary fractional programming problem. Finally, we employed LINGO to solve 
this binary programming problem. The computational results showed that the developed new modeling 
idea is feasible and effective. An interesting avenue of research for our future work consists in stochastic 
demands with arbitrary distribution for hub location problems. 
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