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Abstract
With the increased use of GPS sensors in several everyday devices, persons trip data are be-
coming very abundant. Many opportunities for exploration of the wealth GPS data and in this
paper, we inferred, the geometry of road maps in Tunisia and the connectivity between them.
This phenomenon is known as map generation and also map inference procedure. For that,
we gathered big GPS data from about ten thousands of vehicles equipped with GPS receivers
and circulating in Tunisia, which does not have a road map like other developing countries.
We collected a big database with approximately 100 gigabytes. After preprocessing it ,we were
obliged to partition data in order to facilitate handling an unstructured database with a such
size. In fact, we used for that K-means with its sequential mode and the parallel mode based on
Mapreduce, which is one of the most famous proposed solution to analyse the rapidly growing
data. The proposed parallel k-means algorithm was tested with our GPS data and the results
are efficient in processing large datasets. It is a parallel data processing tool which is gath-
ering significant importance from industry and academia especially with appearance of a new
term to describe massive datasets having large-volume, high-complexity and growing data from
different sources, ”big data”.
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1 Introduction

The processing of big data becomes the center of interest in science and industry. The sources
of these data are countless. We can cite for example social networks, emails, audio and video
sequences, pictures, log files, GPS frames, search queries,scientific papers, health records and
images, sensors data, mobile devices and all the applications installed. All those data constitute
significant values in their domain. Therefore, they should be stored in huge databases which
grow continuously, in order to be analysed and managed. The emission of data can be very large
in each second especially with the widespread social networks such as Facebook and Twitter.
So, the amount of data created nowadays in the age of information increases rapidly than in
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the previous years. For example, until 2003, information collected reached approximately 5
exabytes. However, today this quantity of data can be easily created in a couple of days [2].

According to the International Data Corporation (IDC)[6], it is predictable that between
2005 and 2020, the digital universes will increase by about 300 times, from 130 exabytes to
40 zettabytes, which means that in 2020 every person even children, will generate more than
5200 gigabytes. Also, it is estimated that between 2012 and 2020, the digital data in the world
will approximately double every couple of years. With the explosive growth of global data,
industries become concerned in big data, and several government agencies declared some plans
to motivate and encourage big data research [1].

When we hear about big data term, we think that the encountered challenge is only the
volume. However, challenges of big data are several and characterised by four aspects (4V):

• Volume: The first criterion is the Volume. In fact, it is one of the most important
contributors to the deep problem of traditional relational database which become unable
to manage databases with very large volume.

• Variety: Another issue is to handle and merge data that have several different sources
with different structures and types.

• Velocity :This criterion is also very important. Indeed, it represents the speed of genera-
tion of data.

• Veracity: It represents the uncertainty of data.

In this paper, we will focus on the transportation field which is also impacted by big data
challenges. In fact, in order to overcome big data challenges, industries including transportation
companies require sophisticated tools called big data analytics such as Hadoop and Mapreduce.
These tools allow to handle oversized data collected from several sources such as sensors existing
in the roads or vehicles equipped with Global Positioning System (GPS) or mobile devices, etc...
and to efficiently explore them.

The remaining part of this paper is organized as follows: Section 2 presents an overview
of the proposed system which contains the process of gathering big GPS data from vehicles,
clustering them with K-means in sequential mode. Also, in the same section, we introduce our
proposed parallel K-means based on Mapreduce and we give an overview of the results and
finally the generation of a road map and the map-matching with Google Maps[8].

2 Proposed System Architecture

Modern transportation services and management agencies rely mainly on the vehicle location,
especially with the increasing and wide use of GPS and mobile devices. In fact, in our work,
we used vehicles equipped with GPS devices. Those vehicles are travelling along the Tunisian
road network. This section describes the proposed architecture as it is indicated in the Figure1.
Each step is detailed in the following subsections.

2.1 Gathering GPS data

Traffic information are the key of contribution in Intelligent Transportation Systems(ITS) [13].
The traditional strategies to collect traffic data are based on the fixation of sensors along the
adequate road. Whereas, the cost can be very high and cannot supply enough traffic information
especially when the sensors number is limited in order to decrease the cost of this step in a

An Investigation of parallel road map inference from Big GPS Traces Data Elleuch, Wali and Alimi

132



Figure 1: Proposed System Architecture

project. Some other works used for collection of such information some sophisticated cars to
accomplish this task[9, 7] . However, this method does not allow researches to collect the details
of some streets because vehicles will focus on the principle roads, else the cost will be very high
as the traditional methods. Also, some previous works are satisfied with latitude and longitude
coordinates and neglect the timestamp data and the velocity of the vehicle. In our work, we
rely on all those data thanks to the importance of the information which can be utilized in
many ITS fields, such as tracking vehicle services,traffic congestion detection, bus arrival time
prediction, etc ...

In our work, we used a large number of fleet of vehicles which exceeds 10 thousands of
vehicles to generate the road network in Tunisia. All vehicles are equipped with GPS devices
which allow to capture their movements in each second. GPS receiver receives signals from
the satellites. After that, it calculates the positions with triangulation formula. To ensure a
precision of the vehicle position, four satellites are indispensable. The GPS receiver calculates
the distances between its position (the vehicle position) and each satellite’s position and we get
the (x,y,z) coordinates and the time of signal arrival. Next, it sends geographical information
coupled with timestamp information to the servers. The communication is insured thanks to the
General Packet Radio Service (GPRS) protocol between GPS and servers. While the number
of vehicles is very big and it increases more and more, we were obliged to use eight servers
until now to save the data. After that, we implement an algorithm which extracts the National
Marine Electronics Association (NMEA) sentences, emitted by the GPS and transferred to the
servers. The Figure 2 shows some samples of our NMEA sentences emitted by a GPS receiver
implemented in a vehicle. As it is shown in the Figure 2, the NMEA sentences emitted by this
GPS receiver contains two different samples of GPRMC sentences used in our project. The
first subset of GPS frames is the useful one. In fact, they contain the needed components such
as the latitude, longitude and their orientation, the speed, time and date, etc... However, we
can often find some sentences like the second subset. It is unused part. In fact, those generated
sentences are due to the errors of GPS. One of the major factors leading to the emission of
some wrong measurements is error in calculation of triangulation formula. In fact, this is caused
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by a limitation of satellites number (less than four). This case can mainly appear when the
vehicle is in basement parking or it is travelling through a tunnel... This mixture of having
different types of GPS frame, different number of items in a one and sometimes appearance of
symbols like ”?” provide one of the challenges of big data that we should overcome, which is
unstructured data.The phase of gathering data allows us to collect a big database. In fact, it is
very huge and its size exceeds 100 GB. The vehicles were circulating in approximately all the
Tunisian territory. Figure3 shows an overview of the traces of the vehicles and its distribution
in the map. Therefore, we encountered the second challenge of the big data which is the huge
volume. That’s why big data analytics are required in this project such MapReduce framework
developed and discussed in section 2.3.2.

2.2 Preprocessing of our big database

In this part, we preprocessed our database in order to be after analysed. In deed, some treat-
ments are necessary to convert GPS data into useful data. Conversion step affects many compo-
nents of GPS frame such as timestamp format (date and time),position coordinates to decimal
degrees and velocity from mile/hour to kilometre/hour.

2.3 K-means Clustering of GPS data

As we dispose of an avalanche of data, it is obligatory to use sophisticated tools in knowledge
discovery. In fact,data mining methods are very well-known as an efficient knowledge discovery
techniques for those purposes [15, 16, 12]. Clustering is one of those methods. Its principal
idea consists of dividing data into subsets so that objects composed each subset have more
similarity compared to other objects existing in other subsets [4]. Data clustering is used in
different fields of computer science and related areas. In spite of the widespread use of clustering
in data mining, it is immensely utilized in other study fields such as machine learning, pattern
recognition, networking and transportation. Thus, several research works have been carried out

Figure 2: Structure of our NMEA senetences emitted by the GPS receiver
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[5, 10, 17, 14]. In this part, the clustering is an interesting part because it facilitates handling
each part of the big GPS database. All the GPS nodes which are in the same zone are treated
together.

2.3.1 Overview of K-means sequential clustering

The K-Means clustering is the most famous technique of data mining. It is mainly efficient in
several field including the field of transport data management[3]. It belongs to the group of
partitional clustering methods.Besides the simplicity of this method, it has several utilities such
as its easiness ,simplicity to be comprehensible and to be implemented. Moreover, K-means is
very efficient [11]. K-means algorithm allows the concerned objects to be divided into several
clusters. In fact, it arranges them without any prior knowledge or learning step. It is defined
as unsupervised classification algorithm.

K-means sequential algorithm: The main purpose of K-means clustering use is the auto-
matic partition of a data set into k subsets. In our work, the input data are the GPS data, and
K is the number of clusters required. Let P1=(lat1,long1),P2=(lat2,long2)... Pn=(latn,longn)
be the set of n GPS data, where Pi=(lati,longi) is the ith GPS point with lati its latitude and
longi its longitude, extracted from the 100000 of vehicles discussed in previous sections. Since
the GPS data are arranged along latitudes and longitudes and had two dimensions coordinates.
Let C1=(lat1,long1),C2=(lat2,long2)... CK=(latK ,longK) be the K clusters which is the input
of K-means algorithm.

The considered K-Means algorithm contains the following steps:

• Step1: It begins with the generation of k initial clusters within the GPS data domain,

• Step2: The creation of the k clusters is done by joining every Pi to the closest centroid
Ci after calculation of Euclidean distance between all the Pi and Ci,

Figure 3: Overview of the GPS database in Tunisian map
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• Step3: Each center Ci is adapted to a new position with taking into consideration the
new configuration of the GPS data clusters.

• Step4: Repeat step2 and step3 until the all the centers Ci reach effectively the best
positions.

In this section, we tested K-means algorithm with our big dataset of GPS data. The Table1
contains the number of GPS data points used in the clustering, the number of clusters inserted
and the time cost for the processing.

Table 1: Time cost of clustering GPS data
Number of GPS data points Number of clusters ”K” Time cost (s)

10 000 2 1.461060
10 000 5 2.482969
100 000 2 2.310787
100 000 5 13.654104
1 000 000 2 16.428530
1 000 000 5 26.942392
2 000 000 2 33.855862
2 000 000 5 53.787785
5 000 000 2 79.135197
5 000 000 5 118.505268
10 000 000 2 154.440376
10 000 000 5 292.221043

K-Means in its sequential version has several advantages ,however, a considerable execution
time and memory consumption deeply increases while the size of the inputs and ”K”,the number
of clusters increase as it is shown in the Table1 . Some ideas can be revealed to ameliorate
the efficiency of K-means. The first one is a software solution to optimize it and the other one
is hardware to use a parallel environment. We preferred in this paper to perform the second
solution which may be resolve those problems.

2.3.2 Parallel K-means process based on Mapreduce framework

In this section, we investigate a solution to reduce the time cost of K-means clustering. In fact,
traditional relational database become unable to manage databases with very large volume of
data. Some complex issues that can embarrass of traditional databases are mainly the cost,
waste of time for waiting the answers to the queries, and their disability to manage unstructured
or semi-structured data. For that, we used Apache Hadoop and Mapreduce. Concerning Apache
Hadoop, it is an open source framework written in Java. Its structure which is composed of
computer clusters of commodity hardware allows to handle big datasets. In fact, it is divided
into two parts which are (1) distributed storage component: Hadoop Distributed File System
(HDFS), and (2)Processing component : the MapReduce programming model to process huge
data.

2.3.3 Parallel algorithm

In this section, we will focus on the K-means algorithm based on MapReduce. In fact, the
K-means algorithm in its sequential mode has a heavy and tiring computation of distances
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between GPS data and the centroids. Indeed, the problem becomes deeper when the number
of GPS nodes and clusters increase. Suppose that we have n ,number of GPS data, and k
,the number of clusters, K-means should process (n*k) distance operations in each iteration.
Here, the parallelism can be created in our K-means in this level. However, the update of the
centroids should be serially performed.

To achieve our goal, the GPS data were stored on the HDFS. They were represented as a file
which contains < key, value > pairs. Each pair represents (lat,long) coordinates. Concerning
the key, it constitutes the pair offset into the file. However, the pair value is stored in the value.
Our developed algorithm is based on three main functions:

• Map function: Its role is to partition the input and send them to the map functions. Each
one reads the information related to the center and computes the distance between GPS
data and the adequate center. The outputs of each mapper in this phase are the value
and the index of the closest center.

• Intermediate function: Its role is to merge the outputs of each mapper and make the
summation of the GPS data values which belong to the same cluster in each mapper.The
outputs of this step are sum of GPS data belonging to the same cluster and the number
of the samples.

• Reducer function: Its role is the summation of all the GPS data as well as computation
of number of GPS data belonging to each cluster. Finally, the output is the centers of the
clusters.

2.3.4 Experiments and discussion

In this subsection, our algorithm performance is evaluated with respect to the time cost of the
K-means computation. In fact, to process a big data GPS, we used a cluster of computers.
Each one has two cores with 2.8 GHz cores and 4GB of RAM ans Hadoop version 2.2.0. The
Figure4 contains the results of our experiments. In fact, as we increase the number of nodes,
the processing of big data becomes faster and efficient and all problems encountered in the
previous section are resolved. So, we can generate our network map .

2.4 Generation of Map Network

Route planning relies on the road network representation . In fact, users require accurate
representations in order to guarantee a safe trip. For that, road network should be geometrically
precise to allow users to discover routes and have clear recommendations to drive easily between
turns. In this paper, we investigate an accurate representation of the road map in Tunisia
beginning with our big database of GPS traces. After preprocessing the GPS data and clustering
them, our purpose in this section is to infer a road map of Tunisia which answers route planning
requirements. We tried to map-matching our results to the Google maps to compare the
accuracy of our resulted roads.

The figure 5 shows about 5 000 000 GPS data in the Tunisian map classified into 5 clusters
in 5(a). We presented also some areas to see the accuracy of our map in 5(b). As it is shown,
the trace of the vehicle (represented as blue stars) coincide with the roads presented in Google
maps.
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Figure 4: Evaluation of speed of computation with variation of nodes number and samples size

Figure 5: (a)Generation of 5000000 GPS data classified in 5 clusters(b)Map-Matching of a
sample trajectory of a vehicle with Google Maps

3 Conclusion

In this paper, we collected a large database of GPS data from more than ten thousands of
vehicles equipped with GPS receivers circulating in Tunisia. One of the exploration of this
wealth is to generate a road network to be useful for people in this country. For that, several
steps were done such as the preprocessing of data and its classification to facilitate its treatment.
However, the size of the database was a big problem. For that, we developed a parallel K-means
algorithm based on Mapreduce and Hadoop to accelerate the processing. The evaluation of this
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method shows good results.
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