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a b s t r a c t

A generalized Hamiltonian structure of the fractional soliton equation hierarchy is pre-
sented by using differential forms and exterior derivatives of fractional orders. We con-
struct the generalized fractional trace identity through the Riemann–Liouville fractional
derivative. An example of the fractional KN soliton equation hierarchy and Hamiltonian
structure is presented, which is a new integrable hierarchy and possesses Hamiltonian
structure.
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1. Introduction

Derivatives and integrals of fractional order [1,2] have found many applications in recent studies in physics. The interest
in fractional analysis has been growing continually during the past few years. Fractional analysis has numerous applications:
kinetic theories [3–5], statistical mechanics [6,7], dynamics in complex media [8,9], and many others [10–13]. The theory of
derivatives of non-integer order goes back to Leibniz, Liouville, Grunwald, Letnikov and Riemann.

In the past few decades, many authors have pointed out that fractional-order models are more appropriate than integer-
order models for various real materials. Fractional derivatives provide an excellent instrument for the description of
memory and hereditary properties of various materials and processes. The fractional calculus is a generalization of ordinary
differentiation and integration to arbitrary order [14–24]. The fractional calculus of variations (FCV) consists an important
part of the field of the fractional calculus and itwas applied successfully in transport processes, quantum field theory, control
theory, plasma physics, wave propagation in complex and porous media, astrophysics, cosmology, potential theory, and
so on [25–47]. The corresponding fractional Hamilton’s equations were derived and numerous encouraging results were
effectively obtained and discussed [42–47]. Recently, the fractional actionlike variational problems have recently gained
importance in studying dynamics of nonconservative systems. The multidimensional fractional actionlike problems of the
calculus of variations was considered in [48]. In [49], the generalized fractional formalismwas introduced through this work
includes some interesting features concerning the fractional Euler–Lagrange and Hamilton equations.

In Ref. [50], the fractional Hamiltonian system of the C-KdV soliton equation hierarchy was constructed. In [51], the
fractional-order coupled Boussinesq and KdV equations are obtained. In [52], the fractional AKNS soliton equation hierarchy
and its Hamiltonian system were considered. In this paper, we construct the generalized fractional trace identity through
the Riemann–Liouville fractional derivative. Furthermore, the fractional soliton equation hierarchy is presented by using
the fractional trace identity. We consider a fractional generalization of exterior calculus in [53]. It allows us to construct the
fractional Hamiltonian systems [54]. Then, we obtain Hamiltonian systems of the fractional soliton equation hierarchy by
using differential forms and exterior derivatives of fractional orders.

In Section 2, a brief review of the fractional derivatives and integrals is considered to fix notation. In Section 3, differential
forms are suggested. In Section 4, the fractional form spaces are given to fix notations and provide a convenient reference.
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In Section 5, we present a fractional Hamilton systems. In Section 6, an example of the fractional KN equation hierarchy is
discussed.

2. Brief review of fractional derivatives and integrals

The derivative of arbitrary real order α can be considered as an interpolation of this sequence of operators. We will use
for it the notion suggested and used by Davis [55], namely

aDα
t f (t). (1)

The short name for derivatives of arbitrary order is fractional derivatives.
The subscripts a and t denote the two limits related to the operation of fractional differentiation. Following Ross [56]

we will call them the terminals of fractional differentiation. The appearance of the terminals in the symbol of fractional is
essential. This helps to avoid ambiguities in applications of fractional derivatives to real problems.

Integrals of arbitrary order p > 0

aD
−p
t f (t) =

m−
k=0

f (k)(a)(t − a)p+k

Γ (p + k + 1)
+

1
Γ (p + k + 1)

∫ t

a
(t − τ)p+mf (m+1)(τ )dτ . (2)

The formula (2) immediately provides us with the asymptotic of aD
−p
t f (t) at t = 0.

Derivatives of arbitrary order

aD
p
t f (t) = lim

h→∞,nh→t−a
f (p)
n (t)

=

m−
k=0

f (k)(a)(t − a)−p+k

Γ (−p + k + 1)
+

1
Γ (−p + k + 1)

∫ t

a
(t − τ)m−pf (m+1)(τ )dτ . (3)

The formula (3) has been obtained under the assumption that the derivatives f (k)(t), (k = 1, 2, . . . ,m+ 1) are continuous
in closed interval [a, t] and thatm is an integer number satisfying the conditionm > p+ 1. The smallest probable value for
m is determined by the inequalitym < p < m + 1.

From the pure mathematical point of view of such a class of functions is narrow. However this class of functions is very
important for applications. Understanding this fact is important for the proper use of the methods of the fractional calculus
in applications, especially because of the fact the Riemann–Liouville definition

αD
p
t f (t) =


d
dt

m+1 ∫ t

α

(t − τ)m−pf (τ )dτ , (m ≤ p ≤ m + 1) (4)

provides an excellent opportunity to weaken the conditions on the function f (t).
Let us look how theRiemann–Liouville definition (4) appears as the result of the unification of the notions of integer-order

integration and differentiation. Let us suppose that the function f (τ ) is continuous and integrable in every finite interval
(a, t); the function f (t) may have on integrable singularity of order r < 1 at the point τ = a

lim
τ→a

(τ − a)r f (t) = const(≠0).

Then the integral

f −1(t) =

∫ t

α

f (τ )dτ ,

exists and has a finite value, namely equal to 0, as t → a.
In the general case we have the Cauchy formula

f −n(t) =
1

Γ (n)

∫ t

α

(t − τ)n−1f (τ )dτ . (5)

To extend the notion if n-fold integration to non-integer values of n, we can start with the Cauchy formula (5) and replace
the integer n in it by a real p > 0,

αD
−p
t f (t) =

1
Γ (p)

∫ t

α

(t − τ)p−1f (τ )dτ . (6)

In (5) the integer nmust satisfy the condition n ≥ 1; the responding condition for p is weak; for the existence of integral (6)
we must have p > 0. Moreover, under certain reasonable assumptions

lim
p→0

αD
−p
t f (t) = f (t). (7)
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So we can put αD0
t f (t) = f (t). If f (t) is continuous for t ≥ α, the integration of arbitrary real order defined by (6) has the

follow important property

αD
−p
t (αD

−q
t )f (t) = αD

−p−q
t f (t). (8)

Indeed, we have

αD
−p
t (αD

−q
t )f (t) =

1
Γ (q)

∫ t

α

(t − τ)q−1
αD

−p
t f (τ )dτ

=
1

Γ (p + q)

∫ t

α

(t − ξ)p+q−1f (ξ)dξ

= αD
−p−q
t f (t).

Obviously, we can interchange p and q, so we have

αD
−p
t (αD

−q
t )f (t) = αD

−q
t (αD

−p
t )f (t) = αD

−p−q
t f (t). (9)

The representation (5) for the derivative of an integer order provides an opportunity for extending the notion of differenti-
ation to non-integer n. So that k − α > 0, this gives

αDk−α
t f (t) =

1
Γ (α)

dk
dtk

∫ t

α

(t − τ)α−1f (τ )dτ , (0 ≤ α ≤ 1), (10)

where the only substantial restriction for α is α > 0, which is necessary for the convergence of the integral in (10).
Let us consider some properties of the Riemann–Liouville fractional derivatives. The first and maybe the most important

property of the Riemann–Liouville fractional derivative is that for p > 0 and t > α

αD
−p
t (αD

p
t f (t)) = f (t), (11)

which means that the Riemann–Liouville fractional differentiation operator is a left inverse to the Riemann–Liouville frac-
tional integration operator of the same order p.

As with conventional integer-order differentiation and integration, fractional differentiation and integration do not
commute.

If the fractional derivative αD
p
t f (t), (k − 1 ≤ p < k), of a function f (t) is integrable, then

αD
−p
t (αD

p
t f (t)) = f (t) −

k−
j=1

[αD
p−j
t f (t)]t=a

(t − a)p−j

Γ (p − j + 1)
. (12)

An important particular case must be motioned, if 0 < p < 1, it gives rise to

αD
−p
t (αD

p
t f (t)) = f (t) − [αD

p−1
t f (t)]t=α

(t − a)p−1

Γ (p)
. (13)

3. Brief review of differential forms

The calculus of differential forms is an elegant branch of puremathematics and a powerful tool in appliedmathematics. A
clear introduction to the field, with emphasis on applications, is given in [10]. Vector spaces at a point P ∈ En (n dimensional
Euclidean space) can be constructed out of expressions of the following type:

one forms, a =

n−
i=1

aidxi, (14)

two forms, β =

n−
i,j=1

bijdxi ∧ dxj, (15)

...

n forms, ω = wdx1 ∧ dx2 ∧ · · · ∧ dxn, (16)

where the {xi} are the Cartesian coordinates of En. The above sums are taken over all possible values of the indices with the
constraint that

dxi ∧ dxj = −dxj ∧ dxi. (17)
The functions ai, bij, etc., depend only on P and may be real or complex depending on the application. If a k form, γ , is

multiplying anm form, µ, the following would be true:

γ ∧ µ = (−1)kmµ ∧ γ . (18)
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The result would be zero if k + m > n. The exterior product ∧ is distributive, and antisymmetric. The dimension of the
vector space of k forms over P ∈ En is

n
k


=

n!
k!(n − k)

which is zero if k > n. For the purposes of this paper let F(k, k, n) denote the vector space of k forms over P ∈ En. The
apparently redundant n in the above notation will be needed later for the fractional form case, as there is some additional
freedom.

The exterior derivative is defined as

d =

n−
i=1

dxi
∂

∂xi
. (19)

The exterior derivative maps k forms into k+ 1 forms and has the following algebraic results. Let γ and λ be k forms, and µ
be anm form, then

d(γ + λ) = dγ + dλ, (20)

d(γ ∧ µ) = (dγ ) ∧ µ + (−1)kγ ∧ dµ, (21)

d(dγ ) = 0. (22)

The last identity is called the Poincaré lemma. A form γ is called closed if dγ = 0. A form γ is called exact if there exists a
form µ such that dµ = γ . The order of µ is one less than the order of γ . Exact forms are always closed. Closed forms are
not always exact.

Next, the fractional exterior derivative is introduced

dα
= (dxi)αDα

xi . (23)

A differential 1-form is defined by

ωα = F i(x)(dxi)α (24)

with the vector field F i(x) can be represented as F i(x) = −Dα
xiV and V (x) is a continuously differentiable function. Using

(23) the exact fractional form can be represented as

ωα = −dαV = −(dxi)αDα
xiV . (25)

Note that Eq. (24) is a fractional generalization of the differential form (19). Obviously that fractional 1-form ωα can be
closed when the differential 1-form ω = ω1 is not closed.

4. Fractional form spaces

If the partial derivatives in the definition if the exterior derivative are allowed to assume fractional orders, a fractional
exterior derivative can be defined

Dα
=

n−
i=1

Dxαi

∂α

(∂(xi − ai))α
. (26)

Note that the subscript i denote number, the superscript α denotes the order of the fractional coordinate differential, and ai
is the initial point of the derivative. Sometimes the notation ∂α

i will be used to denote

∂α

(∂(xi − ai))α
.

In two dimension (x, y), the fractional exterior derivative of order α of xp, with the initial point taken to be the origin, is
given by

Dαxp = Dxα
Γ (p + 1)

Γ (p − α + 1)
xp−α

+ Dyα
xp

yαΓ (1 − α)
. (27)

For specific values of the derivative parameter the following results are obtained:

α = 0, D0xp = 2xp, (28)
α = 1, D1xp = Dx1px

p−1,

α = 2, D2xp = Dx2p(p − 1)xp−2.

By analogy with standard exterior calculus, vector spaces can be constructed using the dxα
i . Let F(α,m, n) be a vector

space at P ∈ En. α denotes the sum of the fractional differential orders of the basis elements, m denotes the number of
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coordinate differentials appearing in the basis element, n the number of coordinates, and {xi} are the Cartesian coordinates
for En. For example, a basis set for F(α, 1, n) would be {dxα

1 , dx
α
2 , . . . , dx

α
n } and arbitrary element of F(α, 1, n) would be

expressed as

a =

n−
i=1

aiDxα
i .

For a fixed α this is an n dimensional vector space. Also note that there is a different vector space for each value of α.
For α = 1 the one forms from exterior calculus are recovered. Now suppose that the basis elements are made up of two
coordinate differentials F(α, 2, n). In this case the basis set is more complicated,

{Dxµ11
1 ∧ Dxµ21

1 ,Dxµ11
1 ∧ Dxµ31

2 , . . . ,Dxµn−1m
n ∧ Dxµnm

n |µij + µkj = α}. (29)

Note that dxµ11
1 ∧dxµ21

1 would be zero if and only ofµ11 = µ21, etc. An arbitrary element of F(α, 2, n)would be expressed
as a sum of the form

β =

n−
i=1

n−
j=1

∫ α

0
(βij(α1, α − α1)Dx

α1
i ∧ Dxα−α1

j )Dα1,

where βii(µ, µ) = 0. Unlike the previous vector space, F(α, 1, n), this is clearly infinite dimensional for any value of α. Not
only is it infinite but it is uncountably infinite. An arbitrary element of F(α, 3, n) would be expressed as an integral of the
form

β =

n−
i=1

n−
j=1

n−
k=1

∫ α

0

∫ α−α1

0
(βijk(α1, α − α2, α − α1 − α2)Dx

α1
i ∧ Dxα2

j ∧ Dxα−α1−α2
k )Dα2Dα.

With each step up on the middle index of F(α,m, n) another integral and summation is included. A basis set for this vector
space would be

F(α,m, n) =


Dxµ11

α1
∧ Dxµ21

α2
∧ · · · ∧ Dxµm1

αm
, · · ·

 m−
k=1

µij = α


. (30)

The basis elements range over all possible combinations of the fractional coordinate differentials and all possible choices for
the µ. Note thatm need not be less than or equal to n.

Let P ∈ En, and let A ∈ F(α,m, n) and B ∈ F(µ, k, n) at the point P . Then the exterior product of A and B maintains the
antisymmetry property of Eq. (18),

A ∧ B = (−1)kmB ∧ A ∈ F(µ + α, k + 1, n). (31)

If k+m > n, A∧B need not be zero. Eq. (20) is alsomaintained due to the linearity of the fractional derivative. Eq. (21) is not
maintained due to the product rule for the fractional derivative. Note also that dα maps F(µ,m, n) into F(µ + α, k + 1, n).

5. A fractional Hamiltonian system

Fractional phase space can be consider as a phase space of the systems that are described by the fractional powers of
coordinates and momenta. Let us consider the class of Hamiltonian systems that are constructed in the fractional phase
space. Nowadays it is well known that a great number of nonlinear evolution equations, arising form various branches of
physics, they admit the zero curvature equation

Ut − Vx + [U, V ] = 0. (32)

Our target is to write the fractional zero curvature equation, which has more excellent instrument than the integer form.

Dα
t U − Dα

x V
(n)

+ [U, V (n)
] = 0. (33)

Fractional generalization of the differential form [54]: β = Gidpi − F idqi (the differential 1-form), which is used in the
definition of the Hamiltonian system, can be defined in the following form:

βα = Gi(dpi)α − F i(dqi)α.

Let us consider the canonical coordinates (x1, . . . , xn, xn+1, . . . , x2n) = (q1, . . . , qn, p1, . . . , pn) in the phase space R2n and
a dynamical systems can be defined by the equations

Dα
t


qi
pi


=


Dα

pi 0
0 −Dα

qi

 
Hn
Hn


= J


Hn
Hn


, (34)
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with

Dα
piHn = Gi(p, q), Dα

qiHn = F i(p, q). (35)

The fractional generalization of Hamiltonian system can be defined by the equations generalization of differential forms [53].
A dynamical system (34) on the phase space R2n it called a fractional Hamiltonian system if the fractional differential 1-

formβα = Gi(dpi)α−F i(dqi)α is a closed fractional form dαβα = 0,where dα is the fractional exterior derivative. A dynamical
system is called a fractional non-Hamiltonian system if the fractional differential 1-form βα is a nonclosed fractional form
dαβα ≠ 0.

A central and very important subject in the theory of integrable system is to search for a sequence of scalar functions
{Hn} such that Eq. (33) can be cast in the Hamiltonian form

Dα
t


qi
pi


=


Dα

pi 0
0 −Dα

qi

 
Hn
Hn


.

The Hamiltonian {Hn} constitute, in fact, an infinite number of conserved densities of the hierarchy (34). Various techniques
have been developed to calculate {Hn}.

In this paper, we construct the generalized fractional trace identity through the Riemann–Liouville fractional derivative.
To fix the notation we recall briefly some basis notions form the theory of Hamiltonian equations. Let S be the Schwartz

space over R, SM = S ⊗ · · · ⊗ S(M times). The operator ∂ =
d
dx introduces an equivalence relation among elements of SM ,

f ∼ g ⇐⇒ ∃h such that f − g = ∂h(f , g, h ∈ SM). (36)

The equivalence class that contains f is denoted by

f dx∫

f dx = {f + ∂h | h ∈ SM}.

The scalar product between f and g is defined by

(f , g) =

∫
f · gdx =

∫ −
i

figidx. (37)

Let u = u(x, t) = u(u1, . . . , uM) be a smooth function that belong to SM for any fixed t . A linear and skew-symmetric
operator J = J(u) : SM → SM is called symplectic if it holds that

(J ′(u)[Jf ]g, h) + (J ′(u)[Jg]h, f ) + (J ′(u)[Jh]f , g) = 0, (38)

for any triplet f , g, h ∈ SM , where J ′(u)[f ] represents the Frechet derivative of J ,

J ′(u)[f ] =
d
dϵ

J(u + ϵf )|ϵ=0. (39)

An operator N(u) : SM → SM is called hierarchy if

N ′(u)[Nf ]g − N ′(u)[Ng]f = N(N ′(u)[f ]g − N ′(u)[g]f ).

It is known that if J is symplectic then the bracket

{f , g} =


δf
δu

, J
δg
δu


(40)

is a well-defined Poisson bracket, and we call the equation ut = J δH
δu the Hamiltonian equation.

Our next target is to write the fractional Hamiltonian equation in the fractional form spaces En by applying the modified
fractional derivatives and integrals.

Let G be a matrix semi-simple Lie algebra. We define that the form f (A, B) is proportional to the trace tr(AB), f (A, B) =

const tr(AB). For notational convenience, we thus take, in this section,

f (A, B) = tr(AB). (41)

The fractional gradient ▽B f (A, B) of the functional f (A, B) is defined by

∂

∂ϵ

f (A, B + ϵC) = f (δBf (A, B), C), A, B, C ∈ G, (42)

where δB is variational derivative with respect to B.
We construct a function with fractional derivative

W = f (V ,Uλ) + f (K , V (α)
x − [U, V ]),
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with the defined fractional variational derivative

δW
δK

= V (α)
x − [U, V ],

δW
δV

= Uλ − K (α)
x + [U, V ], (43)

according to the above equations, we can obtain

[K , V ]
(α)
x = [Uλ, V ] + [U, [K , V ]]. (44)

Suppose we have introduced in some manner the rank for u,Dα
x , λ, and x ∈ G̃. Under the supposition that the solution

V of (43), which is of given homogeneous rank, is unique up to a constant multiplier, it proved that for any solution V of
homogeneous rank, there exists a constant γ such that for V̄ = λγ V , which is again a solution of (43).

Consider the communication relationship

f ([A, B], C) = f (A, [B, C]) (45)

we can get a fractional trace identity as follows

δf (V ,Uλ)

δui
= f


V ,

∂Uλ

∂ui


+ f


[K , V ],

∂Uλ

∂ui


= f


V ,

∂Uλ

∂ui


+ f


Vλ,

∂Uλ

∂ui


+

γ

λ
f

V ,

∂U
∂ui


=

∂

∂λ
f

V ,

∂U
∂ui


+ f


Vλ,

∂Uλ

∂ui


+


λ−γ ∂

∂λ
λγ


f

V ,

∂U
∂ui


= λ−γ ∂

∂λ

[
λγ f


V ,

∂U
∂ui

]
, 0 ≤ i ≤ n. (46)

We have shown that a number of known formulas obtained in the literature by complicated calculations are spectral
cases of the above generalized fractional trace identity. To the best of our knowledge, the fractional trace identity and the
fractional soliton equation hierarchy are completely new equations in mathematics physics.

6. The generalized fractional KN equation hierarchy

By using the zero curvature equation, many soliton equations hierarchies were presented in [57–65]. To illustrate our
method, we want to apply the fractional zero curvature equation and fractional Hamiltonian structure to construct the
generalized fractional KN equation hierarchy.

Consider the following matrix spectral problem

Dα
x φ = U(u, λ)φ, U(u, λ) =


−λ2 λq
λr λ2


= U0λ

2
+ λU1, Dα

λU0 = Dα
λU1 = 0, (47)

where λ is a spectral parameter. Because U0 has multiple eigenvalues, the spectral problem (47) is degenerate. The spectral
problem (47) is called KN spectral problem.

To derive an associated soliton hierarchy, we first solve the adjoint equation

Dα
xW = [U,W ] (48)

of the spectral problem (47) through the generalized Tu scheme [57]. We assume that a solutionW is given by

W =


a b
c −a


. (49)

Then we have

[U,W ] =


λqc − λrb −2λ2b + λqd − λqa

2λ2c + λra − λrd λrb − λqc


.

Therefore, the adjoint equation (48) is equivalent to

Dα
x a = λqc − λrb, (50a)

Dα
x b = −2λ2b + λqd − λqa, (50b)

Dα
x c = 2λ2c + λra − λrd. (50c)

Let us seek a formal solution of the type

W =


a b
c −a


=

∞−
k=0

Wkλ
−k

=

∞−
k=0


a(k) b(k)

c(k)
−a(k)


λ−k. (51)
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Therefore, the condition (48) becomes the following recursion relations:

a(0)
= −1,

a(2n+1)
= b(2n)

= c(2n)
= 0,

Dα
x a

(2n)
= qc(2n+1)

− rb(2n+1),

b(2n+1)
= −

1
2
(Dα

x b
(2n−1)

+ qa(2n)
− qd(2n)),

c(2n+1)
=

1
2
(Dα

x c
(2n−1)

+ rd(2n)
− ra(2n)).

(52)

The compatibility condition, i.e., the generalized zero curvature equationDα
tnU−Dα

x V
(n)

+[U, V (n)
] = 0, leads to a system

of evolution equations

Dα
tn


q
r


=


Dα

x b
(2j+1)

Dα
x c

(2j+1)


, (53)

which is the generalized fractional version of the KN nonlinear equation hierarchy.
According to Eq. (53), we can obtain the Hamiltonian structure of the fractional KN hierarchy

Hn =
a2n+2

n
, n = 1, 2, . . . , (54)

where the Hamiltonian operator J is defined by

J =

 0
1
2
Dα

x

−
1
2
Dα

x 0

 . (55)

A technically feasible way to construct the generalized Hamiltonian structure and the application of the theory to the
fractional soliton equation hierarchy have been made. The key idea in our target is to establish a new Hamiltonian system
in fractional form spaces En. There is an open problem. How do we prove that it is Liouville integrable? which is worthwhile
studying in the future.
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