
J. Math. Pures Appl. 81 (2002) 827–846

Entire solutions blowing up at infinity for semilinear
elliptic systems

Florica-CorinaŞt. Cîrsteaa,1, Vicenţiu D. Rădulescub,∗

a School of Communications and Informatics, Victoria University of Technology, PO Box 14428,
Melbourne City MC, Victoria 8001, Australia

b Department of Mathematics, University of Craiova, 1100 Craiova, Romania

Accepted 15 April 2002

Abstract

We consider the system�u = p(x)g(v), �v = q(x)f (u) in R
N , wheref,g are positive and

non-decreasing functions on(0,∞) satisfying the Keller–Osserman condition and we establish the
existence of positive solutions that blow-up at infinity.
 2002 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.

Résumé

On considère le système�u= p(x)g(v), �v = q(x)f (u) surRN , oùf,g sont fonctions positives
et croissantes sur(0,∞), qui satisfont la condition de Keller–Osserman et on établit l’existence des
solutions positives qui explosent à l’infini.
 2002 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
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1. Introduction and the main results

Consider the following semilinear elliptic system:
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�u= p(x)g(v) in R

N ,
�v = q(x)f (u) in R

N ,
(1)

whereN � 3 andp,q ∈ C
0,α
loc (R

N) (0< α < 1) are non-negative and radially symmetric

functions. Throughout this paper we assume thatf,g ∈ C
0,β
loc [0,∞) (0 < β < 1) are

positive and non-decreasing on(0,∞).
We are concerned here with the existence of positiveentire large solutionsof (1), that

is positive classical solutions which satisfyu(x)→∞ andv(x)→∞ as |x| →∞. Set
R
+ = (0,∞) and define:

G = {(a, b)∈R
+ ×R

+ ∣∣ (∃) an entire radial solution of(1)

so that
(
u(0), v(0)

)= (a, b)
}
.

The case of pure powers in the non-linearities was treated by Lair and Shaker in [4].
They proved thatG = R

+ × R
+ if f (t) = tγ andg(t) = tθ for t � 0 with 0< γ,θ � 1.

Moreover, they established that all positive entire radial solutions of (1) arelargeprovided
that

∞∫
0

tp(t)dt =∞,

∞∫
0

tq(t)dt =∞. (2)

If, in turn

∞∫
0

tp(t)dt <∞,

∞∫
0

tq(t)dt <∞, (3)

then all positive entire radial solutions of (1) arebounded.
Our purpose is to generalize the above results to a larger class of systems. More

precisely, we prove:

Theorem 1. Assume that

lim
t→∞

g(cf (t))

t
= 0 for all c > 0. (4)

ThenG =R
+ ×R

+. Moreover, the following hold:

(i) If p andq satisfy(2), then all positive entire radial solutions of(1) are large.
(ii) If p andq satisfy(3), then all positive entire radial solutions of(1) are bounded.

Furthermore, iff,g are locally Lipschitz continuous on(0,∞) and (u, v), (ũ, ṽ) denote
two positive entire radial solutions of(1), then there exists a positive constantC such that
for all r ∈ [0,∞), we have
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max
{∣∣u(r)− ũ(r)

∣∣, ∣∣v(r)− ṽ(r)
∣∣}�C max

{∣∣u(0)− ũ(0)
∣∣, ∣∣v(0)− ṽ(0)

∣∣}.
If f andg satisfy the stronger regularityf,g ∈ C1[0,∞), then we drop the assump-

tion (4) and require, in turn,

(H1) f (0)= g(0)= 0, lim inf
u→∞

f (u)

g(u)
=: σ > 0

and the Keller–Osserman condition (see [3,9]),

(H2)

∞∫
1

dt√
G(t)

<∞, whereG(t)=
t∫

0

g(s)ds.

Observe that assumptions(H1) and(H2) imply thatf satisfies condition(H2), too.
The significance of the growth condition(H2) in the scalar case will be stated in the

next section.
Setη =min{p,q}. If η is not identically zero at infinity and assumption (3) holds, then

we prove:

Property 1. G �= ∅ (see Lemma 4).

Property 2. G is bounded(see Lemma 5).

Property 3. F(G)⊂ G (see Lemma 6), where

F(G)= {(a, b)∈ ∂G
∣∣ a > 0 andb > 0

}
.

For (c, d) ∈ (R+ ×R
+) \ G, define:

Rc,d = sup
{
r > 0

∣∣ (∃) a radial solution of(1) in B(0, r)

so that
(
u(0), v(0)

)= (c, d)
}
. (5)

Property 4. 0<Rc,d <∞ provided thatν =max{p(0), q(0)}> 0 (see Lemma 7).

Our main result in this case is:

Theorem 2. Let f,g ∈ C1[0,∞) satisfy (H1) and (H2). Assume(3) holds, η is not
identically zero at infinity andν > 0. Then any entire radial solution(u, v) of (1) with
(u(0), v(0)) ∈ F(G) is large.
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2. Preliminaries

LetΩ ⊆R
N ,N � 3, denote a smooth bounded domain or the whole spaceR

N . Assume
ρ �≡ 0 is non-negative such thatρ ∈C0,α(Ω), if Ω is bounded andρ ∈ C

0,α
loc (Ω) otherwise.

Consider the problem:

�u= ρ(x)h(u) in Ω, (6)

where the non-linearityh ∈C1[0,∞) satisfies

(A1) h(0)= 0, h′ � 0, h > 0 on(0,∞).

Proposition 1. Let Ω = B(0,R) for someR > 0 and letρ be radially symmetric inΩ .
Then Eq.(6) subject to the Dirichlet boundary condition

u= c (const) > 0 on∂Ω, (7)

has a unique non-negative solutionuc, which, moreover, is positive and radially symmetric.

Proof. By Proposition 2.1 in [7] (see also [1, Theorem 5]), problem (6)+ (7) has a unique
non-negative solutionuc which, moreover, is positive. Ifuc were not radially symmetric,
then a different solution could be obtained by rotating it, which would contradict the
uniqueness of the solution.✷

By a large solutionof Eq. (6) we mean a solutionu � 0 in Ω satisfyingu(x)→∞
as dist(x, ∂Ω)→ 0 (if Ω �≡ R

N ) or u(x)→∞ as |x| → ∞ (if Ω = R
N ). In the latter

case, the solution is called anentire large solution. We point out that, if there exists a large
solution of Eq. (6), then it ispositive. Indeed, assume thatu(x0) = 0 for somex0 ∈ Ω .
Sinceu is a large solution we can find a smooth domainω � Ω such thatx0 ∈ ω andu > 0
on ∂ω. Thus, by Theorem 5 in [1], the problem:{

�ζ = ρ(x)h(ζ ) in ω,
ζ = u on∂ω,
ζ � 0 inω,

has a unique solution, which is positive. By uniqueness,ζ = u in ω, which is a
contradiction. This shows that any large solution of Eq. (6) cannot vanish inΩ .

Cf. Keller [3] and Osserman [9], ifΩ is bounded andρ ≡ 1, then Eq. (6) has a large
solution if and only ifh satisfies

(A2)

∞∫
1

dt√
H(t)

<∞, whereH(t)=
t∫

0

h(s)ds.

This fact leads to:
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Lemma 1. Eq. (6), considered in bounded domains, can have large solutions only ifh

satisfies the Keller–Osserman condition(A2).

Proof. Suppose, a priori, that Eq. (6) has a large solutionu∞. For anyn� 1, consider the
problem: {

�u= ‖ρ‖∞h(u) in Ω ,
u= n on∂Ω ,
u� 0 in Ω .

By Proposition 2.1 in [7], this problem has a unique solution, sayun, which, moreover, is
positive inΩ . By the maximum principle,

0< un � un+1 � u∞ in Ω, ∀n � 1.

Thus, for everyx ∈ Ω , it makes sense to defineu(x) = limn→∞ un(x). Since(un) is
uniformly bounded on every compact setω � Ω , standard elliptic regularity implies thatu
is a large solution of the problem�u= ‖ρ‖∞h(u) in Ω . ✷

Therefore, in the rest of this section, we consider Eq. (6) assuming always that(A1) and
(A2) hold. In this situation, by Lemma 1 in [1],

∞∫
1

dt

h(t)
<∞. (8)

Typical examples of non-linearities satisfying(A1) and(A2) are:

(i) h(u)= eu − 1;
(ii) h(u)= up , p > 1;
(iii) h(u)= u[ln(u+ 1)]p, p > 2.

For the proofs of the propositions that will be stated below, we refer the reader to [1].

Proposition 2 [1, Theorem 1].LetΩ be a bounded domain. Assume thatρ satisfies:

(ρ1) for everyx0 ∈Ω with ρ(x0)= 0, there is a domainΩ0 � x0

such thatΩ0⊂Ω andρ|∂Ω0 > 0.

Then Eq.(6) possesses a large solution.

Corollary 1. Let Ω = B(0,R) for someR > 0. If ρ is radially symmetric inΩ and
ρ|∂Ω > 0, then there exists a radial large solution of Eq.(6).

Proof. By Proposition 1, the large solution constructed in the same way as in the proof of
[1, Theorem 1] will be radially symmetric.✷
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Proposition 3 [1, Theorem 2].Consider Eq.(6) with Ω =R
N assuming thatρ satisfies

(ρ′1) there exists a sequence of smooth bounded domains(Ωn)n�1

such thatΩn ⊂Ωn+1,

R
N =

∞⋃
n=1

Ωn and(ρ1) holds inΩn, for anyn� 1.

(ρ2)

∞∫
0

rφ(r)dr <∞, whereφ(r)=max
{
ρ(x): |x| = r

}
.

Then Eq.(6) has an entire large solution.

Remark 1. Theorem 4 in [1] asserts that (8) is a necessary condition for the existence
of entire large solutions to Eq. (6) ifρ satisfies(ρ2) and for whichh is not assumed to
fulfill (A2).

Remark 2. If ρ is radially symmetric inRN and not identically zero at infinity, then(ρ′1)
is fulfilled.

Indeed, we can find an increasing sequence of positive numbers(Rn)n�1 such that
Rn →∞ andρ > 0 on ∂B(0,Rn), for anyn � 1. Therefore,(ρ′1) is satisfied onΩn =
B(0,Rn).

Corollary 2. LetΩ ≡R
N . Assume thatρ is radially symmetric inRN , not identically zero

at infinity such that(ρ2) is fulfilled. Then Eq.(6) has a radial entire large solution.

Proof. By Remark 2 and Corollary 1, the entire large solution constructed as in the proof
of Theorem 2 in [1] will be radially symmetric.✷

We supplied in [1] an example of functionρ with properties stated in Corollary 2. More
precisely, 

ρ(r)= 0 for r = |x| ∈ [n− 1/3, n+ 1/3], n � 1;
ρ(r) > 0 in R+

∖ ∞⋃
n=1

[n− 1/3, n+ 1/3];

ρ ∈C1[0,∞) and max
r∈[n,n+1]ρ(r)=

1

n3 .

3. Auxiliary results

We refer to [5–8,10] for various results related to blow-up boundary solutions for elliptic
equations.
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Lemma 2. Condition(2) holds if and only iflimr→∞A(r)= limr→∞B(r)=∞, where

A(r)≡
r∫

0

t1−N
t∫

0

sN−1p(s)ds dt,

B(r)≡
r∫

0

t1−N
t∫

0

sN−1q(s)ds dt, ∀r > 0.

Proof. Indeed, for anyr > 0,

A(r) = 1

N − 2

[ r∫
0

tp(t)dt − 1

rN−2

r∫
0

tN−1p(t)dt

]

� 1

N − 2

r∫
0

tp(t)dt . (9)

On the other hand,

r∫
0

tp(t)dt − 1

rN−2

r∫
0

tN−1p(t)dt

= 1

rN−2

r∫
0

(
rN−2− tN−2)tp(t)dt

� 1

rN−2

[
rN−2−

( r
2

)N−2
] r/2∫

0

tp(t)dt .

This combined with (9) yields

1

N − 2

r∫
0

tp(t)dt � A(r)� 1

N − 2

[
1−

(
1

2

)N−2] r/2∫
0

tp(t)dt .

Our conclusion follows now by lettingr→∞. ✷
Lemma 3. Assume that condition(3) holds. Letf andg be locally Lipschitz continuous
functions on(0,∞). If (u, v) and(ũ, ṽ) denote two bounded positive entire radial solutions
of (1), then there exists a positive constantC such that for allr ∈ [0,∞), we have

max
{∣∣u(r)− ũ(r)

∣∣, ∣∣v(r)− ṽ(r)
∣∣}�C max

{∣∣u(0)− ũ(0)
∣∣, ∣∣v(0)− ṽ(0)

∣∣}.
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Proof. We first see that radial solutions of (1) are solutions of the ordinary differential
equations system:

u′′(r)+ N − 1

r
u′(r)= p(r)g

(
v(r)

)
, r > 0,

v′′(r)+ N − 1

r
v′(r)= q(r)f

(
u(r)

)
, r > 0.

(10)

DefineK =max{|u(0)− ũ(0)|, |v(0)− ṽ(0)|}. Integrating the first equation of (10), we get:

u′(r)− ũ′(r)= r1−N
r∫

0

sN−1p(s)
(
g
(
v(s)

)− g
(
ṽ(s)

))
ds.

Hence

∣∣u(r)− ũ(r)
∣∣� K +

r∫
0

t1−N
t∫

0

sN−1p(s)
∣∣g(v(s))− g

(
ṽ(s)

)∣∣ds dt . (11)

Since(u, v) and(ũ, ṽ) are bounded entire radial solutions of (1) we have:∣∣g(v(r))− g
(
ṽ(r)

)∣∣� m
∣∣v(r)− ṽ(r)

∣∣ for anyr ∈ [0,∞),∣∣f (u(r))− f
(
ũ(r)

)∣∣�m
∣∣u(r)− ũ(r)

∣∣ for anyr ∈ [0,∞),

wherem denotes a Lipschitz constant for both functionsf andg. Therefore, using (11) we
find:

∣∣u(r)− ũ(r)
∣∣� K +m

r∫
0

t1−N
t∫

0

sN−1p(s)
∣∣v(s)− ṽ(s)

∣∣ds dt . (12)

Arguing as above, but now with the second equation of (10), we obtain:

∣∣v(r)− ṽ(r)
∣∣� K +m

r∫
0

t1−N
t∫

0

sN−1q(s)
∣∣u(s)− ũ(s)

∣∣ds dt . (13)

Define:

X(r)=K +m

r∫
0

t1−N
t∫

0

sN−1p(s)
∣∣v(s)− ṽ(s)

∣∣ds dt,

Y (r)=K +m

r∫
0

t1−N
t∫

0

sN−1q(s)
∣∣u(s)− ũ(s)

∣∣ds dt .
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It is clear thatX andY are non-decreasing functions withX(0)= Y (0)=K. By a simple
calculation together with (12) and (13) we obtain:

(
rN−1X′

)′
(r)=mrN−1p(r)

∣∣v(r)− ṽ(r)
∣∣� mrN−1p(r)Y (r),(

rN−1Y ′
)′
(r)=mrN−1q(r)

∣∣u(r)− ũ(r)
∣∣� mrN−1q(r)X(r). (14)

SinceY is non-decreasing, we have:

X(r)� K +mY(r)A(r)� K + m

N − 2
Y (r)

r∫
0

tp(t)dt � K +mCpY(r), (15)

whereCp = (1/(N − 2))
∫∞

0 tp(t)dt . Using (15) in the second inequality of (14) we find:(
rN−1Y ′

)′
(r)� mrN−1q(r)

(
K +mCpY(r)

)
.

Integrating twice this inequality from 0 tor, we obtain:

Y (r)� K(1+mCq)+ m2

N − 2
Cp

r∫
0

tq(t)Y (t)dt,

whereCq = (1/(N − 2))
∫∞

0 tq(t)dt . From Gronwall’s inequality, we deduce:

Y (r)�K(1+mCq)e
m2
N−2Cp

∫ r
0 tq(t)dt � K(1+mCq)em

2CpCq

and similarly for X. The conclusion follows now from the above inequality, (12)
and (13). ✷

4. Proof of Theorem 1

Since the radial solutions of (1) are solutions of the ordinary differential equations
system (10) it follows that the radial solutions of (1) withu(0) = a > 0, v(0) = b > 0
satisfy:

u(r)= a +
r∫

0

t1−N
t∫

0

sN−1p(s)g
(
v(s)

)
ds dt, r � 0, (16)

v(r)= b+
r∫

0

t1−N
t∫

0

sN−1q(s)f
(
u(s)

)
ds dt, r � 0. (17)
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Definev0(r) = b for all r � 0. Let (uk)k�1 and (vk)k�1 be two sequences of functions
given by:

uk(r)= a +
r∫

0

t1−N
t∫

0

sN−1p(s)g
(
vk−1(s)

)
ds dt, r � 0,

vk(r)= b+
r∫

0

t1−N
t∫

0

sN−1q(s)f
(
uk(s)

)
ds dt, r � 0.

Sincev1(r) � b, we findu2(r) � u1(r) for all r � 0. This impliesv2(r) � v1(r) which
further producesu3(r)� u2(r) for all r � 0. Proceeding at the same manner we conclude
that

uk(r)� uk+1(r) and vk(r)� vk+1(r), ∀r � 0 andk � 1.

We now prove that the non-decreasing sequences(uk(r))k�1 and (vk(r))k�1 are
bounded from above on bounded sets. Indeed, we have:

uk(r)� uk+1(r) � a + g
(
vk(r)

)
A(r), ∀r � 0 (18)

and

vk(r)� b+ f
(
uk(r)

)
B(r), ∀r � 0. (19)

Let R > 0 be arbitrary. By (18) and (19) we find:

uk(R) � a + g
(
b+ f

(
uk(R)

)
B(R)

)
A(R), ∀k � 1

or, equivalently,

1 � a

uk(R)
+ g(b+ f (uk(R))B(R))

uk(R)
A(R), ∀k � 1. (20)

By the monotonicity of(uk(R))k�1, there exists limk→∞ uk(R) := L(R). We claim that
L(R) is finite. Assume the contrary. Then, by takingk →∞ in (20) and using (4) we
obtain a contradiction. Sinceu′k(r), v′k(r) � 0 we get that the map(0,∞) � R→ L(R) is
non-decreasing on(0,∞) and

uk(r)� uk(R) � L(R), ∀r ∈ [0,R], ∀k � 1, (21)

vk(r)� b+ f
(
L(R)

)
B(R), ∀r ∈ [0,R], ∀k � 1. (22)

It follows that there exists limR→∞L(R) = L ∈ (0,∞] and the sequences(uk(r))k�1,
(vk(r))k�1 are bounded above on bounded sets. Thus, we can defineu(r) := limk→∞ uk(r)
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andv(r) := limk→∞ vk(r) for all r � 0. By standard elliptic regularity theory we obtain
that(u, v) is a positive entire solution of (1) withu(0)= a andv(0)= b.

We now assume that, in addition, condition (3) is fulfilled. According to Lemma 2 we
have that limr→∞A(r) = A <∞ and limr→∞B(r) = B <∞. Passing to the limit as
k→∞ in (20) we find:

1 � a

L(R)
+ g(b+ f (L(R))B(R))

L(R)
A(R) � a

L(R)
+ g(b+ f (L(R))B )

L(R)
A.

LettingR→∞ and using (4) we deduceL<∞. Thus, taking into account (21) and (22),
we obtain:

uk(r)� L and vk(r)� b+ f
(
L
)
B, ∀r � 0, ∀k � 1.

So, we have found upper bounds for(uk(r))k�1 and (vk(r))k�1 which are independent
of r. Thus, the solution(u, v) is bounded from above. This shows that any solution of (16)
and (17) will be bounded from above provided (3) holds. Thus, we can apply Lemma 3 to
achieve the second assertion of (ii).

Let us now drop the condition (3) and assume that (2) is fulfilled. In this case, Lemma 2
tells us that limr→∞A(r) = limr→∞B(r) = ∞. Let (u, v) be an entire positive radial
solution of (1). Using (16) and (17) we obtain:

u(r)� a + g(b)A(r), ∀r � 0,

v(r) � b+ f (a)B(r), ∀r � 0.

Taking r →∞ we get that(u, v) is an entire large solution. This concludes the proof of
Theorem 1. ✷

We now give some examples of non-linearitiesf andg which satisfy the assumptions
of Theorem 1 (see [2]).

(1) Let

f (t)=
l∑

j=1

aj t
γj , g(t)=

m∑
k=1

bkt
θj for t > 0

with aj , bk, γj , θk > 0 andf (t)= g(t)= 0 for t � 0. Assume thatγ θ < 1, where

γ = max
1�j�l

γj , θ = max
1�k�m

θk.

(2) Let

f (t)= (1+ t2
)γ /2

and g(t)= (1+ t2
)θ/2

for t ∈R

with γ , θ > 0 andγ θ < 1.
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(3) Let

f (t)=
{
tγ if 0 � t � 1,
tθ if t � 1,

and

g(t)=
{
tθ if 0 � t � 1,
tγ if t � 1,

with γ , θ > 0, γ θ < 1 andf (t)= g(t)= 0 for t � 0.
(4) Letg(t)= t for t ∈R, f (t)= 0 for t � 0 and

f (t)= t

(
− ln

((
2

π

)
arctant

))γ

for t > 0

whereγ ∈ (0,1/2).

5. Proof of Theorem 2

Let f,g ∈ C1[0,∞) satisfy (H1) and (H2). Suppose thatη is not identically zero at
infinity and (3) holds. We first give the proofs of Properties 1–4 which are the main tools
used to deduce Theorem 2.

Lemma 4. G �= ∅.

Proof. By Corollary 2, the problem:

�ψ = (p+ q)(x)(f + g)(ψ) in R
N,

has a positive radial entire large solution. Sinceψ is radial, we have:

ψ(r)=ψ(0)+
r∫

0

t1−N
t∫

0

sN−1(p+ q)(s)(f + g)
(
ψ(s)

)
ds dt, ∀r � 0.

We claim that(0,ψ(0)] × (0,ψ(0)] ⊆ G. To prove this, fix 0< a,b � ψ(0) and let
v0(r)≡ b for all r � 0. Define the sequences(uk)k�1 and(vk)k�1 by:

uk(r)= a +
r∫

0

t1−N
t∫

0

sN−1p(s)g
(
vk−1(s)

)
ds dt, ∀r ∈ [0,∞), ∀k � 1, (23)

vk(r)= b+
r∫

0

t1−N
t∫

0

sN−1q(s)f
(
uk(s)

)
ds dt, ∀r ∈ [0,∞), ∀k � 1. (24)
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We first see thatv0 � v1 which producesu1 � u2. Consequently,v1 � v2 which further
yieldsu2 � u3. With the same arguments, we obtain that(uk) and(vk) are non-decreasing
sequences. Sinceψ ′(r)� 0 andb= v0 � ψ(0)� ψ(r) for all r � 0 we find:

u1(r) � a +
r∫

0

t1−N
t∫

0

sN−1p(s)g
(
ψ(s)

)
ds dt

� ψ(0)+
r∫

0

t1−N
t∫

0

sN−1(p+ q)(s)(f + g)
(
ψ(s)

)
ds dt =ψ(r).

Thusu1 � ψ . It follows that

v1(r) � b+
r∫

0

t1−N
t∫

0

sN−1q(s)f
(
ψ(s)

)
ds dt

� ψ(0)+
r∫

0

t1−N
t∫

0

sN−1(p+ q)(s)(f + g)
(
ψ(s)

)
ds dt =ψ(r).

Similar arguments show that

uk(r)� ψ(r) and vk(r)� ψ(r), ∀r ∈ [0,∞), ∀k � 1.

Thus, (uk) and (vk) converge and(u, v) = limk→∞(uk, vk) is an entire radial solution
of (1) such that(u(0), v(0))= (a, b). This completes the proof.✷

An easy consequence of the above result is:

Corollary 3. If (a, b) ∈ G, then(0, a] × (0, b] ⊆ G.

Proof. Indeed, the process used before can be repeated by taking:

uk(r)= a0+
r∫

0

t1−N
t∫

0

sN−1p(s)g
(
vk−1(s)

)
ds dt, ∀r ∈ [0,∞), ∀k � 1,

vk(r)= b0+
r∫

0

t1−N
t∫

0

sN−1q(s)f
(
uk(s)

)
ds dt, ∀r ∈ [0,∞), ∀k � 1,

where 0< a0 � a, 0< b0 � b andv0(r)≡ b0 for all r � 0.
Letting (U,V ) be the entire radial solution of (1) with central values(a, b) we obtain

as in Lemma 4,
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uk(r)� uk+1(r)� U(r), ∀r ∈ [0,∞), ∀k � 1,

vk(r)� vk+1(r)� V (r), ∀r ∈ [0,∞), ∀k � 1.

Set(u, v)= limk→∞(uk, vk). We see thatu � U , v � V on [0,∞) and(u, v) is an entire
radial solution of (1) with central values(a0, b0). This shows that(a0, b0) ∈ G, so that our
assertion is proved.✷
Lemma 5. G is bounded.

Proof. Set 0< λ< min{σ,1} and letδ = δ(λ) be large enough so that

f (t) � λg(t), ∀t � δ. (25)

Sinceη is radially symmetric and not identically zero at infinity, we can assumeη > 0 on
∂B(0,R) for someR > 0. Corollary 1 ensures the existence of a positive large solutionζ

of the problem

�ζ = λη(x)g

(
ζ

2

)
in B(0,R).

Arguing by contradiction: let us assume thatG is not bounded. Then, there exists(a, b) ∈ G
such thata + b > max{2δ, ζ(0)}. Let (u, v) be the entire radial solution of (1) such that
(u(0), v(0))= (a, b). Sinceu(x)+ v(x)� a + b > 2δ for all x ∈R

N , by (25), we find:

f
(
u(x)

)
� f

(
u(x)+ v(x)

2

)
� λg

(
u(x)+ v(x)

2

)
if u(x)� v(x)

and

g
(
v(x)

)
� g

(
u(x)+ v(x)

2

)
� λg

(
u(x)+ v(x)

2

)
if v(x)� u(x).

It follows that

�(u+ v) = p(x)g(v)+ q(x)f (u) � η(x)
(
g(v)+ f (u)

)
� λη(x)g

(u+ v

2

)
in R

N.

On the other hand,ζ(x) → ∞ as |x| → R and u,v ∈ C2(B(0,R)). Thus, by the
maximum principle, we conclude thatu+ v � ζ in B(0,R). But this is impossible since
u(0)+ v(0)= a + b > ζ(0). ✷
Lemma 6. F(G)⊂ G.
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Proof. Let (a, b) ∈ F(G). We claim that(a−1/n0, b−1/n0) ∈ G providedn0 � 1 is large
enough so that min{a, b}> 1/n0. Indeed, if this is not true, by Corollary 3,

D :=
[
a − 1

n0
,∞

)
×
[
b− 1

n0
,∞

)
⊆ (R+ ×R

+) \ G.

So, we can find a small ballB centered in(a, b) such thatB � D, i.e.,B ∩G = ∅. But this
will contradict the choice of(a, b). Consequently, there exists(un0, vn0) an entire radial
solution of (1) such that(un0(0), vn0(0))= (a − 1/n0, b − 1/n0). Thus, for anyn � n0,
we can define:

un(r)= a − 1

n
+

r∫
0

t1−N
t∫

0

sN−1p(s)g
(
vn(s)

)
ds dt, r � 0,

vn(r)= b− 1

n
+

r∫
0

t1−N
t∫

0

sN−1q(s)f
(
un(s)

)
ds dt, r � 0.

Using Corollary 3 once more, we conclude that(un)n�n0 and(vn)n�n0 are non-decreasing
sequences. We now prove that(un) and(vn) converge onRN . To this aim, letx0 ∈R

N be
arbitrary. Butη is not identically zero at infinity so that, for someR0 > 0, we haveη > 0
on ∂B(0,R0) andx0 ∈ B(0,R0).

Sinceσ = lim infu→∞ f (u)/g(u) > 0, we findτ ∈ (0,1) such that

f (t)� τg(t), ∀t � a + b

2
− 1

n0
.

Therefore, on the set whereun � vn, we have:

f (un)� f
(un + vn

2

)
� τg

(un + vn

2

)
.

Similarly, on the set whereun � vn, we have:

g(vn) � g
(un + vn

2

)
� τg

(un + vn

2

)
.

It follows that, for anyx ∈R
N ,

�(un + vn) = p(x)g(vn)+ q(x)f (un)� η(x)
[
g(vn)+ f (un)

]
� τη(x)g

(un + vn

2

)
.

On the other hand, by Corollary 1, there exists a positive large solution of

�ζ = τη(x)g

(
ζ

2

)
in B(0,R0).
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The maximum principle yieldsun + vn � ζ in B(0,R0). So, it makes sense to define
(u(x0), v(x0)) = limn→∞(un(x0), vn(x0)). Sincex0 is arbitrary, the functionsu,v exist
on R

N . Hence(u, v) is an entire radial solution of (1) with central values(a, b), i.e.,
(a, b) ∈ G. ✷
Lemma 7. If, in addition, ν = max{p(0), q(0)} > 0, then0 < Rc,d <∞ whereRc,d is
defined by(5).

Proof. Sinceν > 0 andp,q ∈ C[0,∞), there existsε > 0 such that(p+ q)(r) > 0 for all
0 � r < ε. Let 0< R < ε be arbitrary. By Corollary 1, there exists a positive radial large
solution of the problem

�ψR = (p+ q)(x)(f + g)(ψR) in B(0,R).

Moreover, for any 0� r < R,

ψR(r)=ψR(0)+
r∫

0

t1−N
t∫

0

sN−1(p+ q)(s)(f + g)
(
ψR(s)

)
ds dt .

It is clear thatψ ′R(r)� 0. Thus, we find:

ψ ′R(r)= r1−N
r∫

0

sN−1(p+ q)(s)(f + g)
(
ψR(s)

)
ds � C(f + g)

(
ψR(r)

)
,

whereC > 0 is a positive constant such that
∫ ε

0 (p+ q)(s)ds � C.
Sincef + g satisfies(A1) and(A2), we may then invoke Lemma 1 in [1] to conclude

∞∫
1

dt

(f + g)(t)
<∞.

Therefore, we get:

− d

dr

∞∫
ψR(r)

ds

(f + g)(s)
= ψ ′R(r)

(f + g)(ψR(r))
� C for any 0< r < R.

Integrating from 0 toR and recalling thatψR(r)→∞ asr↗ R, we obtain:

∞∫
ψR(0)

ds

(f + g)(s)
� CR.



F.-C. Şt. Cîrstea, V.D. R˘adulescu / J. Math. Pures Appl. 81 (2002) 827–846 843

LettingR↘ 0 we conclude that

lim
R↘0

∞∫
ψR(0)

ds

(f + g)(s)
= 0.

This implies thatψR(0) → ∞ as R ↘ 0. So, there exists 0< R̃ < ε such that
0< c,d � ψR̃(0). Set

uk(r)= c+
r∫

0

t1−N
t∫

0

sN−1p(s)g
(
vk−1(s)

)
ds dt, ∀r ∈ [0,∞), ∀k � 1, (26)

vk(r)= d +
r∫

0

t1−N
t∫

0

sN−1q(s)f
(
uk(s)

)
ds dt, ∀r ∈ [0,∞), ∀k � 1, (27)

wherev0(r)= d for all r ∈ [0,∞). As in Lemma 4, we find that(uk) respectively,(vk) are
non-decreasing and

uk(r) �ψR̃(r) and vk(r)� ψR̃(r), ∀r ∈ [0, R̃ ), ∀k � 1.

Thus, for anyr ∈ [0, R̃), there exists(u(r), v(r)) = limk→∞(uk(r), vk(r)) which is,
moreover, a radial solution of (1) inB(0, R̃) such that(u(0), v(0)) = (c, d). This shows
thatRc,d � R̃ > 0. By the definition ofRc,d we also derive

lim
r↗Rc,d

u(r)=∞ and lim
r↗Rc,d

v(r)=∞. (28)

On the other hand, since(c, d) /∈ G, we conclude thatRc,d is finite. ✷
Proof of Theorem 2 completed.

Let (a, b) ∈ F(G) be arbitrary. By Lemma 6,(a, b) ∈ G so that we can define(U,V )

an entire radial solution of (1) with(U(0),V (0)) = (a, b). Obviously, for anyn � 1,
(a + 1/n, b + 1/n) ∈ (R+ ×R

+) \ G. By Lemma 7,Ra+1/n,b+1/n (in short,Rn) defined
by (5) is a positive number. Let(Un,Vn) be the radial solution of (1) inB(0,Rn) with the
central values(a + 1/n, b+ 1/n). Thus,

Un(r)= a + 1

n
+

r∫
0

t1−N
t∫

0

sN−1p(s)g
(
Vn(s)

)
ds dt, ∀r ∈ [0,Rn), (29)

Vn(r)= b+ 1

n
+

r∫
0

t1−N
t∫

0

sN−1q(s)f
(
Un(s)

)
ds dt, ∀r ∈ [0,Rn). (30)
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In view of (28) we have:

lim
r↗Rn

Un(r)=∞ and lim
r↗Rn

Vn(r)=∞, ∀n� 1.

We claim that (Rn)n�1 is a non-decreasing sequence. Indeed, if(uk), (vk) denote
the sequences of functions defined by (26) and (27) withc = a + 1/(n + 1) and
d = b+ 1/(n+ 1), then

uk(r)� uk+1(r)� Un(r),

vk(r)� vk+1(r) � Vn(r),
∀r ∈ [0,Rn), ∀k � 1. (31)

This implies that(uk(r))k�1 and (vk(r))k�1 converge for anyr ∈ [0,Rn). Moreover,
(Un+1,Vn+1)= limk→∞(uk, vk) is a radial solution of (1) inB(0,Rn) with central values
(a + 1/(n+ 1), b+ 1/(n+ 1)). By the definition ofRn+1, it follows thatRn+1 � Rn for
anyn � 1.

SetR := limn→∞Rn and let 0� r < R be arbitrary. Then, there existsn1= n1(r) such
thatr < Rn for all n� n1. From (31) we see thatUn+1 � Un (respectively,Vn+1 � Vn) on
[0,Rn) for all n � 1. So, there exists limn→∞(Un(r),Vn(r)) which, by (29) and (30), is a
radial solution of (1) inB(0,R) with central values(a, b). Consequently,

lim
n→∞Un(r)=U(r) and lim

n→∞Vn(r)= V (r) for anyr ∈ [0,R). (32)

SinceU ′
n(r) � 0, from (30) we find:

Vn(r)� b+ 1

n
+ f

(
Un(r)

) ∞∫
0

t1−N
t∫

0

sN−1q(s)ds dt .

This yields

Vn(r)� C1Un(r)+C2f
(
Un(r)

)
, (33)

whereC1 is an upper bound of(V (0)+ 1/n)/(U(0)+ 1/n) and

C2=
∞∫

0

t1−N
t∫

0

sN−1q(s)ds dt � 1

N − 2

∞∫
0

sq(s)ds <∞.

Defineh(t)= g(C1t +C2f (t)) for t � 0. It is easy to check thath satisfies(A1) and(A2).
So, by Lemma 1 in [1] we can define:

Γ (s)=
∞∫
s

dt

h(t)
, for all s > 0.



F.-C. Şt. Cîrstea, V.D. R˘adulescu / J. Math. Pures Appl. 81 (2002) 827–846 845

But Un verifies

�Un = p(x)g(Vn)

which, combined with (33), implies

�Un � p(x)h(Un).

A simple calculation shows that

�Γ (Un) = Γ ′(Un)�Un + Γ ′′(Un)|∇Un|2

= −1

h(Un)
�Un + h′(Un)

[h(Un)]2 |∇Un|2

� −1

h(Un)
p(r)hUn)=−p(r),

which we rewrite as(
rN−1 d

dr
Γ (Un)

)′
�−rN−1p(r) for any 0< r < Rn.

Fix 0< r < R. Thenr < Rn for all n � n1 providedn1 is large enough. Integrating the
above inequality over[0, r], we get:

d

dr
Γ (Un)�−r1−N

r∫
0

sN−1p(s)ds.

Integrating this new inequality over[r,Rn] we obtain:

−Γ (Un(r)
)
�−

Rn∫
r

t1−N
t∫

0

sN−1p(s)ds dt, ∀n � n1,

sinceUn(r)→∞ asr ↗Rn impliesΓ (Un(r))→ 0 asr ↗Rn. Therefore,

Γ
(
Un(r)

)
�

Rn∫
r

t1−N
t∫

0

sN−1p(s)ds dt, ∀n � n1.

Lettingn→∞ and using (32) we find:

Γ
(
U(r)

)
�

R∫
r

t1−N
t∫

0

sN−1p(s)ds dt,
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or, equivalently

U(r)� Γ −1

( R∫
r

t1−N
t∫

0

sN−1p(s)ds dt

)
.

Passing to the limit asr↗R and using the fact that lims↘0Γ
−1(s)=∞, we deduce:

lim
r↗R

U(r)� lim
r↗R

Γ −1

( R∫
r

t1−N
t∫

0

sN−1p(s)ds dt

)
=∞.

But (U,V ) is an entire solution so that we concludeR =∞ and limr→∞U(r)=∞. Since
(3) holds andV ′(r) � 0 we find:

U(r) � a + g
(
V (r)

) ∞∫
0

t1−N
t∫

0

sN−1p(s)ds dt

� a + g
(
V (r)

) 1

N − 2

∞∫
0

tp(t)dt, ∀r � 0.

We deduce limr→∞ V (r) =∞, otherwise we obtain that limr→∞U(r) is finite, a con-
tradiction. Consequently,(U,V ) is an entire large solution of (1). This concludes our
proof. ✷
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