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Abstract

In this paper we study a family of commutative algebras generated by two infinite sets of generators.
These algebras are parametrized by Young diagrams. We explain a connection of these algebras with the
fusion product of integrable irreducible representations of the affine sl2 Lie algebra. As an application we
derive a fermionic formula for the character of the affine fusion product of two modules. These fusion
products can be considered as a simplest example of the double affine Demazure modules.
© 2007 Elsevier Inc. All rights reserved.
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Introduction

The main goal of this paper is to derive a formula for the character of the fusion product of two
integrable irreducible representations of the affine Kac–Moody Lie algebra ŝl2. We first briefly
recall the definition.

The notion of the fusion product of cyclic representations V1, . . . , Vn of the Lie algebra g was
introduced in [FL]. This object is a cyclic graded representation of the current algebra g ⊗ C[u].
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One starts with a tensor product of evaluation representations V1(z1) ⊗ · · · ⊗ Vn(zn), where zi

are pairwise distinct complex numbers. Introduce a filtration

Fl = span

{(
g1 ⊗ ui1 · · ·gk ⊗ uik

) · v1 ⊗ · · · ⊗ vn,
∑

iα � l

}
, (1)

where vi are cyclic vectors of Vi . Then the fusion product is an adjoint graded space

V1(z1) ∗ · · · ∗ Vn(zn) = F0 ⊕
⊕
l>0

Fl/Fl−1.

An important property is that in some cases V1(z1) ∗ · · · ∗ Vn(zn) is independent on {zi} as
g ⊗ C[u]-module. This is always true for

• n = 2 and arbitrary cyclic modules (obvious);
• g = sl2 and n finite-dimensional modules (see [FL,FF1]);
• g = sln and irreducible representations with special highest weights (see [CL,FKL,Ked]);
• simple Lie algebra g and special highest weight irreducible representations (see [FoL]).

In these cases we omit numbers zi and denote the corresponding fusion product simply by V1 ∗
· · · ∗ Vn.

Now let g be an affine Kac–Moody Lie algebra and Vi be integrable irreducible representa-
tions. This situation for g = ŝl2 and n = 2 was studied in [FFJMT] in order to derive some results
about monomial bases for vertex operators in minimal models. In particular a bosonic formula
for the character of fusion product of level 1 and level k representations was obtained. Here we
consider two arbitrary level representations and derive a fermionic formula for the corresponding
fusion product. We briefly describe our approach here.

Let g = ŝl2 = sl2 ⊗ C[t, t−1]⊕ CK ⊕ Cd , where K is a central element and d is a degree op-
erator. For k ∈ N and 0 � i � k let Li,k be the corresponding irreducible integrable representation
of ŝl2 with highest weight vector vi,k such that h0vi,k = ivi,k , Kvi,k = kvi,k , dvi,k = 0, where h

is a standard generator of the Cartan subalgebra and for x ∈ sl2 we set xi = x ⊗ t i . In what fol-
lows we use the notation e,h,f for standard basis of sl2. There exist three different gradings on
a fusion product Li1,k1 ∗ Li2,k2 : degz by an operator h0, degq by an operator d and degu coming
from the fusion filtration (1). This defines a character chz,u,q Li1,k1 ∗Li2,k2 . To find this character
we consider a principal subspace WN

i,k ↪→ Li,k which is generated from the extremal vector vN
i,k

by the action of operators ei , i ∈ Z (see [FS,FF2]). The weight of vN
i,k is a weight of vi,k shifted

by the N th power of the translation element from the Weyl group of ŝl2. An important thing is
that Li,k is a limit of WN

i,k while N → ∞. This gives

Li1,k1 ∗ Li2,k2 = lim
N→∞WN

i1,k1
∗ WN

i2,k2
.

So we only need to find the character of WN
i1,k1

∗ WN
i2,k2

. We note that this space is a cyclic repre-
sentation of an abelian Lie algebra with a basis ei, ei ⊗ u, i ∈ Z with cyclic vector vi1,k1 ⊗ vi2,k2 .
We give a precise description of WN ∗ WN in terms of generators and relations.
i1,k1 i2,k2
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Let λ0 � λ1 � · · · � λs > 0 be a set of positive integers. We consider a corresponding partition
λ = {(i, j), i, j ∈ Z, i, j � 0, i � λj } and define an algebra

Aλ = C[a0, a−1, . . . ;b0, b−1, . . .]
/〈

a(z)ib(z)j , (i, j) /∈ λ
〉
, (2)

where a(z) = ∑
k�0 a−kz

k , b(z) = ∑
l�0 b−lz

l . This algebra is two-dimensional generalization

of an algebra C[ei]i�0/e(z)
k+1 which plays an important role in the representation theory of

ŝl2 (see for example [FS]). Recall that one of the most useful tools of study of Ak and similar
algebras is a vertex operator realizations (see for example [FK,FF3,FLT,FST]). We also use this
technique in our situation. Namely for λ such that λi−1 − λi � λi − λi+1 we embed Aλ into
multi-dimensional lattice vertex operator algebra and compute the character of Aλ. In addition
we show that there exists λ (depending on k1 and k2) such that up to a certain identification of
generators ei , ei ⊗ u and aj , bj the space WN

i1,k1
∗ WN

i2,k2
is isomorphic to the quotient of Aλ by

some ideal. This ideal depends on i1 and i2 and is generated by certain coefficients of the series
a(z)i and b(z)j . Using the realization above we derive a fermionic (Gordon type) formula for
the character of the fusion product of principal subspaces and therefore (as a limit) the character
of the fusion product of two integrable irreducible representations. For fermionic formulas in
the case of finite-dimensional algebras see for example [FF1,FJKLM1,FJKLM2,AK]. We also
note that two-dimensional current algebras of the type Aλ can be used for the study of principal
subspaces of integrable representations of ŝl3.

We also expect the existence of the bosonic (alternating sign) formula for the fusion product
of integrable representations similar to one given in [FFJMT] in the ŝl2 case with one of the
representations of the level 1. Let us briefly explain the importance of such formula. Let g be
an affine Kac–Moody Lie algebra, Lμ,Lν be its integrable highest weight representations. Then
one has a decomposition of the tensor product

Lμ ⊗ Lν =
⊕
π

Cπ
μ,ν ⊗ Lπ

into the direct sum of integrable highest weight modules Lπ , where Cπ
μ,ν are the spaces of mul-

tiplicities (see [K1]). The fusion filtration (1) defines a filtration on Cπ
μ,ν , because all Fl in (1)

are representations of g = g ⊗ 1 ↪→ g ⊗ C[t]. We note that spaces of multiplicities appear in the
coset conformal field theories (see [DMS]). In [FFJMT] the character of the filtered space Cπ

μ,ν in
some particular case was given in the bosonic form and the resulting formula was applied for the
study of vertex operators in Virasoro minimal models. We hope that in the general case (at least
for g = ŝl2) it is also possible to write an analogous bosonic formula and establish connection
with the corresponding coset conformal field theory.

In the end of the introduction we comment about the connection of the affine fusion prod-
uct with two-dimensional affine Demazure modules. Recall that in some special cases affine
Demazure modules (see for example [Kum]) can be identified with the fusion product of finite-
dimensional irreducible representations of the corresponding simple algebra (see [FF2,CL,FKL,
FoL]). In addition some integrable irreducible representations (in particular the basic one) can
be realized as an inductive limit of these fusion products (see [FF2,FoL]). All these statements
allow to consider affine fusion products of two representations as a simplest example of dou-
ble affine Demazure modules. To construct another examples one needs to “fuse” N irreducible
representations for arbitrary N . In particular it seems to be important to prove the independence
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of the corresponding fusion products on the evaluation parameters. We hope to return to these
questions elsewhere.

Our paper is organized in the following way.
In Section 1 we recall the definition and collect main properties of the lattice vertex operator

algebras and principal subspaces.
In Section 2 we study the family of commutative algebras labeled by Young diagram and

construct their vertex operator realization.
In Section 3 we apply the results of Section 2 to the computation of the character of the fusion

product of two irreducible representations.

1. Lattice vertex operator algebras

In this section we recall main properties of lattice vertex operator algebras (VOA for short)
and derive some statements about principal subspaces. The main references are [K2,BF,D].

Let L be a lattice of finite rank equipped with a symmetric bilinear form (·,·) :L × L → Z

such that (α,α) > 0 for all α ∈ L \ {0}. Let h = L ⊗Z C. The form (·,·) induces a bilinear form
on h, for which we use the same notation. Let

ĥ = h ⊗ C
[
t, t−1]⊕ CK

be the corresponding multi-dimensional Heisenberg algebra with the bracket[
α ⊗ t i , β ⊗ tj

] = iδi,−j (α,β)K,
[
K,α ⊗ t i

] = 0, α,β ∈ h.

For α ∈ h define the Fock representation πα generated by a vector |α〉 such that(
β ⊗ tn

)|α〉 = 0, n > 0; (β ⊗ 1)|α〉 = (β,α)|α〉; K|α〉 = |α〉.
We now define a VOA VL associated with L. We deal only with an even case, i.e. (α,β) ∈ 2Z

for all α,β ∈ L (in the general case the construction leads to the so called super VOA). As a
vector space

VL 	
⊕
α∈L

πα.

The q-degree on VL is defined by

degq |α〉 = (α,α)

2
, degq

(
β ⊗ tn

) = −n. (3)

The main ingredient of the VOA structure on VL are bosonic vertex operators Γα(z) which cor-
respond to highest weight vectors |α〉. One sets

Γα(z) = Sαzα⊗1 exp

(
−

∑
n<0

α ⊗ tn

n
z−n

)
exp

(
−

∑
n>0

α ⊗ tn

n
z−n

)
, (4)

where zα⊗1 acts on πβ by z(α,β) and the operator Sα is defined by

Sα|β〉 = cα,β |α + β〉; [
Sα,β ⊗ tn

] = 0, α,β ∈ h,
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where cα,β are some nonvanishing constants. The Fourier decomposition is given by

Γα(z) =
∑
n∈Z

Γα(n)z−n−(α,α)/2.

In particular,

Γα

(−(α,α)/2 − (α,β)
)|β〉 = cα,β |α + β〉. (5)

One of the main properties of vertex operators is the following commutation relation:[
α ⊗ tn,Γβ(z)

] = (α,β)znΓβ(z). (6)

Another important formula describes the product of two vertex operators

Γα(z)Γβ(w) = (z − w)(α,β)SαSβz(α+β)⊗1

× exp

(
−
(∑

n<0

α ⊗ tn

n
z−n + β ⊗ tn

n
w−n

))

× exp

(
−
(∑

n>0

α ⊗ tn

n
z−n + β ⊗ tn

n
w−n

))
. (7)

This leads to the proposition:

Proposition 1.1. (
Γα(z)

)(k)(
Γβ(z)

)(l) = 0 if k + l < (α,β), (8)

where the superscript (k) denotes the kth derivative of the corresponding series. In addition if
(α,β) = 0 then

Γα(z)Γβ(z) is proportional to Γα+β(z).

We now recall some basic facts about the representation theory of VL. This VOA is known to
be rational, i.e. every VL-module is completely reducible. The number of irreducible represen-
tations is finite. These representations are labeled by the elements of L′/L, where L′ is a dual
lattice

L′ = {
β ∈ L ⊗Z Q: (α,β) ∈ Z ∀α ∈ L

}
. (9)

Namely for γ ∈ L′/L define

V
γ

L =
⊕

β∈L+γ

πβ.

For example vertex operators Γα(z) act on each V
γ

L via the formula (4) (because (α,β + γ ) ∈ Z

for all β ∈ L). The q-degree on V
γ is defined as in (3).
L
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In what follows we fix a set α1, . . . , αN of linearly independent vectors generating the lat-
tice L. We denote the nondegenerate matrix of scalar products by M : mij = (αi, αj ) and assume
that mij ∈ N.

Lemma 1.1. For any vector v ∈ ZN
�0 there exist γv ∈ L′/L and βv ∈ L + γv such that

Γαi
(−n)|βv〉 = 0 for n < vi, 1 � i � N; Γαi

(−vi)|βv〉 = ci |βv + αi〉, (10)

with some nontrivial constants ci .

Proof. We only need to find βv such that

degq |βv + αi〉 − degq |βv〉 = vi, 1 � i � N. (11)

Note that β ∈ L ⊗Z Q. So βv is a rational linear combination of αi and we can consider βv as
a vector in QN . Then (11) is equivalent to

mii

2
+ (Mβv)i = vi. (12)

In view of mii/2 ∈ Z we obtain that βv ∈ L′ satisfying (12) really exists, because (9) can be
rewritten as

L′ = {β ∈ L ⊗Z Q: Mβ ∈ Z}.
Then γv is defined as a class of βv. �

We now define principal subspaces. For v ∈ ZN
�0 consider the subspace WL(v) ↪→ V

γv
L gen-

erated from the vector βv by an action of operators Γαi
(−ni) with ni � vi (1 � i � N ). Our goal

is to describe WL(v) (in particular we want to find its character). We first realize this subspace as
a quotient of a polynomial algebra. Namely define W ′

L(v) as a quotient of C[ai(−n)] 1�i�N
n�vi

by
relations

ai(z)
(k)aj (z)

(l), k + l < mij ,

where ai(z) = ∑
n�vi

znai(−n). W ′
L(v) is generated by coefficients

ai(−n), 1 � i � N, n � vi.

We note that W ′
L(v) = ⊕

n∈Z
N
�0

W ′
L,n(v), where W ′

L,n(v) is a subspace spanned by monomials in

ai(k) such that the number of factors of the type ai0(k) with fixed i0 is exactly ni0 . The character
of W ′

L,n(v) is naturally defined by degq ai(k) = −k.

Lemma 1.2.

chq W ′
L,n(v) = qnMn/2+∑N

i=1 ni(vi−mii/2)

(q)n
, (13)

where (q)n = ∏N
j=1(q)nj

, (q)n = ∏n
j=1(1 − qj ).
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Proof. We use the dual space approach (see [FS,FJKLM1]). For θ ∈ (W ′
L,n(v))∗ define a poly-

nomial fθ ∈ C[zi,n] 1�i�N
1�n�ni

by

fθ = θ

(
N∏

i=1

ni∏
n=1

ai(zi,n)

)
.

From the exact form of the relations in W ′
L(v) one can see that the space

{
fθ : θ ∈ (

W ′
L,n(v)

)∗}
coincides with the space of polynomials which are divisible by

N∏
i=1

ni∏
n=1

z
vi

i,n

N∏
i=1

∏
1�n<m�ni

(zi,n − zi,m)mii
∏

1�i<j�N

∏
1�n�ni
1�m�nj

(
z(i, n) − z(j,m)

)mij . (14)

The character of such polynomials coincides with the right-hand side of (13). �
In the next proposition we show that spaces WL(v) and W ′

L(v) are isomorphic.

Proposition 1.2. The map βv �→ 1, Γλi
(n) �→ ai(n) induces the isomorphism

WL(v) 	 W ′
L(v).

In particular for any n = (n1, . . . , nN) ∈ ZN
�0

chq

(
WL(v) ∩ πβv+n1α1+···+nNαN

) = qnMn/2+∑N
i=1 ni(vi−mii/2)

(q)n
qdegq βv . (15)

Proof. Because of (8) it suffices to prove the equality (15).
We note that

|βv + n1α1 + · · · + nNαN 〉 ∈ WL(v)

(see (5)). In addition

degq

∣∣∣∣∣βv +
N∑

i=1

niαi

〉
− degq |βv〉 = 1

2

(
(βv + n)M(βv + n) − βvMβv

)

= 1

2
(nMn + 2nMβv) = 1

2
nMn +

N∑
ni

(
vi − mii

2

)
,

i=1
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where the last equality is true because of (12). Therefore the minimal power of q in the left-hand
side of (15) is equal to

nMn/2 +
N∑

i=1

ni(vi − mii/2).

For θ ∈ (WL(v) ∩ πβv+n1α1+···+nNαN
)∗ set

fθ (zi,n) 1�i�N
1�n�ni

= θ

(
N∏

i=1

ni∏
n=1

Γαi
(zi,n)

)
.

In view of (6) we obtain that WL(v)∩πβv+n1α1+···+nNαN
is invariant under the action of operators

αi ⊗ tk , k � 0, 1 � i � N . For the action on the dual space one has

(
αi ⊗ tk

)
fθ =

(
N∑

j=1

mij

nj∑
n=1

zk
j,n

)
fθ .

Using the nondegeneracy of M and a fact that polynomials
∑nj

n=1 zk
j,n, k � 0 generate the ring

of symmetric polynomials in variables zj,n with fixed j we obtain that the character of WL(v) ∩
πβv+n1α1+···+nNαN

is greater than or equal to the right-hand side of (15). Now using (8) and
Lemma 1.2 we obtain our proposition. �
2. Commutative algebras

Let λ0 � λ1 � · · · � λs > 0 be a set of positive integers. We consider a corresponding partition
λ = {(i, j), i, j ∈ Z�0, i � λj } and define an algebra

Aλ = C[a0, a−1, . . . ;b0, b−1, . . .]
/〈

a(z)ib(z)j , (i, j) /∈ λ
〉
, (16)

where a(z) = ∑
k�0 a−kz

k , b(z) = ∑
l�0 b−lz

l . This means that our algebra is generated by
two sets of variables ak and bl and the ideal of relations is generated by coefficients of series
a(z)ib(z)j , (i, j) /∈ λ. For example, a(z)λ0+1 = b(z)s+1 = 0. Aλ is graded by

degz an = degz bn = 1, degu an = 0, degu bn = 1, degq an = degq bn = −n.

We want to find the character of Aλ, which is given by

chz,u,q Aλ =
∑

i,j,k�0

ziuj qk dim{x ∈ Aλ: degz x = i, degu x = j, degq x = k}. (17)

We first recall the corresponding result in one-dimensional case (see [FS,FJKLM1]).
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Proposition 2.1. Let Ak = C[a0, a−1, . . .]/a(z)k+1. Then there exists a Gordon filtration Fμ of
Ak (labeled by Young diagrams μ) such that the adjoint graded algebra is generated by co-
efficients of series a[i](z), which are images of powers a(z)i , 1 � i � k. In addition defining
relations in the adjoint graded algebra are of the form

a[i](z)(l)a[j ](z)(r) = 0 if s + r < 2 min(i, j). (18)

Here the superscript (l) is used for the lth derivative of the corresponding series. Relations (18)

gives the following Gordon type formula:

chz,q Ak =
∑

n∈Z
k
�0

(
zq−1)|n| qnT n/2

(q)n
, (19)

where Ti,j = 2 min(i, j), |n| = ∑k
i=1 ini and

(q)n =
k∏

i=1

(q)ni
, (q)j =

j∏
s=1

(
1 − qs

)
. (20)

The following theorem gives two-dimensional generalization of (19) for special λ.

Theorem 2.1. We consider λ0 � · · · � λs > 0 with a condition

λi−1 − λi � λi − λi+1, i = 1, . . . , s − 1. (21)

Then

chz,u,q Aλ =
∑

n∈Z
λ0
�0, m∈Z

s
�0

u|m|(zq−1)|n|+|m| qnT n/2+nBm+mT m/2

(q)n(q)m
, (22)

where Ti,j = 2 min(i, j) and Bi,j = max(0, i − λj ).

We first construct an algebra with the character given exactly by the right-hand side of (22).
Let Aλ be an algebra generated by coefficients of abelian currents

a[i](z) =
∑
n�0

a
[i]
−nz

n, 1 � i � λ0, b[j ](z) =
∑
n�0

b
[j ]
−nz

n, 1 � j � s.

These currents are subject to the only relations

a[i](z)(l)a[j ](z)(r) = 0 if l + r < 2 min(i, j), (23)

b[i](z)(l)b[j ](z)(r) = 0 if l + r < 2 min(i, j), (24)

a[i](z)(l)b[j ](z)(r) = 0 if l + r < i − λj . (25)
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We define three gradings on Aλ:

degz a[i]
n = degz b[i]

n = i,

degu a[i]
n = 0, degu b[i]

n = i,

degq a[i]
n = degq b[i]

n = −n.

This defines the character chz,u,q Aλ of Aλ.

Lemma 2.1. chz,u,q Aλ coincides with the right-hand side of (22).

Proof. Follows from Lemma 1.2. �
We now prove our theorem in two steps comparing left- and right-hand sides of (22).

Lemma 2.2. For any λ the left-hand side of (22) is less than or equal to the right-hand side.

Proof. Consider a filtration Fμ(Aλ0) · C[bi]∞i=0 on Aλ (this filtration comes from the filtration
from Proposition 2.1 on the subalgebra of Aλ generated by coefficients of a(z)). The adjoint
graded algebra A′

λ is generated by coefficients of series a[i](z) (images of a(z)i ) and b(z). We
now consider a filtration on A′

λ coming from the filtration from Proposition 2.1 on the subalgebra
of A′

λ generated by bj . We denote the adjoint graded algebra by A
gr
λ . This algebra is generated

by coefficients of currents

a[i](z), b[j ](z), i � λ0, j � s. (26)

First note that in view of (18) currents (26) are subject to the relations

a[i](z)(l)a[j ](z)(r) = 0 if l + r < 2 min(i, j). (27)

b[i](z)(l)b[j ](z)(r) = 0 if l + r < 2 min(i, j). (28)

We show that in addition

a[i](z)(l)b[j ](z)(r) = 0 if l + r < max(0, i − λj ). (29)

Note that it is enough to show that relations

(
a(z)i

)(l)(
b(z)j

)(r) = 0 if l + r < max(0, i − λj ) (30)

hold in Aλ. We use the induction on i. For i = λj + 1 we need to show that a(z)λj +1b(z)j = 0.
But this is a relation in Aλ. Now suppose that (30) is proved for all i � i0. We want to show that

(
a(z)i0+1)(l)(b(z)j

)(r) = 0 if l + r < i0 − λj + 1. (31)
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If l + r < i0 − λj then (31) holds by induction assumption, because

(
a(z)i0a(z)

)(l)(
b(z)j

)(r) =
l∑

γ=0

(
a(z)i0

)(γ )(
b(z)j

)(r)
xγ (z) (32)

for some xγ . Suppose l + r = i0 − λj .

Case 1. l �= 0. Then for some x(z)(
a(z)i0+1)(l)(b(z)j

)(r) = a(z)i0+1−l
(
b(z)j

)(r)
x(z).

In view of i0 + 1 − l � i0 we can use the induction assumption, which gives

a(z)i0+1−l
(
b(z)j

)(r) = 0,

because l + r = i0 − λj and so r < (i0 + 1 − l) − λj .

Case 2. l = 0. We need to show that a(z)i0+1(b(z)j )(i0−λj ) = 0. Note that a(z)i0+1b(z)j = 0 for
i0 � λj . Therefore (

a(z)i0+1b(z)j
)(i0−λj ) = 0.

But the following equality holds in Aλ:(
a(z)i0+1b(z)j

)(i0−λj ) = a(z)i0+1(b(z)j
)(i0−λj )

.

In fact

(
a(z)i0+1b(z)j

)(i0−λj ) =
i0−λj∑
l=0

(
i0 − λj

l

)(
a(z)i0+1)(l)(b(z)j

)(i0−λj −l)
.

But if l �= 0 then (
a(z)i0+1)(l)(b(z)j

)(i0−λj −l) = 0

because of Case 1. We thus obtain

a(z)i0+1(b(z)j
)(i0−λj ) = 0.

Equalities (31) and (30) are proved.
We now consider an algebra generated by currents (26) with only relations (27), (28), (29).

Because of Lemma 2.1 the character of this algebra is given by the right-hand side of (22). This
finishes the proof of our lemma. �

To prove an equality in (22) we construct a vertex operator realization of an algebra Aλ.
Consider a vector space h 	 RN equipped with a standard scalar product (·,·). We fix N such
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that there exists a set of linearly independent vectors p1, . . . , pλ0, q1, . . . , qs ∈ RN with the scalar
products (pi,pj ) = 2δi,j , (qi, qj ) = 2δi,j and

(pi, qj ) = 1 if λj−1 � i > λj ; (pi, qj ) = 0 otherwise. (33)

(For example, take N = λ0 + s and let e1, . . . , eN be some orthonormal basis. Put

qj = √
2ej , 1 � j � s; pi = 1√

2
ej +

√
3

2
es+i , j such that λj−1 � i > λj .

Then these vectors obviously satisfy (33).) In what follows we fix a lattice L generated by vectors
pi, qj . Let Γpi

(z), Γqj
(z) be corresponding bosonic vertex operators. Set

ã(z) =
λ0∑
i=1

Γpi
(z), b̃(z) =

s∑
j=1

Γqj
(z). (34)

Lemma 2.3. Suppose that

λi−1 − λi � λi − λi+1, i = 1, . . . , s − 1. (35)

Then ã(z)i b̃(z)j = 0 for (i, j) /∈ λ.

Proof. It suffices to check that

Γpl1
(z) · · ·Γplλi+1

(z)Γqr1
(z) · · ·Γqri

(z) = 0 (36)

for any l1, . . . , lλi+1, r1, . . . , ri . Note that we can assume that

l1 < · · · < lλi+1, r1 < · · · < ri,

because (pl,pl) = 2 = (qr , qr ) and therefore Γpl
(z)2 = Γqr (z)

2 = 0. In view of (33) we have

Γpl
(z)Γqr (z) = 0 for λr−1 � l > λr .

So (36) holds if there exists k � λr + 1 such that λβt−1 � lk > λβt for some t � r . The number
of such k equals to

r∑
t=1

(λβt − λβt−1).

Because of the condition (35) this sum is greater than or equal to λ0 − λr . So we obtain (36),
because the number of factors of the type Γpl

(z) is equal to λr + 1. The lemma is proved. �
This lemma can be used for the proof of (22). But in the last section we will need a modifica-

tion of Theorem 2.1. So we formulate and prove its slight generalization.
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Let

c = (c1, . . . , cλ0) ∈ Z
λ0
�0, d = (d1, . . . , ds) ∈ Zs

�0.

We consider an ideal Iλ;c,d ↪→ Aλ generated by conditions

a(z)i ÷ zci+2ci−1+···+ic1, 1 � i � λ0, (37)

b(z)j ÷ zdj +2dj−1+···+jd1 , 1 � j � s. (38)

This means Iλ;c,d is generated by coefficients of a(z)i in front of the powers zr , 0 � r <∑i
l=1 lci+1−l and by coefficients of b(z)j in front of the powers zr , 0 � r <

∑j

l=1 ldj+1−l .
We define

Aλ;c,d = Aλ/Iλ;c,d.

Theorem 2.2. Let

λi−1 − λi � λi − λi+1, i = 1, . . . , s − 1. (39)

Then

chz,u,q Aλ;c,d =
∑

n∈Z
λ0
�0,m∈Z

s
�0

u|m|(zq−1)|n|+|m|

× qnT n/2+nBm+mT m/2

(q)n(q)m
q
∑

1�i�j�λ0
(j−i+1)nj ci+∑

1�i�j�s (j−i+1)mj di , (40)

where Ti,j = 2 min(i, j) and Bi,j = max(0, i − λj ).

Proof. Recall that L is a lattice generated by vectors pi , qj . Consider a vector v ∈ L

v = c1p1 + (c1 + c2)p2 + · · · + (c1 + · · · + cλ0)pλ0 + d1q1 + · · · + (d1 + · · · + ds)qs

and the corresponding principal subspace WL(v). Denote

Γ̃α(z) =
∑
n�0

Γpi
(−n)zn,

which differs from usual vertex operators by a certain power of z. Then for

ã(z) =
λ0∑
i=1

Γ̃pi
(z), b̃(z) =

s∑
j=1

Γ̃qj
(z) (41)

one gets

ã(z)i · |βv〉 ÷ zic1+···+ci , b̃(z)j · |βv〉 ÷ zid1+···+di .
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Combining these relations with Lemma 2.3 we obtain a surjection Aλ;c,d → WL(v). We now
construct the degeneration of WL(v) in order to show that this surjection is an isomorphism.

Consider a family of spaces WL(v, ε) (ε ∈ R, ε > 0) generated from the vector |βv〉 by coef-
ficients of series

ãε(z) =
λ0∑
i=1

εiΓ̃pi
(z), b̃ε(z) =

s∑
j=1

εj Γ̃qj
(z). (42)

For any positive ε a space WL(v, ve) is isomorphic to WL(v). Denote the limit limε→0 WL(v, ε)

by WL(v,0). Then the q-characters of WL(v,0) and WL(v) coincide. We note that

lim
ε→0

ãε(z)
iε−i(i+1)/2 =

i∏
l=1

Γ̃pl
(z), (43)

lim
ε→0

b̃ε(z)
j ε−j (j+1)/2 =

j∏
r=1

Γ̃qr (z), (44)

where 1 � i � λ0 and 1 � j � s. Denote the right-hand side of (43) by ã[i](z) and the right-hand
side of (44) by b̃[j ](z). We have

ã[i](z) = Γ̃p1+···+pi
(z), b̃[j ](z) = Γ̃q1+···+qj

(z).

Because of

(p1 + · · · + pi,p1 + · · · + pj ) = (q1 + · · · + qi, q1 + · · · + qj ) = 2 min(i, j), (45)

(p1 + · · · + pi, q1 + · · · + qj ) = max(0, i − λj ) (46)

we obtain that the character of the algebra generated by ã[i](z), b̃[j ](z) is equal to the right-hand
side of (40) (see Proposition 1.2). This gives that chz,u,q Aλ;c,d is greater than or equal to the
right-hand side of (40). To finish the proof we use Lemma 1.2 which gives the upper bound
for the character of Aλ;c,d, which coincides with the right-hand side of (40). The theorem is
proved. �
Corollary 2.1. The statement of Theorem 2.1 is true.

We will need the following corollary from the proof of the previous theorem.

Corollary 2.2. Vertex operators (41) provides a vertex operator realization of the algebra Aλ;c,d.

3. Fusion products

3.1. Principal subspaces

In this section we apply results of the previous section to the study of fusion products of
integrable irreducible representations of ŝl2. We first recall main definitions.
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Let g be some Lie algebra, V1, . . . , Vn be its cyclic representations with cyclic vectors
v1, . . . , vn, Z = (z1, . . . , zn) be the set of pairwise distinct complex numbers. Denote by Vi(zi)

the corresponding evaluation representations of g⊗C[u]. We consider a filtration Fl on the tensor
product

⊗n
j=1 Vj (zj ) defined by

Fl = span
{
x1 ⊗ ui1 · · ·xp ⊗ uip (v1 ⊗ · · · ⊗ vn): i1 + · · · + ip � l, xj ∈ g

}
.

The adjoint graded representation of g ⊗ C[u] is called the fusion product of Vi and is denoted
by V1(z1)∗ · · · ∗Vn(zn). Note that fusion products possess natural u-grading defined by degv = l

for v ∈ Fl/Fl−1.

Conjecture 3.1. Let g be an affine Kac–Moody algebra, Vi be its integrable representations.
Then the corresponding fusion product does not depend on Z as a representation of g ⊗ C[u].

This conjecture is obvious in the case n = 2 (for an arbitrary Lie algebra g). In what follows
we study the case g = ŝl2 and n = 2.

We fix some notations first. Let ŝl2 = sl2 ⊗ C[t, t−1] ⊕ CK ⊕ Cd , where K is the central
element, and d is the degree element. Let e,h,f be the standard basis of sl2. For x ∈ sl2 we set
xi = x ⊗ t i ∈ ŝl2. Let V1 = Li1,k1 and V2 = Li2,k2 be two integrable irreducible ŝl2-modules with
0 � i1 � k1, 0 � i2 � k2. We fix a vector vi,k ∈ Li,k which satisfies

f0vi,k = e1vi,k = 0, U(ŝl2)vi,k = Li,k,

h0vi,k = −ivi,k, Kvi,k = kvi,k, dvi,k = 0,

(vi,k is a highest weight vector with respect to the nilpotent algebra of annihilation operators
generated by f0 and e1). The principal subspace Wi,k ↪→ Li,k is defined by

Wi,k = C[e0, e−1, . . .] · vi,k.

This space is z, q bi-graded by

degz ei = 1, degq ei = −i, degz vi,k = degq vi,k = 0.

Wi,k is a representation of an abelian algebra A spanned by ei , i � 0. So the fusion product
Wi1,k1 ∗ Wi2,k2 is a representation of A ⊕ A ⊗ u. Let wi1,k1;i2,k2 ∈ Wi1,k1 ∗ Wi2,k2 be the image of
vi1,k1 ⊗ vi2,k2 . Then the action of the operators ei and ei ⊗ u (i � 0) on wi1,k1;i2,k2 generates the
fusion product. Our goal is to describe the ideal of relations in C[ei, ei ⊗ u]i�0. We will show
that this ideal is isomorphic to Iλ;c,d for special values of parameters.

Namely let Ii1,k1;i2,k2 ↪→ C[ej , ej ⊗ u]j�0 be the ideal of relations, i.e.

Wi1,k1 ∗ Wi2,k2 	 C[ei, ei ⊗ u]i�0/Ii1,k1;i2,k2 .

Proposition 3.1. An isomorphism of algebras

C[ej , ej ⊗ u]j�0 → C[aj , bj ]i�0, ei �→ ai, ei ⊗ u �→ bi (47)
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induces the isomorphism of ideals

Ii1,k1;i2,k2 → Iλ(k1,k2);δ(i1+i2+1),δ(min(i1,i2)+1) ,

where λ(k1,k2) = (k1 + k2, k1 + k2 − 2, . . . , |k1 − k2|) and (δ(i))j = δi,j .

We start with the following lemma.

Lemma 3.1. We have an embedding of ideals (with respect to the isomorphism (47))

Ii1,k1;i2,k2 ↪→ Iλ(k1,k2);δ(i1+i2+1),δ(min(i1,i2)+1) ,

or the surjection

Aλ(k1,k2);δ(i1+i2+1),δ(min(i1,i2)+1) → Wi1,k1 ∗ Wi2,k2 .

Proof. Let Ii,k ↪→ C[ej ]j�0 be the ideal of relations in Wi,k , i.e.

Ii,k = {
p(e0, e−1, . . .): pvi,k = 0

}
, Wi,k 	 C[ej ]j�0/Ii,k.

Denote e(z) = ∑
i�0 eiz

−i . Then Ii,k is generated by coefficients of series e(z)k+1 and first

l − i coefficients of the series e(z)l , l > i (the defining relations in Wi,k are e(z)k+1 = 0 and
e(z)l ÷ zl−i , l > i). We recall that Wi1,k1 ∗ Wi2,k2 is an adjoint graded space with respect to the
filtration on the tensor product of evaluation representations Wi1,k2(z1)⊗Wi2,k2(z2), z1 �= z2. We
set

e(z) =
∑
j�0

e−j z
j , e(1)(z) = e(z) ⊗ Id, e(2)(z) = Id⊗ e(z).

Then obviously (
e(1)(z) + e(2)(z)

)l
(vi1,k1 ⊗ vi2,k2) ÷ zl−i1−i2 for l > i1 + i2 (48)

in the tensor product Wi1,k1 ⊗ Wi2,k2 . This gives (37) for c = δ(i1+i2+1). Now let z1 = 1, z2 = 0.
Then ej ⊗ u acts on the tensor product Wi1,k1(1) ⊗ Wi2,k2(0) as ej ⊗ Id. We state that in Wi1,k2 ∗
Wi2,k2 the following equation is true:

e(1)(z)j ÷ zj−min(i1,i2) for j > min(i1, i2). (49)

In fact, e(1)(z)l ÷ zl−i1 . We also have

e(2)(z)l = (
e(1)(z) + e(2)(z) − e(1)(z)

)l
= (−e(1)(z)

)l +
l∑(

l

j

)(−e(1)(z)
)l−j (

e(1)(z) + e(2)(z)
)j

.

j=1
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Therefore in Wi1,k2 ∗ Wi2,k2 we have

e(1)(z)l = (−e(2)(z)
)j ÷ zl−i2 .

This gives (38) for d = δ(min(i1,i2)+1).
We now check that(

e(1)(z) + e(2)(z)
)k1+k2−2i+1

e(1)(z)i = 0, i = 0,1, . . . ,min(k1, k2). (50)

Consider one-dimensional fusion product (C[e]/ek1+1) ∗ (C[e]/ek2+1). As shown in [FF1] the
relations in this fusion product are of the form(

e(1) + e(2)
)k1+k2−2i+1(

e(1)
)i = 0, i = 0,1, . . . ,min(k1, k2),

where e(1) = e ⊗ Id, e(2) = Id ⊗ e. This gives (50). Combining together (48), (49) and (50) we
obtain our lemma. �

Now our goal is to prove that

Wi1,k1 ∗ Wi2,k2 	 Aλ(k1,k2);δ(i1+i2+1),δ(min(i1,i2)+1) .

We use the fermionic realization of Wi,k (see [FF2]). Let us briefly recall the construction.
Let φi,ψi , i � 0 be anticommuting variables,

φ(z) =
∑
i�0

φ−iz
i , ψ(z) =

∑
i�0

ψ−iz
i .

We denote by Λ = Λ(φi,ψi)i�0 an exterior algebra in variables φi,ψi . Then there exists an
embedding ıi,k :Wi,k ↪→ Λ⊗k such that

vi,k �→ ṽi,k = 1 ⊗ · · · ⊗ 1︸ ︷︷ ︸
i

⊗φ0 ⊗ · · · ⊗ φ0. (51)

This embedding is defined via the identification e(z) = ∑k
n=1 φ(n)(z)ψ(n)(z), where

φ(n)(z) = Id ⊗ · · · ⊗ Id︸ ︷︷ ︸
n−1

⊗φ(z) ⊗ Id ⊗ · · · ⊗ Id

and similarly for ψ(n)(z). Note that

ıi,k(Wi,k) ↪→ Λev · ṽi,k,

where Λev is an even part of Λ generated by the products ψiψj , ψiφj , φiφj . The algebra Λev is
naturally (z, q) bi-graded with

degz ψiψj = 1, degq ψiψj = i + j
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and similarly for other generators. Fixing degz ṽi,k = degq ṽi,k = 0 we obtain a bi-grading on
Λev · ṽi,k such that ıi,k is an embedding of (z, q) bi-graded spaces.

Note that our construction gives an embedding

ıi1,k1 ⊗ ıi2,k2 :Wi1,k1 ⊗ Wi2,k2 ↪→ Λ⊗(k1+k2).

Our goal is to construct a continuous family of algebras B(ε) ↪→ Λ⊗(k1+k2), 0 � ε � 1 which
“connects” Wi1,k1 ⊗ Wi2,k2 and Aλ(k1,k2);δ(i1+i2+1),δ(min(i1,i2)+1) inside Λ⊗(k1+k2). So we need a
fermionic realization of an algebra

Aλ(k1,k2);δ(i1+i2+1),δ(min(i1,i2)+1) .

Lemma 3.2. The map j defined by

1 �→ ṽi1,k2 ⊗ ṽi2,k2 , (52)

a(z) �→ ã(z) =
k1+k2∑
n=1

φ(n)(z)ψ(n)(z), (53)

b(z) �→ b̃(z) =
{∑k1

n=1 φ(n)(z)ψ(n+k1)(z), i1 � i2,∑k1
n=1 φ(z)(z)ψ(n+k1)(z), i1 > i2,

(54)

provides an embedding

Aλ(k1,k2);δ(i1+i2+1),δ(min(i1,i2)+1) ↪→ Λ⊗(k1+k2).

Proof. Our lemma is an immediate consequence of vertex operator realization of

Aλ(k1,k2);δ(i1+i2+1),δ(min(i1,i2)+1)

(see Corollary 2.2) and a version of the boson-fermion correspondence (see for example [BF]).
We give a sketch of the proof here.

Recall that the boson-fermion correspondence allows to realize lattice VOAs inside the space
build up from the fermionic particles of the types φi and ψi . In particular the space of states of
corresponding VOA (the direct sum of Fock modules) is replaced by the space of semi-infinite
forms or by the tensor products of such spaces. In this realization fields φ(z) and φ(z)ψ(z)

correspond to the one-dimensional vertex operators Γα(z) with the length of α equal 1 or 2
respectively. To proceed to multi-dimensional even case one must consider independent fields
of the type φ(n)(z)ψ(m)(z). The independence means that these fields represent vertex operators
Γβn,m(z) and the scalar products are given by (βn,m,βk,l) = δn,k + δm,l .

We now apply this boson-fermion correspondence to the proof of our lemma. Let p1, . . . ,

pk1+k2 , q1, . . . , qk1 be vectors such that

φ(n)(z)ψ(n)(z) = Γpk1+k2+1−n
(z), 1 � n � k1 + k2 (55)

φ(m)(z)ψ(m+k1)(z) = Γqm(z), i1 � i2, (56)

φ(m+k1)(z)ψ(m)(z) = Γqm(z), i1 > i2, (57)
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where 1 � m � k1. Then (pn, qm) = 0 unless k1 + k2 − 2(m − 1) � n > k1 + k2 − 2m. In the
latter case the corresponding scalar product equals 1. Therefore according to Corollary 2.2 to
finish the proof of our lemma we only need to check the initial conditions

ã(z)i1+i2+l ṽi1,k1 ⊗ ṽi2,k2 ÷ zl, b̃(z)min(i1,i2)+l ṽi1,k1 ⊗ ṽi2,k2 ÷ zl.

But this just follows from φ(n)(z)ṽi,k ÷ zl for n > i (see (51)). �
Proof of Proposition 3.1.

Wi1,k1 ∗ Wi2,k2 	 Aλ(k1,k2);δ(i1+i2+1),δ(min(i1,i2)+1) . (58)

Because of Lemma 3.1 it suffices to check that the character of the left-hand side of (58) coin-
cides with the character of the right-hand side.

We construct a continuous family of algebras B(ε) ↪→ Λ⊗(k1+k2), 0 � ε < 1 which “connects”
Wi1,k1 ⊗ Wi2,k2 and Aλ(k1,k2);δ(i1+i2+1),δ(min(i1,i2)+1) . We want B(ε) to satisfy

(A) B(0) = (ıi1,k1 ⊗ ıi2,k2)(Wi1,k1 ⊗ Wi2,k2),
(B) B(ε) 	 B(0) as bi-graded vector spaces,
(C) limε→1 B(ε) = jAλ(k1,k2);δ(i1+i2+1),δ(min(i1,i2)+1) .

Note that the existence of such deformation proves our proposition.
Set

b̃ε(z) =
{∑k1

n=1 φ(n)(z)(εψ(n)(z) + (1 − ε)ψ(n+k1)(z)), i1 � i2,∑k1
n=1(εφ

(n)(z) + (1 − ε)φ(n+k1)(z))ψ(n)(z), i1 > i2.
(59)

We denote by B(ε) ↪→ Λ⊗(k1+k2) the subspace generated by the coefficients of ã(z) and bε(z)

from the vector ṽi1,k1 ⊗ ṽi2,k2 . We now check (A), (B) and (C).
(A) is obvious because b̃0(z) reduces to the current b̃(z).
We now check (B). First note that for any 0 < ε1 � ε2 < 1 we have B(ε1) 	 B(ε2). In fact, fix

some 0 < ε < 1 and redefine

1/2ψ ′ (n)(z) = (1 − ε)ψ(n)(z), 1 � n � k1,

1/2ψ ′ (m)(z) = εψ(m)(z), k1 + 1 � m � k1 + k2,

2φ′ (n)(z) = (1 − ε)−1φ(n)(z), 1 � n � k1,

2φ′ (m)(z) = ε−1φ(m)(z), k1 + 1 � m � k1 + k2,

for i1 � i2 and

1/2φ′ (n)(z) = (1 − ε)φ(n)(z), 1 � n � k1,

1/2φ′ (m)(z) = εφ(m)(z), k1 + 1 � m � k1 + k2,

2ψ ′ (n)(z) = (1 − ε)−1ψ(n)(z), 1 � n � k1,

2ψ ′ (m)(z) = ε−1ψ(m)(z), k1 + 1 � m � k1 + k2,
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for i1 > i2. Then one can easily check that ã(z) does not change and b̃ε(z) becomes b̃1/2(z) (up
to the nonzero constant). Therefore, B(ε) 	 B(1/2) for any 0 < ε < 1.

Now note that(
2b̃1/2(z)

)k1+1
ṽi1,k1 ⊗ ṽi2,k2 = (

a(z) − 2b̃1/2(z)
)k2+1

ṽi1,k1 ⊗ ṽi2,k2 = 0 (60)

and (
2b̃1/2(z)

)l
ṽi1,k1 ⊗ ṽi2,k2 ÷ zl−i1+1, l > i1, (61)(

ã(z) − 2b̃1/2(z)
)l

ṽi1,k1 ⊗ ṽi2,k2 ÷ zl−i2+1, l > i2. (62)

In fact, one has

2b̃1/2(z) =
{∑k1

n=1 φ(n)(z)(ψ(n)(z) + ψ(n+k1)(z)), i1 � i2,∑k1
n=1(φ

(n)(z) + φ(n+k1)(z))ψ(n)(z), i1 > i2,

and

ã(z) − 2b̃1/2(z) =
{∑k1+k2

n=k1+1(φ
(n)(z) − φ(n−k1)(z))ψ(n)(z), i1 � i2,∑k1+k2

n=k1+1 φ(n)(z)(ψ(n)(z) − ψ(n−k1)(z)), i1 > i2.

Now (60), (61), (62) follow from the above exact expressions of the currents. Relations
(60), (61), (62) provide a surjection B(0) → B(1/2) (2b̃1/2(z) and ã(z) correspond to the
currents e(1)(z) and e(2)(z) in B(0) 	 Wi1,k1 ⊗ Wi2,k2 ). This gives (B) (because all B(ε) with
0 < ε < 1 are isomorphic and our deformation is continuous).

To show (C) we note that in view of formulas (52), (53), (54) and (59) we have an embedding

jAλ(k1,k2);δ(i1+i2+1),δ(min(i1,i2)+1) ↪→ lim
ε→1

B(ε).

But all B(ε) (including B(0)) are isomorphic and

chz,q B(0) � chz,q Aλ(k1,k2);δ(i1+i2+1),δ(min(i1,i2)+1) .

Therefore, using Lemma 3.1 we obtain (C). �
Corollary 3.1. Let k1 � k2. Then

chz,u,q(Wi1,k1 ∗ Wi2,k2) =
∑

n∈Z
k1+k2
�0 ,m∈Z

k1
�0

u|m|z|n|+|m|

× q
−|n|−|m|+∑k1+k2

j=i1+i2+1(j−i1−i2)nj +∑k1
j=min(i1,i2)+1(j−min(i1,i2))mj

× qnT n/2+nBm+mT m/2

(q)n(q)m
, (63)

where Ti,j = 2 min(i, j) and Bi,j = max(0, i − k1 − k2 + 2j).
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3.2. The limit construction

In this subsection we derive a fermionic formula for the character of the fusion product Li1,k1 ∗
Li2,k2 . Note that Li,k is bi-graded by operators d and h0. Therefore for the fusion product the
z,u, q character is naturally defined.

Let vN
i,k ∈ Li,k , N ∈ Z be the set of extremal vectors (the weight of vN

i,k is a weight of vi,k

shifted by the N th power of the translation element from the Weyl group of ŝl2). We fix h0v
N
i,k =

(−i − 2Nk)vN
i,k . Introduce the N th principal subspace WN

i,k ↪→ Li,k by

WN
i,k = C[e2N, e2N−1, . . .] · vN

i,k

(note that e2N+1v
N
i,k = 0). We recall that there exists an isomorphism

Wi,k 	 WN
i,k, vi,k �→ vN

i,k, ej → ej+2N (64)

and

Li,k = W 0
i,k ↪→ W 1

i,k ↪→ W 2
i,k ↪→ ·· · .

Using this limit construction we can write a fermionic formula for the character of the fusion
product of integrable modules.

Corollary 3.2.

chz,u,q(Li1,k1 ∗ Li2,k2)

= lim
N→∞ z−i1−i2−2N(k1+k2)qN2(k1+k2)+N(i1+i2)

×
∑

n∈Z
k1+k2
�0 ,m∈Z

k1
�0

u|m|z2(|n|+|m|)q(−2N−1)(|n|+|m|)

× q

∑k1+k2
j=i1+i2+1(j−i1−i2)nj +∑k1

j=min(i1,i2)+1(j−min(i1,i2))mj qnT n/2+nBm+mT m/2

(q)n(q)m
. (65)

Proof. Follows from Corollary 3.1, isomorphism (64) and equalities

h0v
N
i,k = (−i − 2Nk)vN

i,k, dvN
i,k = (

kN2 + Ni
)
vN
i,k.

We only note that a factor 2 in z2(|n|+|m|) comes from the relation [h0, ei] = 2ei (in Wi,k we had
degz ei = 1) and the power q(−2N−1)(|n|+|m|) comes from the shift ej → ej+2N (see (64)). �

Introduce a new set of variables si instead of ni in (65) by

ni = si − si+1, 1 � i < k1 + k2, nk1+k2 = sk1+k2 + N − |m|
.

k1 + k2
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Then for the power of z in (65) we have

−i1 − i2 − 2N(k1 + k2) + 2
(|n| + |m|) = −i1 − i2 + 2

k1+k2∑
i=1

si .

We now rewrite the power of q in (65) in terms of new variables. Note that

nT n/2 =
k1+k2∑
i=1

(ni + · · · + nk1+k2)
2 =

k1+k2∑
i=1

(
si + N − |m|

k1 + k2

)2

,

nBm = |m|
(

2N − 2
|m|

k1 + k2

)
+

∑
i+2j�k1+k2+1

mjsi,

|n| + |m| = N(k1 + k2) +
k1+k2∑
i=1

si .

Therefore the power of q in (65) is equal to

k1+k2∑
i=1

s2
i − |m|

k1 + k2

(
|m| + k1 + k2 − i1 − i2 + 2

k1+k2∑
i=1

si

)

+
∑

i+2j�k1+k2+1

mjsi + mT m/2 −
i1+i2∑
i=1

si +
k1∑

j=min(i1,i2)+1

(
j − min(i1, i2)

)
mj . (66)

(Note that the powers which contain N cancel.) We thus obtain the following theorem

Theorem 3.1.

chz,u,q Li1,k1 ∗ Li2,k2 = 1

(q)∞

∑
s∈Z

k1+k2 ,m∈Z
k1
�0

s1�···�sk1+k2

z−i1−i2+2
∑k1+k2

i=1 si
qP (s,m)

(q)m
∏k1+k2−1

i=1 (q)si

,

where P(s,m) is given by (66) and (q)∞ = ∏∞
i=1(1 − qi).

Proof. We only note that the factor (q)∞ comes from the limit

lim
N→∞(q)nk1+k2

= lim
N→∞(q)

sk1+k2+N− |m|
k1+k2

. �
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