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Abstract

In this paper, higher order generalized contingent epiderivative and higher order generalized adjacent
epiderivative of set-valued maps are introduced. Necessary and sufficient conditions for Henig efficient
solutions to a constrained set-valued optimization problem are given by employing the higher order gener-
alized epiderivatives.
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1. Introduction

There has been an increasing interest in optimality conditions of set-valued optimization
problems since many optimization problems encountered in economics, engineering and other
fields involve vector-valued mappings (or set-valued mappings) as constraints and objectives
(see [7,12]). Until now, various derivative-like notions have been proposed to express these opti-
mality conditions. In [4], Corley investigated first order Fritz John type necessary and sufficient
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conditions for general set-valued optimization problems by virtue of Clarke tangent derivative
and contingent derivative (see [1]). In [6], Jahn and Rauh introduced a single-valued map as a
contingent epiderivative of a set-valued map and obtained an unified necessary and sufficient
condition. But the existence of the contingent epiderivative of a set-valued map in a general
setting is still an open question. To overcome the difficulty, Chen and Jahn [3] introduced a gen-
eralized contingent epiderivative of a set-valued map which is a set-valued map. They proved
that the generalized contingent epiderivative exists under standard assumptions and obtained an
unified necessary and sufficient condition. In [9], Jahn and Khan investigated optimality condi-
tions of local proper minimizers, local weak minimizers and local strong minimizers for general
set-valued optimization problems by using the generalized contingent epiderivative. In [5], Gong
et al. investigated necessary and sufficient conditions for five kinds of properly efficient solutions
of a set-valued optimization problem with constraints by virtue of so called contingent epideriv-
ative, Clarke tangent epiderivative and radial epiderivative. In general, since the epigraph of a
set-valued map has nicer properties than the graph of a set-valued map, it is advantageous to
employ the epiderivatives in set-valued optimization.

Recently, Jahn et al. [8] introduced second-order contingent epiderivative and generalized
contingent epiderivative for set-valued maps and obtained some second-order optimality condi-
tions based on these concepts. In [10], Li et al. studied some properties of higher order tangent
sets and higher order derivatives introduced in [1] and then obtained higher order necessary and
sufficient optimality conditions for set-valued optimization problems in terms of the higher order
derivatives. By using these concepts, they also discussed higher order Mond–Weir duality for
set-valued optimization in [11].

Motivated by the work reported in [3,5,8,10], we introduce the definitions of higher order gen-
eralized contingent epiderivative and higher order generalized adjacent epiderivative. Then, we
discuss their some properties under the condition that set-valued maps are cone-convex. Finally,
based on the higher order generalized adjacent epiderivative and contingent epiderivative, we in-
vestigate higher order necessary and sufficient optimality conditions for Henig properly efficient
solutions of a set-valued optimization problem with constraints.

The rest of the paper is organized as follows. In Section 2, we collect some concepts and
recall the definitions of the higher order tangent sets and some of their properties. In Section 3,
we introduce the definitions of the higher order generalized contingent epiderivative and adjacent
epiderivative. Then, we discuss the existence theorem and their properties. In Section 4, we intro-
duce a constrained set-valued optimization problem and the concept of a Henig efficient solution,
and then obtain higher order necessary optimality conditions of the set-valued optimization prob-
lem. In Section 5, we establish higher order Fritz John type necessary and sufficient optimality
conditions of the set-valued optimization problem.

2. Mathematical preliminaries and higher order tangent sets

Throughout this paper, let X, Y and Z be three real normed spaces, where the spaces Y and Z

are partially ordered by nontrivial pointed convex cones C ⊂ Y and D ⊂ Z, respectively. We also
assume that Y ∗ is the topological dual space of Y , S is a nonempty subset of X and F :S → 2Y

and G :S → 2Z are two given set-valued maps. The domain, the graph and the epigraph of F are
defined by

dom(F ) = {
x ∈ S: F(x) �= ∅}

,

graph(F ) = {
(x, y) ∈ X × Y : x ∈ S, y ∈ F(x)

}
,
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epi(F ) = {
(x, y) ∈ X × Y : x ∈ S, y ∈ F(x) + C

}
.

The profile map F+ :S → 2Y is defined by F+(x) = F(x) + C, for every x ∈ dom(F ). Let S be
convex. The map F is said to be C-convex on S, if, for any x1, x2 ∈ S and λ ∈ [0,1],

λF(x1) + (1 − λ)F (x2) ⊂ F
(
λx1 + (1 − λ)x2

) + C.

It is well known that if F is C-convex on S, then epi(F ) is a convex subset in X × Y . Let C∗ be
the dual cone of cone C, defined by

C∗ = {
λ ∈ Y ∗: λ(y) � 0 for all y ∈ C

}
.

Denote the quasi-interior of C∗ by C�, i.e.,

C� = {
λ ∈ Y ∗: λ(y) > 0 for all y ∈ C \ {θ}}.

Let M be a nonempty set in Y . Denote the closure of M by cl(M) and the interior of M by
int(M). The cone hull of M is defined by

cone(M) = {ty: t � 0, y ∈ M}.
A nonempty convex subset B of the convex cone C is called a base of C, if

C = cone(B) and θ /∈ cl(B).

It follows from [7, Lemma 3.3] that C� �= ∅ if and only if C has a base. Suppose that C has a
base B . Denote

Cε(B) = cone(B + εU) for all 0 < ε < δ,

where δ = inf{‖b‖: b ∈ B} and U is the closed unit ball of Y . It follows from [2] that, for δ > 0,
cl(intCε(B)) is a closed convex pointed cone and C \ {θ} ⊂ intCε(B) for all 0 < ε < δ.

Let C be a convex cone with base B . Denote

C	(B) = {
f ∈ C∗: inf

{
f (b): b ∈ B

}
> 0

}
.

By the separation theorem, C	(B) �= ∅ (see [5]). Obviously, C	(B) ⊂ C�.
Let m be a positive integer, X be a normed space supplied with a distance d and K be a

subset of X. We denote by d(x,K) = infy∈K d(x, y) the distance from x to K , where we set
d(x,∅) = +∞. Now let us recall the definitions of the higher order tangent sets in [1].

Definition 2.1. (See [1].) Let x belong to a subset K of a normed space X and v1, . . . , vm−1 be
elements of X.

(i) We say that the set

T
(m)
K (x, v1, . . . , vm−1)

= lim sup
h→0+

K − x − hv1 − · · · − hm−1vm−1

hm

=
{
y ∈ X

∣∣∣∣ lim inf
h→0+ d

(
y,

K − x − hv1 − · · · − hm−1vm−1

hm

)
= 0

}

is the mth-order contingent set of K at (x, v1, . . . , vm−1).
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(ii) We say that the set

T
�(m)
K (x, v1, . . . , vm−1)

= lim inf
h→0+

K − x − hv1 − · · · − hm−1vm−1

hm

=
{
y ∈ X

∣∣ lim
h→0+ d

(
y,

K − x − hv1 − · · · − hm−1vm−1

hm

)
= 0

}

is the mth-order adjacent set of K at (x, v1, . . . , vm−1).

Remark 2.1.

(a) The following inclusion holds:

T
�(m)
K (x, v1, . . . , vm−1) ⊂ T

(m)
K (x, v1, . . . , vm−1)

⊂ cl

( ⋃
h>0

K − x − hv1 − · · · − hm−1vm−1

hm

)
.

(b) [1, p. 172] They are closed subsets satisfying, for any λ > 0,

T
(m)
K

(
x,λv1, λ

2v2, . . . , λ
m−1vm−1

) = λmT
(m)
K (x, v1, v2, . . . , vm−1),

and

T
�(m)
K

(
x,λv1, λ

2v2, . . . , λ
m−1vm−1

) = λmT
�(m)
K (x, v1, v2, . . . , vm−1).

From [10, Propositions 3.1 and 3.2], we have the following results.

Proposition 2.1. If K is convex, then T
�(m)
K (x0, v1, . . . , vm−1) is convex.

Proposition 2.2. If K is a convex subset and v1, v2, . . . , vm−1 ∈ K , then

T
�(m)
K (x0, v1 − x0, . . . , vm−1 − x0)

= T
(m)
K (x0, v1 − x0, . . . , vm−1 − x0)

= cl

( ⋃
h>0

K − x0 − h(v1 − x0) − · · · − hm−1(vm−1 − x0)

hm

)
.

Corollary 2.1. If K is a convex subset and v1, v2, . . . , vm−1 ∈ K , then the set T
(m)
K (x0, v1 − x0,

. . . , vm−1 − x0) is convex.

3. Higher order generalized epiderivatives

In [3], Chen and Jahn introduced first-order generalized contingent epiderivative of a set-
valued map. Recently, Jahn et al. [8] introduced second-order epiderivatives for set-valued maps
and obtained some optimality conditions. In this section, we introduce the definitions of mth-
order generalized contingent epiderivative and adjacent epiderivative, and then investigate their
properties under the condition that the set-valued mapping is C-convex.
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Definition 3.1. Let H ⊂ Y . ȳ ∈ H is said to be a minimal point of H if H ∩ (ȳ − C) = {ȳ}. The
set of all minimal elements of H is denoted by MinC H . If H = ∅, we define MinC H = ∅.

Let X,Y be normed spaces and F :X → 2Y be a set-valued map.

Definition 3.2.

(i) The mth-order generalized contingent epiderivative D
(m)
g F (x0, y0, u1, v1, . . . , um−1, vm−1)

of F at (x0, y0) ∈ graph(F ) for vectors (u1, v1), . . . , (um−1, vm−1) is the set-valued map
from X to Y defined by

D(m)
g F (x0, y0, u1, v1, . . . , um−1, vm−1)(x)

= MinC

{
y ∈ Y

∣∣ y ∈ D(m)F+(x0, y0, u1, v1, . . . , um−1, vm−1)(x)
}

= MinC

{
y ∈ Y

∣∣ (x, y) ∈ T
(m)
epi(F )(x0, y0, u1, v1, . . . , um−1, vm−1)

}
,

x ∈ dom
[
D(m)F+(x0, y0, u1, v1, . . . , um−1, vm−1)

]
.

(ii) The mth-order generalized adjacent epiderivative D
�(m)
g F (x0, y0, u1, v1, . . . , um−1, vm−1)

of F at (x0, y0) ∈ graph(F ) for vectors (u1, v1), . . . , (um−1, vm−1) is the set-valued map
from X to Y defined by

D�(m)
g F (x0, y0, u1, v1, . . . , um−1, vm−1)(x)

= MinC

{
y ∈ Y

∣∣ y ∈ D�(m)F+(x0, y0, u1, v1, . . . , um−1, vm−1)(x)
}

= MinC

{
y ∈ Y

∣∣ (x, y) ∈ T
�(m)

epi(F )(x0, y0, u1, v1, . . . , um−1, vm−1)
}
,

x ∈ dom
[
D�(m)F+(x0, y0, u1, v1, . . . , um−1, vm−1)

]
.

Now we give two examples to explain Definition 3.2.

Example 3.1. Let F : [0,+∞) → 2R2
be a set-valued map given by

F(x) = {
(y1, y2) ∈ R2

∣∣ 2x � y2
1 + y2 � 2(x − y1 − y2)

2},
and C = R2+. Take a point (x0, (y0

1 , y0
2)) = (0, (1,−1)) ∈ graph(F ). Then,

Tgraph(F )

(
x0,

(
y0

1 , y0
2

)) = {(
u, (v1, v2)

) ∈ R3
∣∣ 2u � 2v1 + v2 � 0

}
,

and

Tepi(F )

(
x0,

(
y0

1 , y0
2

)) = {(
u, (v1, v2)

) ∈ R3
∣∣ 2u � 2v1 + v2

}
.

Take (u0, (v0
1, v0

2)) = (−1, (−1,0)) ∈ Tepi(F )(x
0, (y0

1 , y0
2)). Then,

T
(2)
graph(F )

(
x0,

(
y0

1 , y0
2

)
, u0,

(
v0

1, v0
2

)) = T
(2)
epi(F )

(
x0,

(
y0

1 , y0
2

)
, u0,

(
v0

1, v0
2

))
= {(

u, (v1, v2)
) ∈ R3

∣∣ 2u � 2v1 + v2 + 1
}
.

Thus, we have

DgF
(
x0,

(
y0

1 , y0
2

))
(u) = {

(v1, v2) ∈ R2
∣∣ 2u = 2v1 + v2

}
, u ∈ R,

and

D(2)
g F

(
x0,

(
y0

1 , y0
2

)
, u0,

(
v0

1, v0
2

))
(u) = {

(v1, v2) ∈ R2
∣∣ 2u = 2v1 + v2 + 1

}
, u ∈ R.
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Example 3.2. If F :X → Y is a single-valued map which is twice continuously differentiable
around a point x0 ∈ K ⊂ X, then the second-order contingent derivative of the restriction F+|K
of F+ to K at x0 in a direction u1 is given by the formula

D(2)(F+|K)
(
x0,F (x0), u1,∇F(x0)(u1)

)
(x) = ∇F(x0)(x) + 1

2
∇2F(x0)(u1, u1) + C,

whenever x ∈ T
(2)
K (x0, u1) and ∇(m)F (x0), (m = 1,2) denotes the mth-order derivative of F

at x0. It is empty when x /∈ T
(2)
K (x0, u1).

The proof of this fact is similar to the proof of [1, Proposition 5.6.2]. Then, we have

D(2)
g (F |K)

(
x0,F (x0), u1,∇F(x0)(u1)

)
(x) = ∇F(x0)(x) + 1

2
∇2F(x0)(u1, u1),

whenever x ∈ T
(2)
K (x0, u1). It is empty when x /∈ T

(2)
K (x0, u1).

Definition 3.3. (See [12].)

(i) The cone C is called Daniell, if any decreasing sequence in Y having a lower bound con-
verges to its infimum.

(ii) A subset H of Y is said to be minorized, if there is a y ∈ Y so that H ⊂ {y} + C.
(iii) The domination property is said to hold for a subset H of Y if H ⊂ MinC H + C.

Now we give an existence theorem of D
(m)
g F and D

�(m)
g F .

Theorem 3.1. Let C be a closed pointed convex cone and let C be Daniell.

(i) Suppose that for every x ∈ Ω := dom[D(m)F+(x0, y0, u1, v1, . . . , um−1, vm−1)], the set
P(x) := {y ∈ Y | (x, y) ∈ T

(m)
epi(F )(x0, y0, u1, v1, . . . , um−1, vm−1)} is minorized. Then for all

x ∈ Ω , D
(m)
g F (x0, y0, u1, v1, . . . , um−1, vm−1)(x) exists.

(ii) Suppose that for every x ∈ Ω := dom[D�(m)F+(x0, y0, u1, v1, . . . , um−1, vm−1)], the set
P(x) := {y ∈ Y | (x, y) ∈ T

�(m)

epi(F )(x0, y0, u1, v1, . . . , um−1, vm−1)} is minorized. Then for all

x ∈ Ω , D
�(m)
g F (x0, y0, u1, v1, . . . , um−1, vm−1)(x) exists.

Proof. From Remark 2.1(b) we know, mth-order contingent set and mth-order adjacent set are
closed. Then we can prove it as the proof of Theorem 2 in [3]. �

Now we discuss a crucial proposition of mth-order generalized adjacent epiderivative and
contingent epiderivative. By using the basic idea of Theorem 4.1 in [10], we have the following
result.

Proposition 3.1. Let F be C-convex on a nonempty convex subset E ⊂ X. Let x0 ∈ E, y0 ∈
F(x0), u1, . . . , um−1 ∈ E and v1 ∈ F(u1) + C, . . . , vm−1 ∈ F(um−1) + C. If D

�(m)
g F (x0, y0,

u1 − x0, v1 − y0, . . . , um−1 − x0, vm−1 − y0)(x − x0) �= ∅ and the set P(x − x0) := {y ∈ Y |
(x − x0, y) ∈ T

�(m)

epi(F )(x0, y0, u1 − x0, v1 − y0, . . . , um−1 − x0, vm−1 − y0)} fulfills the domination
property for all x ∈ E, then for all x ∈ E,

F(x) − y0 ⊂ D�(m)
g F (x0, y0, u1 − x0, v1 − y0, . . . , um−1 − x0, vm−1 − y0)(x − x0) + C.
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Proof. Take any x ∈ E and y ∈ F(x). For arbitrary sequence {λn} ⊂ (0,1) with λn → 0, since
E is convex and F is C-convex, we have

x0 + λm
n

2
(x − x0) =

(
1 − λm

n

2

)
x0 + λm

n

2
x ∈ E,

x0 + λm−1
n (um−1 − x0) = (

1 − λm−1
n

)
x0 + λm−1

n um−1 ∈ E,

and

y0 + λm
n

2
(y − y0) =

(
1 − λm

n

2

)
y0 + λm

n

2
y ∈ F

(
x0 + λm

n

2
(x − x0)

)
+ C,

y0 + λm−1
n (vm−1 − y0) = (

1 − λm−1
n

)
y0 + λm−1

n vm−1 ∈ F
(
x0 + λm−1

n (um−1 − x0)
) + C.

Consequently by the convexity again we get

x0 + λm−1
n

2
(um−1 − x0) + λm

n

22
(x − x0) ∈ E,

and

y0 + λm−1
n

2
(vm−1 − y0) + λm

n

22
(y − y0)

∈ F

(
x0 + λm−1

n

2
(um−1 − x0) + λm

n

22
(x − x0)

)
+ C.

Proceed with the above process, we have the following sequence {(xn, yn)} satisfying

xn := x0 + λn

2
(u1 − x0) + · · · + λm−1

n

2m−1
(um−1 − x0) + λm

n

2m
(x − x0) ∈ E,

and

yn := y0 + λn

2
(v1 − y0) + · · · + λm−1

n

2m−1
(vm−1 − y0) + λm

n

2m
(y − y0) ∈ F(xn) + C.

Hence, (xn, yn) ∈ epi(F ). Moreover, we obtain

(xn, yn) − (x0, y0) − λn(
u1−x0

2 ,
v1−y0

2 ) − · · · − λm−1
n (

um−1−x0
2m−1 ,

vm−1−y0
2m−1 )

λm
n

= 1

2m
(x − x0, y − y0).

It follows that

1

2m
(x − x0, y − y0)

∈ T
�(m)

epi(F )

(
(x0, y0),

1

2
(u1 − x0, v1 − y0), . . . ,

1

2m−1
(um−1 − x0, vm−1 − y0)

)
.

By Remark 2.1(b), we have

(x − x0, y − y0) ∈ T
�(m)

epi(F )(x0, y0, u1 − x0, v1 − y0, . . . , um−1 − x0, vm−1 − y0),

i.e., y − y0 ∈ P(x − x0). By the definition of D
�(m)
g F and the domination property, we have

P(x − x0) ⊂ D�(m)
g F (x0, y0, u1 − x0, v1 − y0, . . . , um−1 − x0, vm−1 − y0)(x − x0) + C.
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Thus, F(x) − y0 ⊂ D
�(m)
g F (x0, y0, u1 − x0, v1 − y0, . . . , um−1 − x0, vm−1 − y0)(x − x0) + C.

The proof is complete. �
Corollary 3.1. Let F be C-convex on a nonempty convex subset E ⊂ X. Let x0 ∈ E, y0 ∈ F(x0),
u1, . . . , um−1 ∈ E and v1 ∈ F(u1) + C, . . . , vm−1 ∈ F(um−1) + C. If D

(m)
g F (x0, y0, u1 − x0,

v1 − y0, . . . , um−1 − x0, vm−1 − y0)(x − x0) �= ∅ and the set P(x − x0) := {y ∈ Y | (x − x0, y) ∈
T

(m)
epi(F )

(x0, y0, u1 − x0, v1 − y0, . . . , um−1 − x0, vm−1 − y0)} fulfills the domination property for

all x ∈ E, then for all x ∈ E,

F(x) − y0 ⊂ D(m)
g F (x0, y0, u1 − x0, v1 − y0, . . . , um−1 − x0, vm−1 − y0)(x − x0) + C.

Proof. Since F is C-convex and (ui, vi) ∈ epi(F ), i = 1, . . . ,m − 1, by Proposition 2.2, we
get that T

(m)
epi(F )(x0, y0, u1 − x0, v1 − y0, . . . , um−1 − x0, vm−1 − y0) = T

�(m)

epi(F )(x0, y0, u1 − x0,

v1 − y0, . . . , um−1 − x0, vm−1 − y0). It follows from Proposition 3.1 that

F(x) − y0 ⊂ D(m)
g F (x0, y0, u1 − x0, v1 − y0, . . . , um−1 − x0, vm−1 − y0)(x − x0) + C.

Thus, the proof is complete. �
4. Set-valued optimization and higher order optimality conditions

In this section, we introduce a set-valued optimization problem, and then establish higher
order necessary optimality conditions of the set-valued optimization problem by virtue of the
mth-order generalized adjacent epiderivative and contingent epiderivative. Consider the follow-
ing constrained set-valued optimization problem (GVOP):{

min F(x)

s.t. x ∈ S, G(x) ∩ −D �= ∅.

A triple (x, y, z) ∈ S × Y × Z is said to be feasible if x ∈ dom(F ) ∩ dom(G), y ∈ F(x) and
z ∈ G(x) ∩ −D.

Set

A = {
x ∈ S: G(x) ∩ −D �= ∅}

and F(A) =
⋃{

F(x): x ∈ A
}
.

The notation (F,G)(x) is used to denote F(x) × G(x). The notations FA and GA are used to
denote the restriction of F to A and G to A, respectively.

Definition 4.1. (See [2].) Suppose that C has a base B . A pair (x0, y0) with x0 ∈ A and y0 ∈
F(x0) is called a Henig efficient solution of (GVOP) if for some 0 < ε < δ,(

F(A) − y0
) ∩ − intCε(B) = ∅.

Theorem 4.1. Suppose that C has a base B and intD �= ∅. Let (ui, vi − y0,wi) ∈ X × (−C) ×
(−D), i = 1, . . . ,m − 1. Let (x0, y0) ∈ graph(F ) and δ = inf{‖b‖: b ∈ B}. If (x0, y0) is a Henig
efficient solution of (GVOP), then for some 0 < ε < δ and for any z0 ∈ G(x0) ∩ −D,[

D�(m)
g (F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0, . . . , um−1 − x0, vm−1 − y0,

wm−1 − z0)(x) + C × D + (θY , z0)
] ∩ − int

(
Cε(B) × D

) = ∅, (1)

for all x ∈ Ω := dom[D�(m)
g (F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0, . . . , um−1 − x0,

vm−1 − y0,wm−1 − z0)].
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Proof. Since (x0, y0) is a Henig efficient solution of (GVOP), then there exists 0 < ε < δ such
that (

F(A) − y0
) ∩ − intCε(B) = ∅. (2)

Assume that the result (1) does not hold. Then there exist x ∈ Ω , (y, z) ∈ Y × Z, c0 ∈ C and
d0 ∈ D such that

(y, z) ∈ D�(m)
g (F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0, . . . ,

um−1 − x0, vm−1 − y0,wm−1 − z0)(x), (3)

and

(y, z) + (c0, d0) + (θY , z0) = (y + c0, z + d0 + z0) ∈ − int
(
Cε(B) × D

)
. (4)

It follows from (3) and the definition of the mth-order generalized adjacent epiderivative that

(x, y, z) ∈ T
�(m)

epi(F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0, . . . ,

um−1 − x0, vm−1 − y0,wm−1 − z0).

So, for any sequence {hn} with hn → 0+, there exists {(xn, yn, zn)} with (xn, yn, zn) ∈ epi(F,G)

such that

(xn, yn, zn) − (x0, y0, z0)

hm
n

− hn(u1 − x0, v1 − y0,w1 − z0)

hm
n

− · · ·

− hm−1
n (um−1 − x0, vm−1 − y0,wm−1 − z0)

hm
n

→ (x, y, z). (5)

From (4) and (5), there exists sufficiently large N > 0 such that hn + · · · + hm
n < 1 and

(yn, zn) − (y0, z0) − hn(v1 − y0,w1 − z0) − · · · − hm−1
n (vm−1 − y0,wm−1 − z0)

hm
n

+ (c0, d0) + (θY , z0) ∈ − int
(
Cε(B) × D

)
, for n � N.

It follows from hn > 0, Cε(B) and D are cones that

yn − y0 − hn(v1 − y0) − · · · − hm−1
n (vm−1 − y0) + hm

n c0 ∈ − intCε(B),

for n � N, (6)

and

zn − z0 − hn(w1 − z0) − · · · − hm−1
n (wm−1 − z0) + hm

n z0 + hm
n d0 ∈ − intD,

for n � N. (7)

Since vi − y0 ∈ −C, i = 1, . . . ,m − 1, and C is a convex cone,

hn(v1 − y0) + · · · + hm−1
n (vm−1 − y0) ∈ −C.

Then, by (6), we have

yn − y0 + hm
n c0 ∈ − intCε(B) − C = − intCε(B),

and

yn − y0 ∈ − intCε(B) − C = − intCε(B), for all n � N.
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Similarly, it follows from z0,w1, . . . ,wm−1 ∈ −D and D is a convex cone that(
1 − hn − · · · − hm−1

n − hm
n

)
z0 + hnw1 + · · · + hm−1

n wm−1 ∈ −D.

Then, from (7), we get

zn ∈ − intD − D = − intD, for all n � N.

Since (xn, yn, zn) ∈ epi(F,G), there exist ȳn ∈ F(xn) and z̄n ∈ G(xn) such that yn ∈ ȳn + C and
zn ∈ z̄n + D. Then, for all n � N ,

ȳn − y0 ∈ yn − C − y0 ⊂ − intCε(B) − C = − intCε(B),

and

z̄n ∈ zn − D ⊂ − intD − D = − intD.

So, (xn, ȳn, z̄n) is a feasible triple for every n � N and ȳn − y0 ∈ − intCε(B), which contra-
dicts (2). Thus, (1) holds and the proof is complete. �

From the proof process of Theorem 4.1, we have the following result.

Theorem 4.2. Suppose that C has a base B and intD �= ∅. Let (ui, vi,wi) ∈ X × (−C)× (−D),
i = 1, . . . ,m−1. Let (x0, y0) ∈ graph(F ) and δ = inf{‖b‖: b ∈ B}. If (x0, y0) is a Henig efficient
solution of (GVOP), then for some 0 < ε < δ and for any z0 ∈ G(x0) ∩ −D,[

D�(m)
g (F,G)(x0, y0, z0, u1, v1,w1, . . . , um−1, vm−1,wm−1)(x) + C × D + (θY , z0)

]
∩ − int

(
Cε(B) × D

) = ∅,

for all x ∈ dom[D�(m)
g (F,G)(x0, y0, z0, u1, v1,w1, . . . , um−1, vm−1,wm−1)].

Remark 4.1. If we use mth-order generalized contingent epiderivative instead of the mth-order
generalized adjacent epiderivative in Theorems 4.1 and 4.2, then the corresponding results for
mth-order generalized contingent epiderivative still hold.

Now we give an example to illustrate the necessary optimality conditions for the mth-order
generalized contingent epiderivative, where we only take m = 1,2.

Example 4.1. Suppose that X = Z = R, S = [0,1] ⊂ X, Y = R2, C = R2+ and D = R+. Let
F :S → 2Y be a set-valued map with

F(x) = {
(y1, y2) ∈ R2

∣∣ y2
1 + y2

2 � x2},
and G :S → Z be a constant-valued function with

G(x) = 0.

Consider the following constrained set-valued optimization problem (GVOP):{
min F(x),

s.t. x ∈ S, G(x) ∩ −D �= ∅.

Assume that B = {(ξ1, ξ2) ∈ R2 | ξ1 + ξ2 − 1 = 0, ξ1 � 0, ξ2 � 0}. Obviously, B is a base of C

and δ = inf{‖b‖: b ∈ B} =
√

2 . Let Cε(B) = cone(B + εU) for all 0 < ε < δ, where U is the
2
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closed unit ball of Y . We can easily verify that Cε(B) ⊆ {(ξ1, ξ2) ∈ R2 | ξ1 + ξ2 > 0} for all
0 < ε < δ, so that − intCε(B) ⊂ {(ξ1, ξ2) ∈ R2 | ξ1 + ξ2 < 0}.

Let (x0, y0) = (1, (−√
2/2,−√

2/2)) ∈ graph(F ). It follows from the definition of A that
A = [0,1]. Then, F(A) = {(ξ1, ξ2) ∈ R2 | ξ2

1 + ξ2
2 � 1} and F(A) − y0 = {(ξ1, ξ2) ∈ R2 |

(ξ1 −
√

2
2 )2 + (ξ2 −

√
2

2 )2 � 1}. Thus, (F (A) − y0) ∩ − intCε(B) = ∅ and the point (x0, y0)

is a Henig efficient solution of (GVOP). Take z0 = 0 ∈ G(x0) ∩ −R+. We have

Tepi(F,G)(x0, y0, z0)

= {(
u, (ξ1, ξ2), ξ3

) ∈ R × R2 × R
∣∣ ξ1 + ξ2 � −√

2u, ξ3 � 0, u � 0
}
,

Dg(F,G)(x0, y0, z0)(u)

= {(
(ξ1, ξ2), ξ3

) ∈ R2 × R
∣∣ ξ1 + ξ2 = −√

2u, ξ3 = 0
}
, u ∈ R−,

and

dom
[
Dg(F,G)(x0, y0, z0)

] = R−.

Thus,
[
Dg(F,G)(x0, y0, z0)(u) + R2+ × R+ + (

(0,0),0
)] ∩ − int

(
Cε(B) × D

)
= {(

(ξ1, ξ2), ξ3
) ∈ R2 × R

∣∣ ξ1 + ξ2 � −√
2u, ξ3 � 0

} ∩ − int
(
Cε(B) × D

) = ∅,

for all u ∈ dom[Dg(F,G)(x0, y0, z0)] and the 1th-order necessary optimality condition holds.

Take u1 = 1+
√

2
2 , v1 = (−1−

√
2

2 ,−
√

2
2 ), and w1 = 0 ∈ −R+. Then, u1 −x0 =

√
2

2 , v1 −y0 =
(−1,0) ∈ −R2+, and w1 − z0 = 0. We have

T
(2)
epi(F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0)

= {(
u, (ξ1, ξ2), ξ3

) ∈ R × R2 × R
∣∣ ξ1 + ξ2 � −√

2u + √
2/4, ξ3 � 0, u � 0

}
,

D(2)
g (F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0)(u)

= {(
(ξ1, ξ2), ξ3

) ∈ R2 × R
∣∣ ξ1 + ξ2 = −√

2u + √
2/4, ξ3 = 0

}
, u ∈ R−,

and

dom
[
D(2)

g (F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0)
] = R−.

Thus,
[
D(2)

g (F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0)(u) + R2+ × R+ + (
(0,0),0

)]
∩ − int

(
Cε(B) × D

) = ∅,

for all u ∈ dom[D(2)
g (F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0)] and the 2th-order necessary

optimality condition holds.

5. Higher order Fritz John type optimality conditions

In this section, we establish higher order Fritz John type necessary and sufficient optimality
conditions of the set-valued optimization problem by virtue of the mth-order generalized adjacent
epiderivative and contingent epiderivative. Firstly, we state two results in [5].
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Lemma 5.1. (See [5].) For any ε ∈ (0, δ), Cε(B)∗ \ {θY ∗} ⊂ C	(B).

Lemma 5.2. (See [5].) For any f ∈ C	(B), there exists 0 < ε < δ with f ∈ Cε(B)∗ \ {θY ∗}.

Theorem 5.1. Suppose that the following conditions are satisfied:

(i) F and G are C-convex and D-convex on the convex set S, respectively;
(ii) (ui, vi − y0,wi) ∈ X × (−C) × (−D), i = 1, . . . ,m − 1 and (x0, y0) ∈ graph(F );

(iii) C has a base B , intD �= ∅ and δ = inf{‖b‖: b ∈ B};
(iv) P(x) := {(y, z) ∈ Y × Z | (x, y, z) ∈ T

�(m)

epi(F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0, . . . ,

um−1 − x0, vm−1 − y0,wm−1 − z0)} fulfills the domination property for all x ∈ S and
(θY , θZ) ∈ P(θX);

(v) (x0, y0) is a Henig efficient solution of (GVOP).

Then, for any z0 ∈ G(x0) ∩ −D, there exist λ ∈ C	(B) ∪ {θY ∗} and μ ∈ D∗, but not both being
zero functionals, such that

μ(z0) = 0 and λ(y) + μ(z) � 0,

for all (y, z) ∈ D
�(m)
g (F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0, . . . , um−1 − x0, vm−1 − y0,

wm−1 − z0)(x) and x ∈ Ω := dom[D�(m)
g (F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0, . . . ,

um−1 − x0, vm−1 − y0,wm−1 − z0)].

Proof. Let z0 ∈ G(x0) ∩ −D. Define

M =
⋃
x∈Ω

D�(m)
g (F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0, . . . ,

um−1 − x0, vm−1 − y0,wm−1 − z0)(x) + C × D + (θY , z0).

First we prove that M is convex by proving that M0 = M − (θY , z0) is convex. Let
(yi, zi) ∈ M0, i = 1,2. Then there exist xi ∈ Ω , (y′

i , z
′
i ) ∈ D

�(m)
g (F,G)(x0, y0, z0, u1 − x0,

v1 − y0,w1 − z0, . . . , um−1 − x0, vm−1 − y0,wm−1 − z0)(xi) and (ci, di) ∈ C × D such that

(yi, zi) = (
y′
i , z

′
i

) + (ci, di), i = 1,2.

By the definition of D
�(m)
g (F,G), we have

(
xi, y

′
i , z

′
i

) ∈ T
�(m)

epi(F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0, . . . ,

um−1 − x0, vm−1 − y0,wm−1 − z0), i = 1,2.

Since F and G are cone-convex, so is the map (F,G). Hence the epigraph epi(F,G) is a con-
vex set. Thus by Proposition 2.1, T

�(m)

epi(F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0, . . . , um−1 − x0,

vm−1 − y0,wm−1 − z0) is a convex set. Therefore for any t ∈ [0,1],
t
(
x1, y

′
1, z

′
1

) + (1 − t)
(
x2, y

′
2, z

′
2

) ∈ T
�(m)

epi(F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0, . . . ,

um−1 − x0, vm−1 − y0,wm−1 − z0).

By the domination property, we have
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t
(
y′

1, z
′
1

) + (1 − t)
(
y′

2, z
′
2

)
∈ D�(m)

g (F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0, . . . ,

um−1 − x0, vm−1 − y0,wm−1 − z0)
(
tx1 + (1 − t)x2

) + C × D.

Then, t (y1, z1) + (1 − t)(y2, z2) = t (y′
1, z

′
1) + (1 − t)(y′

2, z
′
2) + t (c1, d1) + (1 − t)(c2, d2) ∈ M0,

i.e., M0 is convex. Thus, M is convex. By Theorem 4.1, it is clearly that

M ∩ − int
(
Cε(B) × D

) = ∅.

By the separation theorem for convex sets, there exist λ ∈ Y ∗ and μ ∈ Z∗, not both zero func-
tionals, and a real number γ such that

λ(ȳ) + μ(z̄) < γ � λ(ỹ) + μ(z̃), for all ȳ ∈ − intCε(B), z̄ ∈ − intD, (ỹ, z̃) ∈ M. (8)

It follows from (ȳ, z̄) ∈ − int(Cε(B) × D) and (8) that

λ(ȳ) + μ(z̄) � 0, for all ȳ ∈ − intCε(B), z̄ ∈ − intD, (9)

and

0 � λ(ỹ) + μ(z̃), for all (ỹ, z̃) ∈ M. (10)

Then, by (9), we have

λ(ȳ) � 0, for all ȳ ∈ − intCε(B),

and

μ(z̄) � 0, for all z̄ ∈ − intD.

Thus, λ ∈ Cε(B)∗ and μ ∈ D∗. By Lemma 5.1, λ ∈ C	(B) ∪ {θY ∗}. Since P(x) fulfills the
domination property for all x ∈ S,

P(x) ⊆ D�(m)
g (F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0, . . . ,

um−1 − x0, vm−1 − y0,wm−1 − z0)(x) + C × D, for all x ∈ Ω.

Then, we have⋃
x∈Ω

P(x) ⊆ M − (θY , z0).

It follows from (θY , θZ) ∈ P(θX) that

(θY , θZ) ∈ M − (θY , z0),

i.e.,

(θY , z0) ∈ M.

From (10), we have

μ(z0) � 0. (11)

It follows from z0 ∈ −D and μ ∈ D∗ that

μ(z0) � 0. (12)

Then, by (11) and (12), we get

μ(z0) = 0.
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Thus, it follows from (10) that

λ(y) + μ(z) � 0,

for all (y, z) ∈ D
�(m)
g (F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0, . . . , um−1 − x0, vm−1 − y0,

wm−1 − z0)(x) and x ∈ Ω . The proof is complete. �
Similarly as in the proof of Theorem 5.1, we have the following result.

Theorem 5.2. Suppose that the following conditions are satisfied:

(i) F and G are C-convex and D-convex on the convex set S, respectively;
(ii) (ui, vi,wi) ∈ X × (−C) × (−D), i = 1, . . . ,m − 1 and (x0, y0) ∈ graph(F );

(iii) C has a base B , intD �= ∅ and δ = inf{‖b‖: b ∈ B};
(iv) P(x) := {(y, z) ∈ Y × Z | (x, y, z) ∈ T

�(m)

epi(F,G)(x0, y0, z0, u1, v1,w1, . . . , um−1, vm−1,

wm−1)} fulfills the domination property for all x ∈ S and (θY , θZ) ∈ P(θX);
(v) (x0, y0) is a Henig efficient solution of (GVOP).

Then, for any z0 ∈ G(x0) ∩ −D, there exist λ ∈ C	(B) ∪ {θY ∗} and μ ∈ D∗, but not both being
zero functionals, such that

μ(z0) = 0 and λ(y) + μ(z) � 0,

for all (y, z) ∈ D
�(m)
g (F,G)(x0, y0, z0, u1, v1,w1, . . . , um−1, vm−1,wm−1)(x) and

x ∈ dom
[
D�(m)

g (F,G)(x0, y0, z0, u1, v1,w1, . . . , um−1, vm−1,wm−1)
]
.

Remark 5.1. If F and G are C-convex and D-convex on the convex set S, respectively, it follows
from Proposition 2.2 that

D(m)
g (F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0, . . . , um−1 − x0, vm−1 − y0,

wm−1 − z0)(x)

= D�(m)
g (F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0, . . . , um−1 − x0, vm−1 − y0,

wm−1 − z0)(x),

for any x ∈ Ω. Thus, if we use mth-order generalized contingent epiderivative instead of the
mth-order generalized adjacent epiderivative in Theorem 5.1, then, the corresponding result for
mth-order generalized contingent epiderivative still holds.

The following example illustrates the Fritz John type necessary optimality conditions for the
mth-order generalized contingent epiderivative. Here we only take m = 1,2 yet.

Example 5.1. Suppose that X = Y = Z = R, S = [−1,1] ⊂ X and C = D = R+. Let F :S → 2Y

with

F(x) = {
y ∈ R

∣∣ x4 � y � 1
}
,

and G :S → Z be a real-valued function with

G(x) = 2x − 1.
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Naturally, F and G are two R+-convex functions on the convex set [−1,1], respectively. Con-
sider the following constrained set-valued optimization problem (GVOP):{

min F(x),

s.t. x ∈ S, G(x) ∩ −D �= ∅.

By the definition of A, we have

A = {
x ∈ [−1,1] | G(x) ∩ −R+ �= ∅} = {

x ∈ [−1,1] | 2x − 1 � 0
} = [−1,1/2],

and

F(A) =
⋃

x∈[−1,1/2]
F(x) = [0,1].

Obviously, B = 1 is a base of C and δ = 1. Let Cε(B) = cone(B + εU) for all 0 < ε < δ, where
U is the closed unit ball of R.

Let (x0, y0) = (0,0) ∈ graph(F ). Since (F (A) − y0) ∩ − intCε(B) = ∅, the point (x0, y0) is
a Henig efficient solution of (GVOP). It follows from the definitions of F and G that

epi(F,G) = {(
x, (y, z)

) ∈ R × R2
∣∣ y � x4, z � 2x − 1, −1 � x � 1

}
.

Take z0 = −1 ∈ G(x0) ∩ −R+. Then, we have

Tepi(F,G)(x0, y0, z0) = {(
x, (y, z)

) ∈ R × R2
∣∣ y � 0, z � 2x

}
,

and

Dg(F,G)(x0, y0, z0)(x) = {
(y, z) ∈ R2

∣∣ y = 0, z = 2x
}
, x ∈ R.

Let P(x) = {(y, z) ∈ R2 | (x, y, z) ∈ Tepi(F,G)(x0, y0, z0)}. It is easy to verify that P(x) fulfills
the domination property and (0,0) ∈ P(0). Then, by Remark 5.1, we have that the conditions of
Theorem 5.1 are satisfied. Take λ > 0 and μ = 0. Thus, for any (y, z) ∈ Dg(F,G)(x0, y0, z0)(x)

and x ∈ R, we have

λ(y) + μ(z) = 0 and μ(z0) = 0,

which shows that the 1th-order Fritz John type necessary optimality condition of Theorem 5.1
holds.

Take u1 = 1/4, v1 = 0, and w1 = −1/2 ∈ −R+. Then, u1 − x0 = 1/4, v1 − y0 = 0 ∈ −R+,
and w1 − z0 = 1/2. We have

T
(2)
epi(F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0) = {(

x, (y, z)
) ∈ R × R2

∣∣ y � 0, z � 2x
}
,

and

D(2)
g (F,G)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0)(x)

= {
(y, z) ∈ R2

∣∣ y = 0, z = 2x
} = Dg(F,G)(x0, y0, z0)(x), x ∈ R. (13)

Hence, it follows from (13) that the conditions of Theorem 5.1 are satisfied for D
(2)
g (F,G)(x0,

y0, z0, u1 − x0, v1 − y0,w1 − z0). Simultaneously, take λ > 0 and μ = 0. We have that the 2th-
order Fritz John type necessary optimality condition of Theorem 5.1 holds.

Now we give sufficient conditions involving multiplier rule for the problem (GVOP).
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Theorem 5.3. Suppose that the following conditions are satisfied:

(i) F and G are C-convex and D-convex on the nonempty convex set S ⊂ dom(F ) ∩ dom(G),
respectively;

(ii) A = {x ∈ S: G(x) ∩ −D �= ∅}, u1, . . . , um−1 ∈ A, v1 ∈ F(u1) + C, . . . , vm−1 ∈
F(um−1) + C, w1 ∈ G(u1) + D, . . . ,wm−1 ∈ G(um−1) + D, (x0, y0) ∈ graph(F ) and B

is a base of C;
(iii) P(x−x0) := {(y, z) ∈ Y ×Z | (x−x0, y, z) ∈ T

�(m)

epi(F,G)
(x0, y0, z0, u1 −x0, v1 −y0,w1 −z0,

. . . , um−1 − x0, vm−1 − y0,wm−1 − z0)} fulfills the domination property for all x ∈ S;
(iv) There exist z0 ∈ G(x0) ∩ −D, λ ∈ C	(B), and μ ∈ D∗ such that

μ(z0) = 0 and λ(y) + μ(z) � 0,

for all (y, z) ∈ D
�(m)
g (FA,GA)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0, . . . , um−1 − x0,

vm−1 − y0,wm−1 − z0)(x − x0) and x ∈ A.

Then (x0, y0) is a Henig efficient solution of (GVOP).

Proof. Since λ ∈ C	(B), by Lemma 5.2, there exists ε ∈ (0, δ) such that λ ∈ Cε(B)∗ \ {θY ∗}.
Assume that(

F(A) − y0
) ∩ − intCε(B) �= ∅. (14)

Then, there exist x′ ∈ A and y′ ∈ F(x′) such that y′ −y0 ∈ − intCε(B). Since x′ ∈ A, there exists
z′ ∈ G(x′) ∩ −D. By the domination property and Proposition 3.1, we have

(y′ − y0, z
′ − z0)

∈ D�(m)
g (FA,GA)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0, . . . ,

um−1 − x0, vm−1 − y0,wm−1 − z0)(x
′ − x0) + C × D.

Thus,

λ(y′ − y0 − c) + μ(z′ − z0 − d) � 0, for any c ∈ C, d ∈ D. (15)

Since y′ −y0 ∈ − intCε(B), then y′ −y0 −c ∈ − intCε(B)−C = − intCε(B), and λ ∈ Cε(B)∗ \
{θY ∗}, hence λ(y′ − y0 − c) < 0. Since z′ ∈ G(x′)∩−D, μ(z0) = 0 and μ ∈ D∗, we have μ(z′ −
z0 − d) = μ(z′) − μ(d) � 0. Thus,

λ(y′ − y0 − c) + μ(z′ − z0 − d) < 0,

which contradicts (15). Then, (14) does not hold, namely, (F (A) − y0) ∩ − intCε(B) = ∅. Thus,
(x0, y0) is a Henig efficient solution of (GVOP) and the proof is complete. �
Theorem 5.4. Suppose that the following conditions are satisfied:

(i) F and G are C-convex and D-convex on the nonempty convex set S ⊂ dom(F ) ∩ dom(G),
respectively;

(ii) A = {x ∈ S: G(x) ∩ −D �= ∅}, u1, . . . , um−1 ∈ A, v1 ∈ F(u1) + C, . . . , vm−1 ∈
F(um−1) + C, w1 ∈ G(u1) + D, . . . ,wm−1 ∈ G(um−1) + D, (x0, y0) ∈ graph(F ) and B

is a base of C;
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(iii) P(x−x0):= {(y, z) ∈ Y ×Z | (x−x0, y, z) ∈ T
(m)
epi(F,G)(x0, y0, z0, u1 −x0, v1 −y0,w1 −z0,

. . . , um−1 − x0, vm−1 − y0,wm−1 − z0)} fulfills the domination property for all x ∈ S;
(iv) There exist z0 ∈ G(x0) ∩ −D, λ ∈ C	(B), and μ ∈ D∗ such that

μ(z0) = 0 and λ(y) + μ(z) � 0

for all (y, z) ∈ D
(m)
g (FA,GA)(x0, y0, z0, u1 − x0, v1 − y0,w1 − z0, . . . , um−1 − x0,

vm−1 − y0,wm−1 − z0)(x − x0) and x ∈ A.

Then (x0, y0) is a Henig efficient solution of (GVOP).

Proof. The conclusion can be directly obtained similarly as in the proof of Theorem 5.3 and
Corollary 3.1. �
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