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i .  INTRODUCTION 

This paper is primarily concerned with the use of the symmetric 
successive overrelaxation method (SSOR Method) for solving systems 
of linear algebraic equations of the form 

A u  = b. (1 .1)  

Here A is a given real N × N matrix, b is a given real N × 1 columr~ 
matrix, and the N × 1 column matrix u is to be determined. We assume 
throughout the paper that the matrix A is symmetric and positive 
definite. 1 

Particular attention will be given to linear systems arising from the 

* This  work was supported, in part, by the U. S. Army Research Office (Durham) 
under  grant DA-ARO-D-31-124-72-G34 at The  University of Texas at Austin. 

1 Here we mean positive definite in the sense of [25, Chap. 2.] In particular, the condi- 
tion implies that A is nonsingular, that the diagonal elements of A are positive, and that  
the eigenvalues of A are real and positive. 
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solution by finite difference methods of boundary value problems 
involving the elliptic partial differential equation 

3 (d 0~-~) -t - 3 (C 3u) + F u  = G (1.2) 

where A,  C, F, and G are functions of x and y such that .// > 0, C > 0, 
and F ~< 0 in the region under consideration. For such problems, which 
we refer to as "generalized Dirichlet problems," the matrix d is usually 
very large and very sparse. 

Our object is to present a readable and largely self-contained treatment 
of the SSOR method. In particular, we give a procedure for estimating 
the relaxation factor ~o and for obtaining a bound on the spectral radius 
of ~9°~, the matrix corresponding to the SSOR method. To determine 
the estimate and bound, respectively, one needs bounds on the eigen- 
values of B and of LU.  Here B is the matrix of the Jaeobi method and 
is given by 

B = I -- D-IA (1.3) 

where D is the diagonal matrix with the same diagonal elements as A. 
The  matrices L and U are strictly lower and strictly upper triangular 
matrices, respectively, such that 

L + U = B. (1.4) 

For the generalized Dirichlet problem, involving the differential Eq. (1.2), 
useful bounds for the eigenvalues of B and L U can be obtained. A 
principal result of the paper is that if A(x,  y)  and C(x, y)  are in class C (2~ 
in the region of consideration, then the number of iterations required 
using the SSOR method, combined with acceleration by semi-iteration 
or variable extrapolation, is 0(h-1/2). This compares favorably with the 
frequently used successive overrelaxation method (SOR method) where 
the number  of iterations is O(h-1). 

One important aspect of the SSOR method not covered in the paper 
is the automatic, or adaptive, determination of the iteration parameters . 
for the accelerated 8SOR method. This  subject is treated in detail by 
Benokraitis [5] for the generalized Dirichlet problem. A paper by 
Benokraitis and the author is now in preparation [6]. Further research 
is being done concerning more general systems. 
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The Jacobi method is considered in Section 2 together with a related 
method, which is referred to as the "benchmark" method. As shown in 
[29] this latter method provides a useful standard of comparison for many 
iterative methods. The Gauss-Seidel and the SOR methods are reviewed 
in Section 3 and compared with the benchmark method under certain 
assumptions on the matrix A. The SSOR method is treated in Section 4. 
Basic properties of the matrix ~ are derived and a variational principle 
is introduced for the eigenvalues of ~ .  This principle is not only useful 
in developing adaptive procedures for obtaining improved values of co, 
see [5], but can also be used to find bounds on the spectral radius S(~,c#~) 
of ~9°~ in terms of S(L U) and bounds on the eigenvalues of B. One can 
then find a value, co 1 , of co which is "good" in the sense of minimizing 
the bound of S ( ~ ) .  Under certain assumptions it is shown that the 
SSOR method, with ~o = oJ1, converges nearly as fast as the SOR 
method. 

The fact that the SSOR method, which requires about twice as much 
work per iteration as the SOR method, is somewhat slower than the SOR 
method, would at first sight seem to preclude the use of the SSOR 
method. However, because the eigenvalues of the matrix ~5:~ are real and 
nonnegative it is possible to accelerate the method using semi-iteration 
or variable extrapolation as shown in Sections 5 and 6. The resulting 
method is faster by an order-of-magnitude than the SOR method. In 
order for this gain to be possible it is sufficient that S(L U) -- ¼ be of 
the same order-of-magnitude, in some sense, as 1 -- M(B), where M(B) 
is the largest eigenvalue of B. This condition holds for the generalized 
Dirichlet problem under suitable conditions on the coefficients A(x, y) 
and C(x, y). 

The application of the results to the model problem involving Laplace's 
equation is given in Section 7. The generalized Dirichlet problem is 
treated in Section 8. A specific computational procedure for the gener- 
alized Dirichlet problem is given in Section 9. The results of numerical 
experiments are given in Section 10. These tend to confirm the theoretical 
predictions concerning the SSOR method and the comparison with the 
SOR method. The application of the accelerated SSOR method to the 
Crank-Nicolson method for solving time-dependent problems with two 
space variables is described in Section 11. A brief survey of related work 
on the SSOR method is given in Section 12. Conclusions and recom- 
mendations are given in Section 13. 
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2. T H E  JACOBI M E T H O D  AND THE " B E N C H M A R K "  M E T H O D  

Probably the simplest iterative method is the Jacobi method. Before 
defining the method in general let us consider the system (1.1) for the 
case N = 3. Thus  we have 

a, aul q-al.2u2 + a,,aua : b 1 

aeau , + a~,zu2 -}- a=.aU a : b2 

aa,lul @aa,~Ua @aa,aua = ba • 

(2.l) 

(o; 0 
D =- a2, 2 0 . 

\ 0 0 ,3 

We then rewrite (1.1) in the form 

where 

and 

u = B u + c  

B = I - -  D - 1 A  

c = D-lb .  

Here I is the identity matrix. In the case of (2.1) we have 

B 
0 bl, ~ bl,z~ 

b2a O b;.a) 

\ba,a ba,~ 

and (el) 
C ~ C2 . 

C a 

(2.2) 

(2.3) 

(2.4) 

(2.5) 

(2.6) 

Since, as stated in Section 1, we assume that the matrix A is positive 
definite, it follows that each diagonal element ai, ~ is positive. We let D 
be the diagonal matrix with the some diagonal elements as A. Thus  we 
have 
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He re  for  i, j = 

and 

1, 2, 3 we have 

hi, j 
ai.~ , j ~ i 
ai , i  

0 , j = i ,  

bi 
C i ~ - - .  

a i d  

Cor re spond ing  to (2.3) we  have 

U l = 

ui = b~aua 

bl.2u2 + ba,aUs + ca 

-? b2,au a q- c~ 

u a = bs.au 1 @ ba,2u2 + ca. 

(2.7) 

(2,8) 

(2.9) 

b u ( " ) + b  u ( " ) + c  1 1,2 2 1,3 3 

+ b u (~) + q 2,3 3 (2.11) 

T h e  Jacobi  m e t h o d  is an example  o f  a linear stationary iterative method 
o f  f irst  degree of  the  fo rm 

u (n+l) = Gu (~) + k (2.12) 

where  G is a mat r ix  such tha t  I - -  G is nons ingular  and 

k = ( I -  G ) A - l b .  (2.13) 

T h e  m e t h o d  is said to be completely consisten# with the  original sys tem 

See [25] and  [28] for  a defini t ion of  comple te  cons i s tency  and  related concepts  

I n  the case (2.1) we have 

Ul(~z+l) = 

U~ n+l) b u (~) 
2,1 1 

u(a'~+l) : b u (n) - -(n) 3,1 1 + ° s , # 2  

Here  u~ °), u~ °), and u~ °) are arbi t rary.  

u ~+1) = Bu ¢~) + c. (2.10) 

F o r  the  Jacobi method one chooses u (°) arbi t rar i ly  and t hen  compu tes  
U (1), U(2), . . .  by  
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(1.1) in the sense that the only solution of the related linear system 

u = Gu + k (2.14) 

is the solution ~ = A-lb of (1.1). 
The convergence and rapidity of convergence of a completely con- 

sistent linear stationary iterative method depend upon the spectral radius 
S(G) of the matrix G. (S(G) is the maximum of the moduli of the 
eigenvalues of G.) If  S(G) < 1, then the method converges to the 
solution ~ of (1.1) for any choice of the starting vector um). Moreover, 
roughly speaking, the "size" of the error is multiplied by S(G) on each 
iteration. Thus, the number of iterations required to reduce the size of 
the initial error, u (°~ -- ~, by a factor ~ is approximately determined by 
the equation 

S(G) n = ~. (2.15) 

Solving for n we get 

n = [--log S(G)] -1 log g-1. (2.16) 

We define the quantity 

RR(G) = [--log S(G)] -1 (2.17) 

as the reciprocal rate of convergence of the method (2.12). By (2.16), the 
number of iterations required for convergence is approximately propor- 
tional to the reciprocal rate of convergence. We remark that the rate of 
convergence, --log S(G), is often considered in the literature. 

Unfortunately, even though A is positive definite, it does not neces- 
sarily follow that the spectral radius of the Jacobi method is less than 
unity. For example, consider the positive definite matrix 

1 0.9 0.9) 
A =  09 1 0.9 

019 0.9 1 
(2.18) 

whose eigenvalues are 0.1, 0.1, 2.8. The eigenvalues of B = I -- A are 
evidently 0.9, 0.9, --  1.8. Hence S(B) = 1.8 > 1 and the Jacobi method 
is not convergent. 

For any linear system (1.1), with A positive definite, it is always 
possible to modify the Jacobi method in a simple way to obtain a con- 
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vergent method. We consider the simultaneous overrelaxation method 
( JOR method) defined by 

u (n+ll = p(Bu In) + c) + (1 -- p) u ~=) (2.19) 

(see, for instance [25]). Here p is a real parameter. I f  we rewrite (2.19) in 
the form 

u (~+1~ = u("~ + o(Bul~'~ + c - -  ul .~) ,  (2.20) 

we see that the J O R  method can be considered as an extrapolation of  
the Jacobi method, at least if p > 1. (If p < 1, it might be considered 
as an interpolation.) 

Evidently, the J O R  method has the form (2.12) with 

G --  Bp = pB + (1 -- p)I. (2.21) 

We now consider the choice of p which minimizes S(Bp).  We first note 
that, by (2.4), B is similar t o /~  where 

: D1/2BD-1/e = I - -  D-1/2A D-l/2. (2.22) 

Since D-1/2AD-1/2  is symmetric  and positive definite, it follows that the 
eigenvalues of /~ ,  and hence those of B,  are real and less than unity, 
although not necessarily less than unity in absolute value. 

We now let re(B) and M ( B )  be real numbers  such that for each 
eigenvalue/~ of B 

re(B) ~ t~ ~ M(B) .  (2.23) 

Evidently we have m(B)  <~ 0 <~ M ( B ) .  This follows since the diagonal 
elements, and hence the trace, of B vanish. Since the sum of the eigen- 
values of B is equal to the trace of B, (2.23) follows. 

By (2.21) we have 

S(Bo) = max p/~ @ 1 -- p [. 
m(B)<~z~M(B) 

(2.24) 

It  is easy to show that S(Bo)  is minimized with respect to p if 

2 
P = P = 2 - -  M(B)  - -  re(B) (2.25) 
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and that the corresponding value of S(B~) is given by 

M ( B ) - - m ( B )  
S ( B o ) = 2 _ M ( B ) _ m ( B ) "  (2.26) 

We define the method given by 

u (~+1) = ~(Bu(") + c) + ( 1  - if) u (n)  (2.27) 

as the benchmark method. The term "benchmark method" is used to 
indicate that the method is useful primarily for purpose of comparison 
with other methods. As we shall see later, the method is often too slow 
to be of practical use; nevertheless, it has the advantage of converging 
for any positive definite matrix (providing t5 is properly chosen) and, 
moreover, the matrix B o is similar to a symmetric matrix. This latter 
property is useful in the study of various matrix norms. However, we 
shall not use it further in this paper. 

We now express the reciprocal rate of convergence of the benchmark 
method in terms of the (spectral) condition number of the matrix A, where 

e~ = D-1/~A D-l~ 2. (2.28) 

The spectral condition number of a real square nonsingular matrix G 
is given by 

where 

K(G) = / / G  I! II G-1 II (2.29) 

i[ G 11 = (S(GGr)) 1/2. (2.30) 

Evidently, if G is a symmetric positive definite matrix, then 

M(G) (2.31) 
K ( G ) -  m(G) 

where M ( G )  and m(G) are the largest and smallest eigenvalues of G, 
respectively. 

By (2.22) and (2.28) it follows that 

re(B) = 1 -- M(A)  
(2.32) 

M(B) =- 1 -- m(A). 



THE ACCELERATED SSOR METHOD 223 

Therefore, the spectral radius of the benchmark method is given by 

S(Bo) = M(A) -- m(d) _ K(A) - -  1 (2.33) 
M(A) + m(d) K(A) + l 

The reciprocal rate of convergence is 

RR(Bp) = [--I°g-K(~)K(A) --+ i ] - 1 ~  2K(-d) (2.34) 

for large K(_d). Thus  the reciprocal rate of convergence of the benchmark 
method is approximately twice the condition number  of the matrix _d. 

We remark that the matrix _d can be obtained from the linear system 
(1.1) by a "normalization" procedure. Simply multiply both sides of (1. l) 
by D- l /2  and then replace u by D-a/2v.  One then obtains 

D-1/2A D-1/2 v ~ D-1/2b 

o r  

(2.35) 

.dr = D-1/2b. (2.36) 

3.  T H E  G A U S S - S E I D E L  M E T H O D  AND THE S O R  M E T H O D  

With the Jacobi method one does not use new values until after a 
complete iteration. However, in (2.11) one could have used u[ n+l) in the 
computation of u~ n+l). The Gauss-Seidel method is the same as the 
Jacobi method except that new values are used as soon as available. 
For the 3 by 3 system (2.1), the Gauss-Seidel method is given by 

= + bl + q 

up+l) ~ b u (n+~) + b u (~) + q (3.1) 
2,1 1 2,3 3 

g (n+ l )  ~ ]'l / l (n+l)  ~"  b u (n+l) -@ C 3 
~3;1"'1 I 3,2 2 

.We can express the Gauss-Seidel method in the form (2.12) by the 
introduction of the strictly lower triangular matrix L and the strictly 
upper triangular matrix U where 

r + U = B. (3.2) 
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Thus,  for the system (2.1) we have 

i°°i) (i 1 hi) L = b2,1 0 , U =  0 b a • (3 .3 )  

\ba a ba, 2 0 

Evidently, by (3.1) we have 

u (n+l)  = L u  In+l) @ U u  (n) -}-- C. (3.4) 

Since L is strictly lower triangular, the matrix I --  L is nonsingular, and 
we can write (3.4) in the form 

where 

u (n+l) = ,Lfu In) + ( I -  L ) - l c  (3.5) 

= (I  - -  L) -~U.  (3.6) 

The  Gauss-Seidel method converges if  A is a positive definite matrix. 
Moreover, the convergence is often somewhat better than that of the 
Jacobi method. For  example, if A is a positive definite L-matrix, 3 then  
S ( ~ )  <~ S ( B )  < 1. However, as we shall see below, in many cases 
where the Jacobi method and the benchmark method are very slow, the 
Gauss-Seidel method is not appreciably better. Frequently,  by a simple 
modification of the Gauss-Seidel method, one can obtain a substantial 
increase in the convergence rate. We define the successive over re laxa t ion  

m e t h o d  (SOR method) for the system (2.1) by 

+ b  u ( ~ ) + c i ) + ( 1 - w ) u i " ~  1,a 8 

+ b u (~) + q) + (1 ,..(~t 2,3 3 - -  (.o) ~2 

+- q) + (1 ~ (~) - -  ¢ o j  U 3 . 

(3.7) 

U(n+i)  ~_ o,)( b u ~n) 
1 1,2 2 

u(2n+t) = J b  u (~+1) 
' , 2 , 1 1  

, a , 2  2 

Here the "relaxation factor" w is a real number  selected in the interval 
0 ~ ~o ~ 2. Using the matrices L and U defined by (3.3) we can write 
(3.7) in the form 

u('~+ 1) = ~o(Lu(~+~) + Uu(~) + c) + (1 - ~) u(" (3.8) 

3 A s  d e f i n e d  in  [25] ,  a n  L - m a t r i x  is a m a t r i x  A = (a id )  s u c h  t h a t  ai,i > 0 f o r  a l l  i a n d  

ai.~ < 0 f o r  al l  i a n d  j w i t h  i =/: j .  
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o r  

where 

u(n+ 1) = £fo~u (n) + ( I  - -  w L )  -a oJc (3.9) 

£f,~ - -  ( I  - -  coL) -a (wU + (I - -  ~o)I) = I - -  oJ(I - -  w L )  - 1 D - ~ A .  (3.10) 

One can choose co so that the SOR method converges by an "order-of- 
magnitude" faster than the benchmark method provided that the matrix 
is "consistently ordered." We refer the reader to [25] for a definition of a 
consistently ordered matrix. We remark that if a matrix is consistently 
ordered, then it also has "Property A , "  but the converse is not necessarily 
true. If  a matrix A has Property A ,  then by a suitable permutation of 
the rows and corresponding columns of A one can obtain the form 

A '  = ( D1 H 
K D~ ) (3.11) 

where D 1 and D e are square diagonal matrices. 
If  A is positive definite and consistently ordered, ~ then 

S ( B )  = M ( B )  = - - r e ( B )  < 1. (3.•2) 

Moreover, by (2.25) we have 15 = l and Bp ~ B. The optimum choice 
of co, in the sense of minimizing S(£fo~), is given by 

2 
cob = 1 + (1 - -  S ( B ) a )  1/~ " 

Moreover, the corresponding value of S(~°o~b) is 

1 - (1 - S ( B ) ~ ) I / ~  
s ( ~ b )  = ~ , b -  1 = 

I + (1 - -  S(B)$ )  1/2" 

Also it can be shown that for S ( B )  close to unity 

(3.13) 

(3.•4) 

RR('L~'°'b) ~'~ 2 ~  ( RR( B ~) )I /2" (3.15) 

Thus we have an order-of-magnitude improvement over the benchmark 
method. 

4 We remark that (3.12) holds if A is positive definite and has Property A. 



226 DAVID M, YOUNG 

Kahan [16] showed that the SOR  theory could be extended to include 
positive definite L-matrices (i.e., "Stieltjes matrices"). We have pre- 
viously noted that S(B) < 1 for such matrices; hence one can compute  
~% by (3.13). Kahan showed that while ~o 6 is not necessarily optimum, 
nevertheless, 

cob -- 1 ~< S(~¢~b) ~< (cob -- 1) 1/2. (3.16) 

Let  us now compare the reciprocal rate of convergence of the SOR 
method with that of the benchmark method. As we have seen in Sec- 
tion 2, m(B) <. 0 <~ M(B). (By the Per ron-Frobenius  theory of non- 
negative matrices (see, for instance, [24]), it follows that S(B) = M(B).) 
Consequently,  we have by (2.26) 

Evidently, 

M(~) 
S(B~) >~ 2 -- M(B)" (3.17) 

M(B) M(B) 2 M(B)(1 -- M(B))" 
2 -- M(B) = 2 -- 21~r(B) >/0;  (3.18) 

hence it follows that 

S(Bz) >~ S(B) 2. (3.19) 

Therefore,  

RR(B) ~ 2RR(B~). (3.20) 

From (3.14) and (3.16) it follows that, asymptotically for S(B) close to 
unity, 

RR(~#~,b) ~ (RR(B~))I/2. (3.21) 

Even though RR(~o,~) may be greater than in the consistently ordered 
case (see (3.15)) we still have an order-of-magnitude improvement  over 
the benchmark method. 

4. THE SSOR METHOD 

We now consider a modification of  the SOR method wherein each 
iteration consists of  two half i terat ions--a forward iteration followed by 
a backward iteration. The  forward iteration is simply the SOR method, 



THE ACCELERATED SSOR METHOD 227 

while the backward  i tera t ion is the  (backwards)  S O R  m e t h o d  where  the  
equat ions  are taken in reverse  order .  

T o  i l lustrate wi th  the  sys tem (2.1) we first de t e rmine  u(1 ~+~/2), u~ n+1/2), 
a n d  u(3 ~+1/2) b y  

up+l/2) = 09( b u (~) 
1.3 2 

u(2'~+1/~) = J b  u(~+l/2) ' . 3 , 3 . 1  

u(~+ll ~) = J b  u(~+lt 2) + b u(~+ll 2) 
3,1 1 3,2 2 

We then  de te rmine  u(~+1)3 , u(~+1)2 , 24 ~+1) by  

u~ n+l) =- co(b u(~+l/2) + b u (n+1/2) \ 3,1 1 3,2 2 

u~n+l) - co(D2Auln+I/2) 

.~n+l)  = ~ (  ~ -  1,2 2 

+ b u(") + q)  + (1 --  ~) u~ ") 1.3 3 

+ b u(n) + c 0 + (1 - 09) u~) 2,3 B 

+ q)  + (1 - 09) u~ '~). 

(4.1) 

+ %) + (1 - 09) %.+1/,) 

+ b u(-+l) + q )  + (1 - -  09) u(f+l/2) (4.2) 2.3 3 

@ 5 U (n+l) -~  C1) @ (1 - -  09) u(1~+1/2). 1,3 3 

W e  can write (4.1) and (4.2) in the mat r ix  forms 

U (n+1/2) = 09(Lu (n+1/2) @ Uu (n) -~ c) -~ (1 - -  oJ) u (n) 

(4.3) 
u (n+l) : :  09(Lu (~+1/2) + Uu (~+1) + c) + (1 - -  09) u (n+1/2). 

Eviden t ly  we have 

u('+~) = ( I  - 09U)-l{09(Zu("+l/2~ + c) + (1 - -  09) u(-+~/~>} 

= (I  - -  09U)-~{[09L -}- (1 - -  09)1] u('~+l/2) + wc} (4.4) 

and 

u(,,+~/~) = (I  - 09L)-l{[09U + (1 --  09)I] .(~> + 09c}. (4.5) 

El imina t ing  u(n+l/~) we get 

u ('~+1) = 5e~u(n) + ko, (4.6) 

where  

5Po~ == (1 --  ~oU)-l(09L + (l - -  09)1)(1- 09L)-l(09U + (1 - -  09)1) 

= I - -  0)(2 --  w)(I - -  09U)-1(1-- 09L) -1 D-IA  (4.7) 

k~ = co(2 --  c o ) ( I -  09U) -1 ( I -  09L)-1c. (4.8) 
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Here og~a~ is given by (3.10) and 

~o,  = ( I  - -  ~ U ) - I ( 0 , L  q -  (1 - -  0 , )1)  ~-  I - -  0 , (1 - -  0 , U )  -~ D - t A .  (4.9) 

It appears that one SSOR iteration is equivalent to two SOR iterations. 
However, if sufficient computer storage is available one can take ad- 
vantage of the appearance ofLu(~+t/2) in both equations of (4.3) to cut 
down the work. Thus, if co is fixed we can store the vector Lu(n+l/2) after 
the first half iteration and use it for the second half iteration. Similarly, 
at the end of the second half iteration we can store Uu (n+l) and use it 
for the first half of the next iteration. As shown by Niethammer [18], the 
work required per iteration using the scheme is approximately the same 
as with the SOR method. Unfortunately, when acceleration techniques 
are used, as in Sections 5 and 6, this scheme is not fully effective. We can 
still usefully store L u  (n+1/2~ but not Uu (~+1). Thus, each SSOR iteration 
requires about 3/2 as much work as an SOR iteration. For a more 
detailed discussion of the effectiveness of the Niethammer scheme the 
reader is referred to the thesis of V. Benokraitis [5]. 

Our object in this section is to show that under certain conditions the 
SSOR method converges nearly as fast as the SOR method. Since the 
SSOR method has real eigenvalues, it is possible, as we show in the next 
section, to accelerate its convergence by an order-of-magnitude. Such 
an improvement is not possible for the SOR method since many of the 
eigenvalues of ~ b  are complex (see [23]). 

We now give a proof of the well-known result that for 0 % co < 2 the 
eigenvalues of ~9°~ are real, nonnegative, and less than unity. Let A1/~ be 
the (unique) positive definite matrix ~ such that (AI/2) 2 = A. Moreover, 
let 

.90o, ' = AII~ S f ,A-V  2 

~o; = At/2~,o A-x/~ (4.i0) 

By (3.10) and (4.9) we have 

~ , o  = z - 0 , ( I  - 0 , L )  - 1 0 - I A  = I - -  0 , ( 0  - -  0 , C L ) - ~ A  

~ o ,  = I - -  o , (Z  - -  0 , U )  - 1 D - 1 A  = ~ - -  ~ ( D  - -  0 , C u ) - I A  

z For  the  existence and  un iquenes s  of  A 1/z see, for instance,  [25, Chap.  2]. 

(4.11) 
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where 

C c = D L  
(4.12) 

C u  = D U  = CL  r ,  

since A = D --  CL --  Cv is symmetric. Moreover, 

and 

Since 

£0 , = I - -  w A a / 2 ( D  - -  wCL)  -1 A1/2 

( ~ L ' )  r = I - o ,A~/ ' (D  - -  ~ , C u )  -~  A*/~ = ~ ' .  

90,o ' = % ' ~ , o '  = (~£)~" ~ '  

(4.13) 

(4.14) 

(4.15) 

it follows that 5°o/ is nonnegative definite and has nonnegative real 
eigenvalues. The  same is true of the eigenvalues of  5 ~ ,  which are the 
same as the eigenvalues of ~9°o, '. Moreover,  by (4.13) and (4.14) we have, 
by direct calculation 

(~o ,)r ~ ,  = I -- 0)(2 -- w) A1/2(D - -  w C v )  -~ D ( D  - -  wCL)  -1 A~/2. (4.16) 

Since 

A~/2(D - -  ~oCv) - '  D ( D  - -  wCL)  -~ A ' / 2  

-= [ A ' / ~ ( D  - -  w C v )  -1  DV2][A1/2(D - -  w C v )  -1 D1/~] r ,  

and since 0 < oJ < 2, it follows that (£a ,)r 58~' = I - -  S where S is a 
positive definite matrix. (Note that A 1 / 2 ( D -  o J C v ) - X D 1 / ~  is non- 
singular.) Hence the eigenvalues of  (~,aj)r ~q,, are less than unity. 

A simpler derivation of (4.16) can be given as follows. By (4.7) we have 

5 ~  = I - -  co (2  - -  c o ) ( I  - -  o ) U ) - a ( I  - -  coL) - 1 D - I A  

= I 2--_ oJ - -  C v  D D - -  CL co 
(4.17) 

and 

~poj,=i 2--~Oj [A!(2(1D--Cu)-ID1/2][A1/2(1D--Cu)-ID1/2] T(4"18) 

607/23/3-2 
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We now prove 6 

LEMMA 4.1. Let G ~- H K  where H and K are real symmetric positive 
definite matrices. Then the eigenvalues of G are real and positive. Moreover, 

for  any vector v ~ 0 we have 

(v, Kv) 
0 < m(G) <~ (v, H-iv) <~ M(G) = 8(G). (4.19) 

Futhermore, i f  w =/= 0 and Gw ~- Aw then 

A - ( w ,  Kw) 
(w, H-~w) " (4.20) 

We remark that the theorem remains true if we replace (v, Kv)/(v, H- iv )  
by (v, Hv)/(v, K- i v )  in (4.19). 

Pro@ Evidently G is similar to the symmetric matrix ~ = 
H-1/ZGH1/~ ~ H1/~KHI/2. This matrix is positive definite since for any 
v ~- 0 we have (v, ~v)  = (H1/2v, KH1/2v) > O. Thus ~ has real and 
positive eigenvalues. 

Since ~ is similar to G and since ~ is symmetric we have for any v ~ 0 

m(G) = re(G)~ (~'v, ev)  v) <~ M(O) = M(G). (4.21) 

This follows by the well-known properties of Rayleigh quotients of real 
symmetric matrices; see, for instance, [25, Chap. 2]. Moreover, 

(v, Ov) = (v, H~/2KH1/2v) = (H~/2v, KH1/~v). (4.22) 

Letting w = H~/~v we get 

(v, Or) __ (w, Kw) (w, Kw) 
= (4.23) 

(v, v) (H-~/ew, H-1/~w) (w, H-lw) " 

Hence (4.19) follows. 
Suppose now that w ~ 0 and Gw = Aw. Then ~(H-1/~w) = A(H-~/~w) and 

a = (H-1/~w' G(H-1/2w)) = (w, H-1/ZGH-1/~w) 

Since H-1/2~,H-1/a =- K, we have (4.20). 

6 T h i s  is u n d o u b t e d l y  a wel l -known resu l t - - see ,  for instance,  [7]. 

(4.24) • 
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We now apply the above result to the case G --  I -  Sr~. By (4.17) 
we have 

I - -  ~o --__ 2--co (__~ D -  Cv)-ID (-~ D -  CL)-IA. (4.25) 
co 

Evidently,  K --  A and 

(4.26) 

and hence H is positive definite for 0 < ~o < 2. Applying L e m m a  4.1 
we find that  for any v =~ 0 

m(S¢~) ~ 1 --  w(2 -- ~o) 

where 

Moreover ,  if 

then 

1 - -  c~(v) ~< M(5~o~) = S(SZo~) (4.27) 

&(v) -- (v, DBv) 
(v, Dr) 

~(~) _ (v, DLUv) 
(v, Dr) 

(4.28) 

~ w  = Xw (4.29) 

2, = 1 --  w(2 --  ~o) 1 --  ~(w) (4.30) 

This  latter result for the ease A - -  S(5~)  is given by Habetler  and 
Wachspress [14]. 

We now show that for any v :/: 0 

m(B) ~ d(v) ~ M(B) 
(4.31) 

o <~ ~(v) < sGu) .  

But B is similar to the symmetric  ma t r ix /~  = D1/2BD-1/~. Therefore ,  

~(v) - -  (v, DBv)  _ (DX/2v, (D1/2B D-l/2) D1/~v) 
(v, Dv) (D1/2v, D1/2v) (4.32) 
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and hence ~(v) is a Rayleigh quotient with respect to /3 .  Thus  the first 
part of (4.31) follows. Similarly, 

t~(v ) (v, DLUv)  (D1/~v, (D1/2LU D -1/2) D1/2v) 
(v, Dr) --  (D1/Zv ' D1/2v) (4.33) 

But D1/2LUD-1/2 = / ~ U  which is symmetric.  Hence /](v) is a Rayleigh 
quotient with respect to the symmetric  positive definite matrix/~ C and 
(4.31) follows. 

We now show that if 0 < ~o < 2, then for any / ]  ) 0 and for any 

such that ] ~I ~ 2~@ and ~ < 1, we have 1 --  oJ~ q- ~o2/~ > 0 and, 
moreover, the right member  of (4.30) is nonnegative. To see this, we 
observe that 

1 - ~o(2  - ~) 
1 - ~o~ + o~2/] 

(1 - -  w - -  o~ V / ~ )  2 -~  ~o(1 - -  oJ)(2 V / }  -~  a )  
( 1  - + 0 , ( 2  - 

= (1 -- ~o ÷ ~, v/~) ~ q- o~(1 -- (0)(--2 ~/~ -b ~) (4.34) 
( 1  - + - 

I f  fi ~ 1 ,  the denominator is positive since ~ < 1. I f  /~ < ~ ,  then 

1 --  co~/~ > 0 since 0 < co < 2, and the denominator is positive. By 
considering separately the eases ~o > 1 and co < 1 and noting that 

I ~J ~ 2~@ we can show that the above expression is nonnegative. 
We now consider the following problem. We desire to find a bound 

for S(5~) given three numbers  m, M, and j~ such that 

m ~ / ,  < ~ M <  1 (4.35) 

for all eigenvalues ix of B and such that 

S(LU)  ~ ¢. (4.36) 

We first note that, as we have seen earlier, we must  have m ~< 0 and 
M >~ 0. Next we note that since 

S(B)  = S(L  + U) = S(L + 5 )  = IlL + C7L1 

<~ [L L II q-[I (f  IL = 2 li L I[ = 2(s(Ll2))  I/2 (4.37) 

= 2(S(LU))  '/2 <~ 2 ~/~ 
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it follows that  

--m(B) ~ 2 V/~ 

MW) <~ 2 ~/~. 
(4.38) 

Consequently,  if m < - -2~@, we replace m by - - 2 @ .  Similarly, if 

M > 2V/~ we replace M by 2 @ .  
We now prove 

THEOREM 4.2. Let fl, M, and m be numbers such that 

re(B) >~ m >~ --2 ~@. 

M(B) < ~ < 2 v'~. 

M < I  

S(LU) ~ ~. 

(4.39) 

Then 

s(s:~) 

~< 1 - to(2 - to) 

~< 1 - -  ~o(2 - -  ~o) 

1 - - M  ifj~ >/~or  if/~ < ~ and ~<to* 
1 - -  t o m  --}- ¢02]~ = Oa(¢°) to 

(4.40) 
1 m 

02( @ if~ < ~- and to > 
. i  

t o ' , b  
1 - tom + to2/~ 

Here for fl < ¼ we define to* by 

O b  ~ ~ m 
2 

1 + (1 - 4p)1¢~" 
(4.4I) 

Moreover,  the bound  (4.40) is minimized if we let 

2 
°h = 1 + ( 1 - - 2 M + 4 f l ) 1 / ~  = t o m  if M~<4f l  

2 
= 1 + (1 -- "'~'1/2 = w* if M >/4/~. 'tp) 

(4.42) 
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The  corresponding value of S ( S f )  is given by 

1 - - M  
1 

S ( S p  ) ~< (1 -- 2M q- 4 ~ )  1/2 i f  M ~< 4fl 
1 - - M  ' 

1-~ 
(1 -- 2M q- 4/~)1/2 (4.43) 

1 - -  (1 - -  4/3)  1/~ co* - -  1, if M / >  4ft .  
~< 1 ÷ ( 1 - - 4 / 3 ) 1 / ~  = 

We shall refer to the value of col given by (4.42) as a "good"  value ofm. 
O f  course, ~o 1 is not necessarily the true opt imum value in the sense of 
minimizing S(SP ). 

Proof. In  the first place the function 

1 - - x  
F(x, y, oa) : 1 -- co(2 -- co) 1 -- wx + w2y (4.44) 

is an increasing function of y for fixed co and x provided 0 < o~ < 2 and 
x < 1. Therefore,  by (4.39), (4.30), and (4.,31) it follows that 

l 1 - - x  } (4.45) S(6eo,)~< max 1 - - ( . ( 2 - -~o )  1 _  

Next, we have 7 

O r 1 - x  1 ~- - l - -oJ~f i  (4.46) 

Thus,  the expression in braces in (4.45) is an increasing function of x 
provided coati + 1 -- ~o > 0, and is a decreasing function of x provided 
~o N - ? l - c o  < 0 .  I f f i ~ >  I t h e n  oJ2/~-}- 1 - - c o  />(½-m--  1) 3 > 0 .  I f  
/~ < ¼, then co2f~ + i --  co > 0 if and only if co < o)*. (Note  that 
co~/~ @ I - -  co = 0 provided co = co*.) The  result (4.40) now follows. 

In order to minimize the bound on S(SQ) given by (4.40) we first note 
that 

0 t 1 _ o ) ( 2 , o 0  ) l - - x  } 
e-~ 1 -- 7ox-+ coz~ 

= --(1 -- x) {w2(x -- 2/3) --  2(co -- 1)}. (4.47) 
(1 - ~ox + o,2/~) ~ 

T v W e  have al ready s h o w n  tha t  1 - -  o~x q- o~/~ v ~ 0 for  0 < m < 2 s ince/~ >~ O, I x [ ~< 

2 ~ / ~  and  x < 1. 
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L e t  to m and  mM deno te  respec t ive ly  the  values  o f w  in the  range  0 < o~ < 2 
such  tha t  

o ~ M 2 ( u -  2~ )  - 2(o~M - a) = 0 

~ o ~ 2 ( m  - 2 /J)  - 2 ( w ~  - 1)  = o .  
(4.48) 

Ev iden t ly  we have  

2 
~'M = 1 + (1 2 M  + 4/~)1/2 

2 
O.1 m 

1 + (1 - -  2m +4f i )1 / ~  

(4.49) 

Ev iden t ly  o) m ~< ~o u . M o r e o v e r ,  if/~ ~< 1 t hen  ~o* ~> 1 and,  since m ~< 0, 
we have  1 - -  2m + 4fi >~ 1 and  c~ m ~< 1. T h u s  oJm ~< ~o*. 

T h e  func t ion  01(,o ) is un i ty  at ~o = 0, decreases  unt i l  co = ~Ou, and 
then  increases  to un i ty  at oJ = 2. T h e  func t ion  02(~o ) is un i ty  at co = 0, 

~ I (~) 

! , ! 

Case If: '~m <- ~I <- ~* 

FIG. 4.1. Choice of a good oJ. 
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decreases until o~ = ~om, and then increases to unity at ~o = 2. I f  
fl ~> ¼ ,then 01(co ) >~ 02(09 ) for all o~; hence ~o = co M is clearly the best 
choice of ~o. I f  fl <~ 1 ~ ,  then 01(o) ) >~ 02(~o ) for 0 ~ o J  ~<oJ* and 
01(~o ) ~< 02(09 ) for o~* ~< ~o ~< 2. We consider two cases: Case I, where 
oJ m ~< e o * ~  ~oM; Case II, where ~o m ~ ~o M ~< ~o* (see Fig. 4.1). In  
Case I, ~o = co* is the best choice, while ~o = o) M is best for Case II. 

In Case I we have oJ i >/~o* and M >/4ft.  In Case II we have oJ M ~< o~* 
and M ~< 4ft. Thus  our "good"  value of ~o, namely ~ol, is given by (4.42). 
The  corresponding bounds (4.43) on S(5a~1) are found by direct sub- 
stitution. This  completes the proof of Theorem 4.2. 

I t  should be noted that for the case S(L U) ~ 1 the results of Theo-  
rem 4.2 and the formulas (4.42)-(4.43) relating to the good value of o~ 
were obtained independently by Axelsson [4]. 

We remark that by (4.43) we can write S(5°~) in the form 

S(5"~1) ~ 1 -- (1 -- M) 1/2 if /~ ~< ___M 
1 + ( l - - M )  1/2' 4 

1 --((1 -- M)/2) 1/2 
~< 1 -t- ((1 -- M)/2) a/2, 

M 
if ~- ~< fl ~< (4.50) 

~< 1 - ~ ( ( 1  - M)/2)~/2 1 
1 + 7 ( ( 1  - -  M)/2) 1/2' if /~ ~>~, 

where 

2(fi-- 114)1</2 
7 = [ 1 +  i z ~ r ]  • (4.51) 

Let  us now compare our bounds for RR(Sao~l) with RR(B~). In the 
general case we have, by (3.17) and (3.11) 

and 

S(B¢) >~ M(B) 2 (4.52) 

RR(B,) >~ --2 log M(B) 2 ,-~ --2(1 -- M(B)). (4.53) 

In case A has Property A we have 

S(B~) = S(B) = M(B). (4.54) 
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Thus  we have 

(4.55) 

Asymptotic bounds on RR(Se%)/(RR(B¢)) 11~ 

Range of/3 General case property A 

M 1 1 
~ < 7  v--~ 

M 1 1 

1 1 
_ y - 1  - •>4  _ ~ 1  

We remark that by (4.15) and (4.10) we have s 

s(sP~ 1) = s ( se2)  = Ii ~'~1 II = II(~'~) ~ ~ e ,  

= s ( (ze ; , ) ,  ~e2) = s(ze '  (ze, y )  

Here we define the Alia-norm of any matrix G by 

It G Ih,2 = [I A V 2 G N - 1 1 2  l] = (S[(A1/2GA-al2)(AU2GA-ln)T])I/2.  (4.57) 

It  is easy to show that the spectral radius of any matrix does not exceed 
any norm of the matrix. Hence 

Thus  we have 

s ( y ~ )  ~ II ~I IIA 1/~ ~ -  (S(t~OO)l)) 1/2" (4.58) 

RR(~g° ) ~ 2RR(SZ ) .  (4.59) 

Using (4.55) we can obtain bounds on RR(oWo~I) in terms of RR(fi~) for 
the various cases. For  the case of a consistently ordered matrix we in 
general get weaker results than (3.15). However, if A is not consistently 
ordered and is not an L-matrix,  we get a result not covered by the 
analysis of Section 3. 

It  is easy to show that, for any matrices A and B, S(AB) = S(BA) (see, for instance, 
[25, Chap. 2]). 



238 DAVID N[. YOUNG 

In the case of a consistently ordered matrix, the bound (3.15) for 
RR(~q~) even in the most favorable case where fi ~< M/4 is smaller than 
the bound (4.55), namely ½-(RR(Bo))I/2, for RR(Na~). Thus, even with 
Niethammer's scheme, to reduce the work per iteration of the SSOR 
method to that of the SOR method, there would seem to be little to be 
gained in using the SSOR method. However, as we shall see in the next 
section, we can greatly improve the convergence of the SSOR method 
whereas such a possibility does not exist for the SOR method. 

5. ACCELERATION OF CONVERGENCE 

Let us again consider the completely consistent linear stationary 
iterative method defined by 

u (~+11 = Gu (n~ 6-k  (5.1) 

where I -  G is nonsingular and k = ( I -  G ) A - l b .  We assume that 
for some real numbers a and fi with c~ ~ [3 < 1 the eigenvalues/z of G 
are real and lie in the interval 

~< ~ ~</~ < 1. (5.2) 

Clearly, if A is positive definite, both the Jacobi method and the SSOR 
method satisfy these assumptions. In this section we review various 
procedures for accelerating the convergence of such methods. It is 
shown that the convergence can be improved by an order-of-magnitude. 

Let us first consider extrapolation methods based on (5.1). Such 
methods are defined by 

u (~+1~ = p(Gu (~ ~- k) ~- (1 -- p) u (~. (5.3) 

(If the method (5.1) is the Jacobi method, then (5.3) defines the JOR 
method.) It is easy to show that the spectral radius, S(Go), of Go, where 

Go = pC -k (1 -- p)I, (5.4) 

is minimized if we let 

2 
P = ~ - -  2 - - ( ~ + ~ )  (5.5) 
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Moreover,  

S ( G ~ ) - -  2 -- (/3 + c 0 < 1. (5.6) 

Thus,  the opt imum extrapolated method based on (5.1) always converges. 
We now consider procedures for further accelerating the convergence 

of (5'1). It can be shown (see, for instance, [13]), that the convergence 
can be greatly accelerated if one uses the linear nonstationary method 
of second degree 

u (n+l) = p~+l[fi(Gu(n) + k) - / ( 1  -- tS) u (~)] + (1 -- fin+l) U (n-l) .  (5.7) 

Here t5 is given by (5.5) and 

Here 

P1 - -  1 

Pn+l = (1 
O-2 
~-p~) , 

k 
n = 2, 3,.... 

(5.8) 

fi - -  ~ - S(G~). (5.9) 
2 -- (/3 + ~) 

The  second-degree method thus defined is equivalent to the opt imum 
semi- i terat ive  me thod  based on (5.1)--see, for instance, [13] or [25]. 9 

To  study the effectiveness of the method we write (5.3) in the form 

U (~ = P~(G)  u (°) + k~ (5.10) 

where k~, is a suitable vector and P ~ ( G )  is a certain polynomial in G 
(which is related to a Chebyshev polynomial). It can be shown ([25, 
p. 352]) that 

2r~,/2 
S(P.(G)) 1 + r ~ (5.11) 

9 In [25, Chap. 11], the following formula is derived: 

1/(n+1) = Pn+l 

2 --  (~ + fl) 
{[2G --  (fl + c01]u(-, -t- 2k} + (1 - -  p.+l)u(.-~ 

where P l ,  P2 ,... are given by (5.8) and a is given by (5.9). We obtain (5.7) by using (5.5). 
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where 

(7 ) 2  
r = 1 + ( 1 -  ~z)ll~ (5.12) 

Moreover, the reciprocal average rate of convergence which is given by 

1 RR(P,(G)) = 1 (5.13) 
- "- log  S ( P . ( G ) )  

n 

approaches the reciprocal asymptotic average rate of convergence 

1 
RR~(P,z(G) = _½ log r (5.14) 

as n- - ->  GO. 
It  can be shown that for e close to unity we have RR(Go)~.. (1 --  a) -1 

and 

1 - r 2 (1  - ( 5 . 1 5 )  

Therefore,  since -- log r,-~ 1 --  r, we have 

1 1 
RR~(P,~(G)) ~'~ Vz(-'='I -- a)~/2 ~" ZV----~ (RR(G~))~/2" (5.16) 

Thus  the reciprocal asymptotic average rate of convergence of the 
accelerated method is smaller by an order-of-magnitude than RR(G~). 

Let  us now consider the Jacobi method. We have already seen that  
the eigenvalues of B are real and satisfy (5.2) for some ~ and ft. Thus  
without requiring any assumptions on A, other than our basic assump- 
tion, we are able, by (5.16), to improve on the "benchmark method"  by 
an order-of-magnitude using semi-lteration. We shall refer to the 
accelerated method as the J-SI  method. 

By (5.16) we have 

RR~(P,(B)) ~.~ - ~  (RR(B~)) ~/2. (5.17) 

I f  A has Property A, then we do not in general obtain any improvement 
in (5.17) as compared to the general case. However, --re(B) = M(B) -- 
S(B) = ~ and B~ = B. From (5.8) it follows that the limiting value ofp~ 
is given by 1 -[- r where r is defined by (5,12). 
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If A is consistently ordered, then by (3.15) we have 

RR(~o~) ~ 1 (RR(B))~/2" (5.18) 

Thus in this case the SOR method converges twice as fast as the J-SI 
method. 

One can further improve the J-SI method if the case A has Property A 
in the following way. First, permute the rows and corresponding columns 
of A to obtain the form (3.11). As shown by Golub and Varga [13] it is 
possible to carry out the J-SI method b y  alternately omitting half of the 
components of u (n) on each iteration. Thus by the use of this procedure, 
which is known as the cyclic Chebyshev semi-iterative method (CCSI 
method) one effectively doubles the rate of convergence. The CCSI 
method and the SOR method are competitive, with the former method 
having an advantage when evaluated in terms of certain matrix norms, 
see [13, 24, 25]. 

As a second example, let us consider the Gauss-Seidel method with a 
consistently ordered matrix. It can be shown (see, for instance [25]), that 
the eigcnvalues of £f  are real and nonnegative. Moreover, S(~¢) = S(B)  ~. 
Hence we can let ~ ~- 0, /3 -- S(5¢) -- S(B)  ~. Thus we have by (5.5) 
and (5.9) 

2 
-- 2 -- S(B) 2 (5.19) 

~ _  S(B)~ (5.20) 
2 -- S(B) ~'" 

Moreover, by (5.12) we have, after some calculation, 

S(B) ~ 
r T (1 @(1 -- S(B)2)i~! " (5.21) 

Therefore, since B~ -- B, we have, for S(B)  close to unity, 

RR(P.(~q~) ) ~ 2-~1 (RR(Bo))a/2 = 2 - ~  (RR(B))I/e" (5.22) 

Thus the convergence of the accelerated Gauss-Seidel method is 
approximately as good as that of the SOR method in this case. We 
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remark, however, that before using the accelerated Gauss-Seidel 
method, it is recommended that one permute the rows and corresponding 
columns of A to obtain the form (3.11); otherwise numerical instability 
may occur. 

For the SOR method the eigenvalues of £q~o all have equal modulus, 
namely co b - - I .  Most of them are complex; hence the acceleration 
procedures described above are not applicable. However, the con- 
vergence of the SSOR method can be accelerated since the eigenvalues 
of Sa~ are real. Before proceeding to discuss the acceleration of the SSOR 
method (as we do in Section 6), however, we will first discuss two 
alternative acceleration procedures. 

Instead of using the nonstationary second-degree method (5,7) which 
is equivalent to the opt imum semi-iterative method, one can obtain 
almost as rapid convergence using a s t a t i o n a r y  second-degree method.  
This  was shown by Golub [12] and by Golub and Varga [13]; see also 
Young [25, 27]. For the stationary second-degree method we let Pl = 1, 
as for the nonstationary method, but  for n >~ 2 we let p,~ = p~ where 

2 
P~ = 1 + ( 1  _e2)l/z- (5.23) 

Evidently, po~ is the limit of the sequence Pl ,  02 .... defined by (5.8). 
The  use of a second-degree method, either stationary or nonstationary, 

requires that u (~-1) as well as u (~) be used in the computation of u (n+l). 
I f  machine storage is limited, one can obtain almost as rapid convergence 
using variable extrapolation? ° The  variable extrapolation method 
corresponding to the basic method (5.1) is 

u (n+l) 0 tGu (n) q- k) + (1 0.+1 ) u (~) = n+lk  - -  " (5.24) 

Here, one selects m different values of the O k and uses them in the cyclic 
order 01 , 02 ,..., 0 m , 01 , O~ , . . . .  The  values of,the O k are 

2 
0~ = 2 -- (fi -- ~) cos((2k -- 1)~r/2m) -- (/3 + ~) 

k = 1, 2,... m. (5.25) 

A derivation of the above formula is given in Appendix A. 

10 T h e  m e t h o d  o f  R i c h a r d s o n  [20]  is a ( n o t  n e c e s s a r i l y  o p t i m u m )  v a r i a b l e  e x t r a p o l a t i o n  

m e t h o d  b a s e d  o n  a c e r t a i n  m e t h o d  o f  t h e  f o r m  (5.1).  
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With variable extrapolation we have, for t and m integers, 

( 2rm12 ]t 
s(P,~(c))  = ~1--4~J (5.26) 

where r is given by (5.12). 
From (4.11) and (5.26) it is clear that the rapidity of convergence of 

the variable extrapolated method increases with m and approaches that 
of the nonstationary second-degree method. However, it is undesirable 
to choose m too large both because of possible numerical instability (see 
[2, 25]) and also because convergence can normally only be expected 
after rn, 2m, 3m .... , iterations. In other words, the number of iterations 
needed for convergence must ordinarily be a multiple of m. 

6. THE ACCELERATED SSOR METHOD 

Since the eigenvalues of the matrix 5~o associated with the SSOR 
method are real and nonnegative we can accelerate the convergence using 
the methods of the previous section. Letting a - 0 and/3 = S(SP~) we 
have by (5.5), (5.9), and (5.12) 

2 
t5 -- 2 -- S(Se) (6.1) 

s(s~) 
~r - 2 - s ( s e ~ )  ( 6 . 2 )  

(1 
(S(~f/~oj))l/2 ~4 ~= ( !  - -  (1 - -  S(~t)~o))l /2~ 2 

F 
+ (1 - s(s o))w + (1 - 

For S(5ao)) close to unity we have 

(6.3) 

1 - -  r ~-~ 4(1 -- S(S~,o))a/2. (6.4) 

Therefore, by (5.14), the reciprocal asymptotic average rate of con- 
vergence is 

RR~(Pn(~aaj))  ,..., 111 __ S(~Cfa)) ] - l /2  m 1 (RR(oq,oo))l/2. ( 6 . 5 )  

From (4.55) we have the following comparisons between the SSOR-SI 
method and the benchmark method. 
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(6.6) 

Asymptot ic  bounds  on 

RRo~(Pn( SZ %))/RR(B~) t/~ 

Range of ]] General  case Proper ty  A 

M 1 1 
4 2 5i~ 2 V/2 

M 1 1 1 

< ~ < ~ ~ 25;, 
1 1 1 ~ > -  
4 2 ~ 2 5/' x/~- 

Here 7 is given by (4.51). We note that the results for the case fi > ~ are 
only  useful if  7 -1 is not too large. 

We remark that, by (5.25), since c~ = 0, the O k for the variable extra- 
polation procedure (5.24) as applied to the SSOR method are given by 

1 
0~ ----- 1 -- S ( ~ )  cos~((2k -- 1)~r/4m) ' k = l ,  2 , . . , ,  m. (6.7) 

Given a fairly general linear system, it may be difficult to estimate ft. 
However, we show that if d is an L-matrix then the opt imum semi- 
iterative method based on the SSOR method (with co = 1) is asymp- 
totically at least as good as the J-SI method. (This comparison is based 
on numbers of iterations and does not take account of the fact that each 
SSOR iteration requires about twice as much work as each Jacobi 
iteration. On the other hand, in many cases the SSOR-SI method can 
be accelerated using co ¢ 1.) We prove 

LEMMA 6.1. I f  A is a positive definite L-matrix, then 

S(5'°~) ~ S(B). (6.8) 

Proof. We first note that M(B)>/ - -m(B) .  This follows by the 
Perron-Frobenius  theory of non-negative matrices since B >~ 0. Next, 
we show that 

S(LU) <~ S(B) 2. (6.9) 
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But this follows from the fact that 

and hence 

B 2 = ( L + U )  2 = L U +  U L + L  2 +  U ~ 

L U = B 2 - - U L - - L  ~ -  U 2 ~ B  2. 

Here we are using the fact that if E and F are two matrices such that 
0 ~ E ~< F then S(E) ~ S(F). 

By (4.40) we have 

since 

1--S(B) 
S(5f~)=I--I_S(B)+S(B)2<~S(B ) (6.10) 

1 - - S ( B ) + S ( B ) 2 = I - - S ( B ) ( 1 - - S ( B ) ) < ~ I .  

This  completes the proof of Lemma 6.1. 
Since the range of the eigenvalues of SP~ in the interval [0, S(B) z] and 

since the range of eigenvalues of B is at least [0, S(B)] (it may be larger 
if re(B) < 0), it follows that the opt imum semi-iterative method based 
on Sp~ is at least as effective as the J-SI method. 

I f  A has Property A, then the SSOR-SI method with ~o = 1 is 
asymptotically ~/2 times as effective as the J-SI method. Thus  the ~r 
given by (5.9) corresponding to the SSOR method with ~o = 1 is 
S(B)(2 -- S(B)) -1 and 

S ( B )  _ 
--log ~ ~-~ 1 2 -- S(B) 

2(1 -- S(B)) ~,~ 2(1 -- S(B)) 
2 -- S(B) 

~-~ 2(--log S(B)) 

= 2(--log S(B~)). 

Since -- log a for the SSOR-SI method with ~o = 1 is approximately 
twice -- log a = --log S(B~) for the J-SI method, it follows from (5.16) 
that the asymptotic effectiveness is increased by a factor of ~/2. 

I f  A is consistently ordered, the SSOR-SI method with oJ = 1 is 
asymptotically ~/2/2 times as effective as the SOR method. (This follows 
since the SOR method is twice as effective as the J-SI method.) 

In any case, if A is a positive definite L-matrix, then it would seem 
appropriate to use the SSOR-SI method as opposed to the J-SI method 
or, if A is consistently ordered, to the SOR method. Thus,  even with 

607/23/3-3 
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~o ~- | and even taking into account the extra work per iteration, the 
SSOR-SI method is nearly as effective as the other methods. Moreover, 
there is considerable potential for improvement, perhaps by an order-of- 
magnitude, using some oJ other than unity. 

7. THE MODEL PROBLEM 

We now consider the application of the above results to the following 
model problem. Given a continuous function g(x, y) defined on the 
boundary S of the unit square 0 ~< x <-G 1, 0 ~< y <~ 1 find a function 
u(x, y) continuous in the closed square and satisfying in the interior, R, 
Laplace's equation 

02u ~ --02u = O. (7 .1)  
ax~ ~c~y2 

On the boundary we require that 

.(x, y) = g(x, y). (7.2) 

We consider the following finite difference analog. For any positive 
integer J let h = j -1  and let ~2 h be the set of all points (ph, qh) where p 
and q are integers. We require that on points of R n ~- R ~ Oh the 
difference equation 

u(x 4- h, y) 4- u(x - -h ,  y) -- 2u(x, y) 
h 2 

4- u(x, y 4- h) 4- u(x£ y ~ h) -- 2u(x, y) = 0 (7.3) 

be satisfied and that (7.2) hold for points of S~ = S c3 £2 h . 
As an example, consider the case h ~ ½. With the mesh points 

labelled as indicated in Fig. 7.1, we obtain, after multiplying each 
equation derived from (7.3) by --h 2, the linear system (411 o,l., (g6+gl, (bl) 

--1 4 0 - - l | l u z |  ~_ g7 + g g |  = b~ 
--1 0 4 - - l l ~ u z I  g lz+g15] bz " 

0 --1 --1 4 / \ u 4 /  \glo +g121 b,l 

(7.4) 
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J 

14 13 12 
,, 
,, 

3, 4; 

I I 
I '  2 1  

1 6  . . . . . . . . . . . . . . . .  - . . . . . .  
I 
: 

6 

FIo .  7.1. 

ii 

i0 

9 

T h e  mode l  p r o b l e m  wi th  h = ½. 

Here subscripts for u and g refer to values of u(x, y )  and g(x,  y )  at the 
points indicated. The  matrices B, L, and U defined by (2.4) and (3.2) are 

B = k 0 0 ~ (7.5) 
0 0 

L = ~ 0 0 (7.6) 
0 0 
k k 

U = 0 0 ~- (7:7) 
0 0 
0 0 

For the Jacobi method, it is easy to show (see, for instance, [25, 
Chap. 4]) that 

S(B) = c o s  . h  ( 7 . 8 )  

Moreover, the matrix J/ can be shown to have Property A and to be 
consistently ordered. Consequently, the benchmark method is the same 
as the Jacobi method and we have 

RR(B~) --  1 ~ 2 h_ z (7.9) 
--log cos ~rh ~ 
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for small h. By (5.17) the reciprocal asymptotic average rate of con- 
vergence of the J-SI method is 

RRo~(P.(B)) ~-~ 1 h-L (7 .10)  
77" 

As we remarked earlier, with the CCSI method we have twice as fast 
convergence and 

RR~(CCSI) N 1 h_ ~ (7.11) 

which, as we shall see, is the same as RR(LZ~%). 
For the Gauss-Seidel method, since A is consistently ordered, it can 

be shown (see, for instance [25, Chap. 5]) that 

s ( z )  = S(B)~ = c o s 2 ~ h .  (7.12) 

Therefore, we have 

RR(LZ) ) ¢-~ 1 h_2. (7.1.3) 

Moreover, by (5.22) we have 

RR~o(pn(~Lp))N 1 (RR(B~))I/~ l h_ ~ (7.14) 
~ 2~r 

so that the accelerated Gauss-Seidel method (GS-SI model) is approxi- 
mately twice as fast as the J-SI method. However, as remarked earlier, 
for stability reasons, before using the GS-SI method one should first 
permute the rows and corresponding columns of A so as to obtain the 
form (3.11). For the model problem this corresponds to relabelling the 
interior mesh points to correspond to the "red-black" ordering. In the 
example of Fig. 7.1 one would interchange the numbering of points 2 
and 4. This would give the matrix 

A' = 4 --1 -- (7.15) 
--1 4 
--1 0 

which has the form (3.11). 



THE ACCELERATED $$OR METHOD 249 

Let  us now consider the SOR method. Since A is consistently ordered, 
it follows from (3.13) that the opt imum values of ~ is given by 

2 
c°b ~- 1 + sin ~rh (7.16) 

and, by (7.14), that 

1 - -  sin ~rh 
S(5°~°b) -- 1 + sin ~rh ~ 1 -- 27rh (7.17) 

for small h. Moreover, by (3.15) we have 

RR(~b) ~ 2 ~  (RR(B~))I/2 "~ 27rl h-L (7.18) 

For the SSOR method, it is important to use the natural ordering 
(as used in Fig. 7.1) rather than the red-black ordering. I t  is easy to 
show (see, for instance, [8, Appendix B]), that 

1 ~rh 
S(LU) = ~- cos 2 2(1 -- h) " (7.19) 

We now let fl be given by 

1 2 r rh  
/3 ----- ~ cos ~- .  (7.20) 

Evidently, by (7.19) we have 

S(LU) <~ ft. (7.21) 

We now determine a "good"  value of o~ using (4.42) with M = cos 7rh 
and with fl given by (7.20). We note that 

~rh 2 ~rh 
2 ~/~ = cos 7 ) 4/~ -- cos ~- ) cos ~rh = M (7.22) 

and hence Theorem 4.2 is applicable. By (4.42) a good choice of co 1 is 
given by 

2 2 
tO 1 = 

1 + (1 -- 2 cos ~rh q- cos2(rrh/2))l/2 1 + ~/3 sin@h/2) (7.23) 
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and by (4.43) 

e 

1 -- (2/V/3) sin(rrh/2) 2wh (7.24) 
S(O°~I) ~< 1 q- (2/~/3)sin(rrh/2) ~'~ l -- x/-~ 

for small h. Therefore,  for small h, we have 

RR(6~o,,) ~ (v/3/2 7r) h-1 (7.25) 

which is approximately ~/3 times RR(~F~b ). ' 
The  results (7.23) and (7.24) were obtained independently by Axelsson 

[4]. 
For the accelerated SSOR method (SSOR-SI  method) we have, by 

(6.5), 

31/4 
. . . .  h-1/2 RR~°( e"(  6a'°~ ) ) 2~/e~/rc 

which is better than R R ( ~ o  ) by an order-of-magnitude.  In  fact, we have 

RR(~'ooo) , 2 .1/2 
~-,-------t h-l~ 2 - 0.606 h-l~ 2 . 

R R ~ (  P,~( S¢~,I) ) \V/3~ ! 
(7.26) 

The  values of this ratio for h = 1/20, 1/40, and 1/80 are 

Ratio Ratio -- 2 

h = 1/20 2.71 1.36 

h = 1/40 3.83 1.92 

h = 1/80 5.42 2.71 

Thus  the SSOR-SI  method represents a substantial saving over the S O R  
method even if one counts each SSOR iteration as two full S O R  iterations. 
The  factor of saving would increase further as h decreases. 

To  summarize, we have the following asymptotic expressions for the 
reciprocal asymptotic average convergence rates of  the various methods 
considered above for the model problem. 
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Method 
Reciprocal asymptotic 

average convergence rate 

2 
Jacobi - -  h ~ 

7r 2 

1 
J-SI - -  h -1 

77, 

1 
CCSI - -  h -1 

2~r 
1 

Gauss-Seidel - -  h -2 
rr~ 

1 
GS-SI ~ h -x 

2~" 
1 

SOR - -  h -1 
27r 

SSOR x/__~3 h_ 1 
2rr 

3~/4 = h-:12 SSOR-SI 2a/2 ~/~r 

8. MORE GENERAL PROBLEMS 

W e  now consider  a more  general  class o f  elliptic b o u n d a r y  value 
problems.  Le t  R be a b o u n d e d  plane region wi th  b o u n d a r y  S consis t ing 
of  hor izonta l  and  vertical line segments .  A s s u m e  tha t  for  some h o > 0 
and for  some  (x0, Y0) the  set f2h~ o f  all points  o f  the f o r m  (x + ih o Yo @ jho) 
has the  fo l lowing proper ty .  I f  any  point  o f  X2h0 lies in R then  the  four  
adjacent  points  lie in R or  on S. We  also assume that  this p rope r ty  holds  
for  all positive h such  that  ho/h is an integer.  

W e  consider  the  general ized Dir ichle t  p rob l em involving the differen- 
tial equa t ion  

= ax t ax] -~ ~-y t Oy/ -k Fu = a (8.1) 

where  A ( x , y )  > O, C(x ,y )  > 0, and F ( x , y )  ~ 0 in R + S. Given  a 
con t inuous  func t ion  g(x ,y )  defined on S, the  p rob l em is to find a 
func t ion  u(x, y) of  class C (~) in R and con t inuous  in R + S such that  
L[u] = G in R and such  that  u = g on S. 
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We replace the differential equation by the following symmetric 
difference equation defined at points (x, y) of R h = ~ (3 R. 

1 
I ~ h_2, y)[u(x ÷ h, y) -- u(x, y)] Lh[u] = ~ A\x  + 

- -  A ( x  - -  ~ y ) [u (x ,  y )  - -  u(x - -  h, y)] 

( q- })h [u(x, y -k h) -- u(x, y)] + C\x, y 

- -  C ( x ,  y 
h - > [ . ( x ,  y)  - u(x, y - h)~  + F,,(x, y)  

= C(x, y). (8.2) 

Multiplying by - -h  ~ we obtain the linear system (1.1) where A is a 
positive definite matrix. 

A principal result of the present paper n is to show that if A(x, y) and 
C(x, y) are of class C ~2) in R -t- S, then for h small we have 

S(LU) <~ ~ + O(h~). (8.3) 

The significance of this result is that the constant 7 -1 appearing in (4.50) 
and (6.6) is bounded as h -+ 0. Hence one indeed obtains an order-of- 
magnitude improvement in the convergence of the SSOR-SI method as 
compared with the J-SI method and the SOR method. 

From (8.2) we have 

where 

u(x, y) = 31(x, y) u(x + h, y) +/32(x, y) u(x, y + h) 

+ •a(x, y) u(x -- h, y) + fi~(x, y) u(x, y -- h) + r(x, y) 

h A(x + c(x,y + 
~l (x ,y )  - s ( x , y )  5~(x,y)  = s ( x , y )  

h 

fia(x' Y) -- S(x, y) fi4(x' y) -= S(x, y) 

~(,, y) = --h2C(~, y)/S(x, y) 

(8.4) 

(8.5) 

11 W e  remark  tha t  Ehr l ich  [8, 9] showed tha t  S(LU)  < 1 for the  mode l  problem.  
Ph ien  [19] showed tha t  S(LU)  ~ 1/4 for the  equat ion  (y-lu~), + (y-lu~)~ = 0. 
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and where 

h y ) + A ( x  h , y )  S(x ,  y )  = A ( x  -> ~ , - -~ 

2A(x, y)  + 2C(x, y)  + O(h+). (8.6) 

The  matrix L U corresponds to the operator 

/3~(x, y){/3~(x - h, y )  u(x, y )  + ~ ( ~  - h, y)  u(x - -  h, y + h)} 

-+-/3,(x,y){/3a(x, y - -  h)u(x + h, y - -  h) -k fl2(x, y - -  h)u(x,  y)} 

---- 9,ou(x, y)  + 9,au(x + h, y - -  h) + ?zu(x - -  h, y + h). (8.7) 

Thus  the associated operator only involves values of u(x, y )  at the diagonal 
points (x, y) ,  (x - -  h, y + h) and (x - / h ,  y --  h). We seek to determine 
a bound on trLUH~ by getting a bound on 70 -/~'1 q- 72 • 

Evidently 

St ----/3~(x, y)[/3a(x -- h, y) +/3zCx -- h, y)] 

A(x  - -  h/2, y )[A(x  - -  h/2, y)  + C(x --  h, y + h/2)] 
4[A(x, y) + CCx, y) + O(h2)][A(x --  h, y) + C(x - -  h, y)  + O(h2)] 

~_ A(x  - -  hi2, y)[A(x  --  h/2, y)  + CCx --  h, y + h/2)] 
4(A(x, y)  + CCx, y))(ACx --  h, y)  + C(x - -  h, y)) 

- -  + O ( h 2 ) .  (8.8) 

Moreover, 

A 1 • A ( x  - -  h/2, y )[A(x  --  hi2, y)  + C(x - -  h, y + h/2)] 

- A(x, y)[A(x - h, y)  + C(x - -  h, y)] 

- -  (A -- (h/2)Mz + O(h2))[M h/9"~ A~ - - ( ,_,  + + c - he+ + (h/2) C~ + O(h2)] 

- -  A [ A  - -  hA+ + C - -  hC~ + O(h2)] 

- {(A~ + .~C) + h ( - - A A ~  - -  AC+ + + AC+ - -  ~ A ~ C )  + O(h~) 

- -  (A 2 + AC)  - -  h(AA~ -k AC , )  + O(h 2) 

= ½-h(AC~, - -  CAt)  + O(h2). (8.9) 
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Therefore, 

A(x,y) 
sa = 4[A(x, y) ÷ C(x, y)] 

~h(aC~- C&) 
4[A(x, y) + C(x, y)][A(x -- h, y) + C(x -- h, y)] + O(h~) 

A(., y) 
= 4[A(x, y) + C(x, y)] ÷ 

~a(Ac~- c&)  
4[A(x, y) -{- C(x, y)p + O(h~). 

Similarly, 

(8.10) 

Hence, 

S 2 ~--- fl4(X, y ) "  [ i l l (X,  y - -  h )  + t 2 ( x ,  y - -  h ) ]  

c(., y) 
4[A(x, y) -4- C(x, y)] 

~h(AC~- CA~) 
- -  4[A(x, y) + C(x, y)]= + O(h~)" 

$1 + & = ~ + O(h~). 

Therefore []LU[]o~ ~< ~- -[- O(h ~) and 

(8.11) 

(8.12) 

s(Lu) <~ IILUI!~ ~< ~ + 009 .  

This proves (8.3). 
It can be shown (see [25, 26]) that 

2(A + c) S(B) <~ 
2($ + C) + h2(--F) 

77" " 2 "/7" 2_A sin ~ ~ + 2C sin 
× 1 - -  

1 - ~r 1 -  ~r ½(a+d) + ½(c+¢) +  (A-d)cos r + 5(c-_C)cos  

Here we let 

(8.13) 

(8.14) 

A_ <~ A(x,y) ~ A, C_ ~ C(x,y) <~ C, (--P) <~ --F(x,y) (8.15) 

in R -b S. It is assumed that the region is included in an Ih × Jh 
rectangle. 

The result can, of course, be used to estimate S(B) and ~% for the SOR 
method. It is also needed to estimate % for the SSOR method. 
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We remark that (8.14) implies that 

S ( B )  <~ 1 - -  ch 2 + O(h 4) (8.16) 

for some constant c > 0. From (8.16) and (8.13) it follows that 

/3 - -  ~ (8 .17)  
1 - S ( B )  

is bounded as h --+ 0. Consequently, the quantity 1/y, where y is given 
by (4.51), is bounded as h --~ 0. 

9. C O M P U T A T I O N A L  P R O C E D U R E S  

Let  us now summarize the procedure for applying the SSOR-SI  
method to solve the linear system corresponding to (8.2). 

1. Choose M -- - -m by (8.14). 

This  involves the determination of an I h  × J h  rectangle containing 
R + S .  

2. Choose fi by 

-~  m a x  /3 ~,,,~R~{/~3(x' y)[/~l(x h, y) + G(x - h, y)] +/3~(x, y)[/3d~, y - h) 

+ fl~(x, y - -  h)]}. (9.1) 

3. Adjust  M if necessary. 

I f  M > 2~/]~ replace M by 2V/~. 

4. Choose o~ 1 by (4.42). The  corresponding hound for S ( S P )  is 
given by (4.43). 

5. As a starting vector choose u (°~ such thaO 2 

]l u(0) - -  a[[A1/~ ~ II ~lla~ (9.2) 

where ~ ~ A - l b .  The  choice u (°) = 0 will suffice. A simple test for (9.2) 
is to see whether 

Q(u(° 0 ~ ½(u(% Au (°~) --  (b, ul° 0 ~< 0. (9.3) 

12 H e r e  the  vec to r  n o r m  I1 v r[al/2 is g iv en  by  !! v ItAll. = II A~S~v f/ = v'(v, Av). T h e  in -  

d u c e d  vec to r  n o r m  IJ G !JAllr~ h as  b e e n  de f ined  in  (4.57). 
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Thi s  follows since, as shown,  for  instance,  in [25, Chap.  4], 

Q(~ + w) = Q(~) + ½ li w Ilk,J= • (9.4) 

6. I te ra te  using the  S S O R - S I  m e t h o d  

u ("+1) = p,+l{tS[SP~u I") + ko,] + (1 - -  t5) u ("/} + (1 - -  #,+1) u("-l). (9.5) 

T h e  actual compu ta t i on  of  5°o~u ~) -5 k~ is done  as descr ibed  in Sec t ion  4 
(see (4.1)-(4.2)).  T h e  values  of/5,  p l ,  P~ ,... are given by  

2 
fi = 2 - -  S(O~ 0 (9.6) 

p~ = 1 

P2 = (1 - -  
0.9 

-~- ]  (9.7) 

( e )-~ 
P~+l ~ 1---4-- P~ ' n ~ 2 , 3  .... 

whe re  

H e r e  

s ( s ~ j  
0. = 2 -  s(5°~1)" (9 .8)  

7. T e r m i n a t e  the  process  af ter  n i terat ions where  n satisfies 

2r~12 
1 + r ~ ~ ~ ----- 10-6" (9 .9)  

(s(s~ol)) 1/2 .)~. 
r = ( 1 +  0---- 

W e  remark  that  w h e n  (9.9) is satisfied t hen  

~. 

T h i s  fol lows since we can wri te  

u ('~) = Pn(5°~l) u (°) -t- k ,  

(9.10) 

(9.11) 

(9.12) 
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for some polynomial in oq~ I and for some k~. It  is easy to show that the 
solution ~ also satisfies 

so that 

and 

u(") - a = P (~o) (u  (°) - a) 

(9.13) 

(9.14) 

[] u(-) - a i l a . ~  ~ II P . (Y~l ) I la l /=  II u(O) _ a i j a . =  . (9 .15)  

But since A1/25'~A-~/2 is symmetric it follows that 

It P~('50~l)IIA~/~ : II AVCP ( ~ )  A-l/2 [] = [I P(Aal2CJ~IA-II2)[] 

= S(P~(A~/2~oA-~I~)) = S(Pn(3~I)). (9.16) 

As an alternative, one could accelerate SSOR using the variable 
extrapolation as described in Section 5. The  extrapolation factors would 
be given by (5.25) with ~ = 0, fi = S ( ~ ) .  Given a choice of  m, the 
iteration process should be terminated after tm iterations where 

( 2r~/2 ]* 
1 + r~] ~ ~" (9.17) 

The  choice of m given in [30] and [31] is the smallest integer such that 

1 r mlz 1-1 1 [ 
t -  m log ~ ]  < 1.25 (_~ log,) " (9.18) 

This  guarantees that the reciprocal average rate of convergence does not 
exceed 125 % of the reciprocal asymptotic rate of  convergence of  the 
corresponding semi-iterative method. 

10. NUMERICAL EXPERIMENTS 

In order to test the theoretical results obtained above, a number  of 
numerical experiments were carried out involving the generalized 
Dirichlet problem on the unit square with the differential equation 

~ [ A  ~xx) + 8yy\ ~yy! = 0. (10.1) 
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TABI 

Numeri 

Prob. Coefficients 

s(se 

h -~ fi S(LU) 2 v@ M S(B) a~ (es 

I A ~ C = I  20 .2500 .2480 1.0000 .9877 .9877 1.7287 .85: 

40 .2500 .2494 1.0000 .9969 .9969 1.8544 .92~ 

80 .2500 .2498 1.0000 .9992 .9992 1.9244 .961 

II A = C = d °(~+v) 20 .2350 .2331 .9695" .9999 .9576 1.6065 .60( 

40 .2461 .2455 .9922" .9999 .9894 1.7788 .77~ 

80 .2490 .2488 .9981 " .9999 .9983 1.8825 .88: 

III  

1 
A 

1 + 2 x  ~ + y2 

1 
C 

1 + x ~ + 2 y  e 

20 .2506 .2481 1.0011 .9967 .9880 1.8283 .922 

40 .2502 .2494 1.0003 .9992 .9970 1.9105 .99( 

80 .2500 .2498 1.0001 .9998 .9992 1.9543 .98~ 

t l + x ,  0 < x < ½  20 .2511 .2485 1.0022 .9914 .9886 1.7442 .88( 

IV A ~ C ~  (2--x, ½ ~ x ~ l  40 .2505 .2495 1.0011 .9979 .9972 1.8527 .941 

80 .2503 .2498 1.0005 .9995 .9993 1.9126 .9T 

V A = 1 + 41x  -- ½ I z 20 .2499 .2488 .9999 .9977 .9870 1.8750 .93L 

l l ,  0 < x < ½  40 .2499 .2495 .9999 .9994 .9968 1.9357 .96( 

C =  9, ½ ~ x <  1 80 .2499 .2498 .9999 .9999 .9991 1.9674 .982 

VI A = 1 + s i n -  

C ~ e 10(~+y) 

,,(x + y) 
20 .2360 .2350 .9716 ~ .9999 .9576 1.6174 .61" 

40 .2468 .2461 .9935" .9999 .9892 1.7959 .79: 

80 .2493 .2490 .9985" .9999 .9983 1.8969 .89~ 

a lnProb lems  II and VI, in the determination of 0) 1 and S(6P~z), the value 2 ~/~ was u: 
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ults 

Iterations Iterations 

P%) estimated parameters optimum parameters 

ual) m 1 SSOR-VE SSOR-SI SSOR-VE SSOR-SI mo % S(5"%) oJ. 

No. of 

iterations 

SOR 

31 5 25 19 20 

27 7 35 26 30 

03 9 45 37 40 

16 4 1.7627 .8100 1.7295 55 

23 6 1.8754 .9011 1.8547 110 

32 8 1.9364 .9494 1.9237 217 

46 3 12 10 12 

64 4 20 15 16 

54 5 25 21 25 

10 3 1.5880 .5880 1.5527 29 

14 4 1.7663 .7674 1.7460 59 

20 5 1.8765 .8741 1.8902 148 

20 7 35 28 20 

19 10 50 40 30 

42 14 70 57 40 

16 4 1.7646 .8140 1.7326 56 

23 6 1.8752 .9033 1.8564 111 

33 8 1.9357 .9507 1.9247 220 

35 6 24 21 20 

99 8 40 32 30 

51 12 60 49 40 

17 4 1.7669 .8222 1.7385 57 

24 6 •.8769 .9078 1.8599 114 

33 8 1.9366 .9530 1.9260 224 

{3 7 35 28 20 

)9 10 50 40 30 

37 14 70 56 40 

17 4 • .7460 .8280 1.7233 54 

24 6 1 8649 .9105 1.8515 107 

34 8 1.9303 .9544 1.9191 204 

14 3 12 11 12 

~0 4 20 15 20 

~0 6 30 22 25 

10 3 1.6064 .6066 1.5528 29 

15 4 • .7794 .7782 1.7448 59 

21 5 1.8834 .8819 1.8907 149 

ad of M. 
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Various choices of the coefficients d(x, y) and C(x, y) were used, as 
indicated in Table 10.1. The boundary values were taken to be zero on 
all sides of the square except for the side y ~ 0, where the boundary 
values were taken to be unity. Mesh sizes of h ~ 1/20, 1/'40, and 1/80 
were used. The SSOR method accelerated both by variable extrapolation 
(SSOR-VE) and by semi-iteration ($SOR-SI) was used. In each case 
both o~1, the "good" value of w, and the corresponding bound for S ( 5 ~ )  
as well as COo, the actual optimum ~o, and the actual value of S(Se o) are 
given. The starting vector u (0) = 0 was used in each case. 

For purpose of comparison, the SOR method was also used. The 
value of w b based on the true value of S(B), as determined by the power 
method, was used. 

A very conservative procedure was used to terminate the iteration 
process in each case. As a matter of fact, the number of iterations required 
to satisfy the convergence test could have been determined before the 
problem was solved. For the SSOR-VE method, the number of iterations 
was tm, where m is determined by (9.18) and t is given by (9.17). For 
the SSOR-8I method, the number of iterations is determined by (9.9). 
For the SOR method, n was determined as the smallest integer such that 

It Lf2~ Ih~/~ ~< lO-". (10 .2)  

With the red-black ordering, instead of the natural ordering, as was used 
for the SSOR-VE and SSOR-SI methods, II ~2b ]]A1/~ is given by (see 
[25, p. 258]) 

where 

1] £P~ ]IA1/~ = (~ob -- 1)"[nz q- (n2z 2 q- 1) l/z] 
tO b 

z = (~b - 1) -~/2 - (o~b - 1)1/~. 

An approximate solution for (10.2) is given by 

log((2~,/~) log(27/~)) 
n ~  

-- log(wb- I) 

(10.3) 

( 1 0 . 4 )  

( 1o .5 )  

where ~ = 10 -~ and 

--log(~ob- 1) 
(10.6) 

(see [25, p. 264]). 
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The results of the numerical experiments are given in Table 10.1. 
The determination of some of the quantities, not explained elsewhere, is: 
fl, computed from (9.1); S(LU), computed using the power method; 
M, computed from (8.14); S(B), computed using the power method; 
oJa, computed from (4.42) (the values of 2V/~ were used instead of 3/I 
in Problems II and VI); S(SP~)-est, computed from (4.43); S(5°~l)-actual, 
computed using the power method; ml, computed from (9.18) using 
estimated values of S(SP 1); m0, computed from (9.18) using actual value 
of S(~9°~o); co0, the value of w which minimizes S(5P) where S(~9°~) is 
computed for many values of oJ using the power method; and co b = 
2(1 + (1 -- S(B)2)1/2) -1. 

For the problems considered it seems clear that the number of itera- 
tions required for convergence with the SSOR methods behaves 
approximately like h-l/~. This is true even in the case V involving 
discontinuous cases. However, it should be noted that for other cases 
considered by Benokraitis [5], involving a higher degree of discontinuity, 
the behavior was like h-3/4. We remark that earlier Young [25] showed 
that the behavior would be h-Z~ 4 under the assumption that I Ax ] and 
[ Cul are bounded in the region under consideration. 

As indicated by the analysis of Benokraitis ([5, Appendix E]), even 
with the Niethammer scheme, the number of operations required per 
iteration using the SSOR-SI method is about twice that required using 
the SOR method. (The same is probably true also of the SSOR-VE 
method.) This should be considered in comparing the SSOR methods 
with the SOR method. 

The number of iterations required with the SOR method behaved 
like h -1. However, in Cases II and VI the convergence was slower. (It 
is fortunate that in those cases fl was somewhat less than ~--otherwise, 
poor results would have been obtained using the SSOR methods with 
the estimated parameters.) Even noting that each SSOR iteration 
requires about twice as much work as the SOR method, there is a 
substantial savings resulting in using the SSOR methods for small 
values of h. 

As was to be expected because of our choice of m, the number of 
iterations required using the SSOR-VE method was somewhat greater 
than that required using the SSOR-SI method. Our procedure for 
choosing m was based on the SSOR-VE method requiring about 25 % 
more iterations, and this factor is closely realized in many cases. Since 
the values of m required were rather small, it is probable that m could be 
substantially increased without the danger of instability. This would 

6o7/23/3-4 
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make the SSOR-VE method more competitive and would also result in 
a substantial saving in storage. Moreover, it is possible that the SSOR-VE 
method may prove to be somewhat better suited for the use of adaptive 
parameter determination than the SSOR-SI method, but this remains 
to be investigated. 

In the cases considered, the estimated parameters were reasonably 
effective for the SSOR methods. However, optimum parameters are 
sufficiently better to make it appear worthwhile to try to improve the 
parameters adaptively, provided this can be done without too much 
extra work per iteration. Work on adaptive parameter determination is 
described in the thesis by Benokraitis [5] and the paper by Benokraitis 
and Young [6], now in preparation. Here the attempt is to simultaneously 
improve co and the estimate of S(5:o~). So far, the procedures used have 
been observed to work quite well, but no rigorous proof has been obtained 
to show that the "waste ratio" is bounded for a wide class of problems. 
The "waste" is the difference between the actual number of iterations 
required and the number which would have been required if the true 
optimum parameters had been used from the beginning. (The "waste 
ratio" is the ratio of the waste to the number of iterations required 
using the optimum parameters.) However, if we were to fix ~o, then the 
difference between the number of iterations, nA required using an 
adaptive procedure for finding S ( ~ )  and the number n o required using 
the true value of S(5:~) would not exceed a bounded multiple of n o for 
a wide class of problems (see [15]). This would be useful provided S(5:~) 
is a slowly varying function of co. This appears to be true in many cases, 
as shown, for instance, by Ehrlich [9], Benokraitis [5], and others. Also, 
we note that the results of Table 10.1 show that the true value of S(Sa~) 
is reasonably close to S(SP~0), even though co differs considerably from co o . 

11. THE CRANK--NICOLSON METHOD 

Let us now consider the following initial value problem. Given a region 
R and boundary S with the same properties as in Section H and given 
a funct ionf(x,  y) defined in R and a function g(x,y, t) defined on S for 
t ~ 0 we seek a function u(x, y, t) defined and continuous for (x, y) 
R + S and for t ~ 0 such that 

~ul~t : L[u] .  (11.1) 

Here L[u] is given by (8.1). 
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To obtain a numerical solution for this problem we construct a space 
mesh, as in Section 8, and we select a time increment, k. We use the 
Crank-Nicolson difference equation 

u(x, y ,  t + k) - -  u(x, y ,  t) 1 
k ~- z[Lh[u](x'Y' t) +L,,[u](x,y,  t +k)] .  (11.2) 

Here for fixed t, the discrete operator Lh[u ] (x, y )  is defined by 

Ll~[u](x , y )  = %u(x, y)  + ~lU(X + h, y) ÷ 0~,~U(X, y ÷ h) 

+ ~u(~ -- h, y) + %~(x, y -- h) 

where, by (8.2), 

h 1 A (  x h , y )  ~ = ~ - - ~  

(11.3) 

(11.4) 

Here z (x, y, t) involves 
a 2 ÷ %  ÷ % )  we have 

r = k/h 2. (11.6) 

known quantities. Since --h%% >/h2(~i ÷ 

jrL ]1~ ~< 

IP v lr~ ~< 

$2 

r 1 + ~(s l  + s~) 

r 
,~ S~ 

r 
1 + 6($1 + So) 

(11.7) 

where 

% = --~1 --  ~2 --  % --  % ÷ F(x, y). 

Since the values of u(x, y, 0) are given, we can determine u(x, y ,  k) by 
solving a system of equations defined by (11.2). Then we can determine 
u(x, y ,  2k), etc. We seek to show that the SSOR method can be used 
effectively. 

From (11.2) we have 

(2/r - h % )  u(x, y ,  t ÷ k) - ( h%)  u(x + k, y,  t + k) 

- -  (h~,.) . (x ,  y + h, t + k) - -  ( h % )  u(x - -  h, y ,  t + k) 

--  ( h 2 % ) u ( x , y - -  h, t + k) = ~ ( x , y ,  t) (ll.5) 
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where  S 1 = h~(al -k a2) and S~ = h~(c% + c~a). T h e r e f o r e  

Since  (S1S2)~/2 ~ (S 1 -{- S~)/2 we have 

(11.8) 

(r/4)($1 + S,) )2 1 
S(LU) ~ (l+(r/2)(S~+Sz) <~ ~. (11.9) 

T h u s  the  S S O R  m e t h o d  can be appl ied  effectively. T o  est imate  S (B) ,  
we use the  est imate  (8.14) mul t ip l ied  by  the factor  

max [ h2(°% +--~2--+- % + a4)] (11.10) 
Rh t (2/r) - -  h~a0 " 

I n  the  case of  the  mode l  p r o b l e m  we have - -he% = 4 and ha~l = 
h ~  = h2az = h2~4 = 1. T h e r e f o r e ,  the  factor  is 

4 2r 
(2/r) q- 4 = 1 + 2r" (11.11) 

H e n c e  we have 

2F S(B) ~ ~ c o s ~ h .  (11.12) 

Assuming  tha t  we let k = vh for some cons tant  v, we have r = v/h and 

1 h 
S(B) <~ 1 + (h/2v) cos ~rh ~.~ 1 --  2-¥" (11.13) 

T h e r e f o r e  as h ~ 0 we have 

RR(B) ~-, (2v/h) 

and,  by  (6.6), 

(11.14) 

RR®(P (Saojl) ~-~ (vl/4/2) h-l/~. (11.15) 
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12. A SurvEY OF RELATED WORK 

The SSOR method was first considered by Sheldon [21]. It is a 
generalization of the "to-and-fro" method of Aitken [1]. (The to-and-fro 
method is actually the SSOR method with co = 1.) Sheldon considered 
the acceleration of the SSOR method by variable extrapolation. His 
paper contained a proof of the effectiveness of the method for Laplace's 
equation in one dimension. He indicated that a detailed analysis of the 
two-dimensional problem "does not appear possible." However, he ran 
numerical experiments which tended to confirm the conjecture that the 
method is considerably more effective than the SOR method for the 
model problem in two dimensions. 

Habetler and Wachspress [14] gave a detailed analysis of the SSOR 
method using variational techniques. They developed an equation for 
determining the optimum co. This equation is highly implicit, since it 
involves the eigenvector of S(~9°~o), where co o is the optimum value of ~o. 
This equation was used by Evans and Forrington [10] to compute the 
optimum co for the model problem. However, the iterations used to 
find the optimum co were "wasted" in the sense that they were not useful 
in solving the system itself. With the adaptive procedures described by 
Benokraitis [5], on the other hand, there are no iterations which are 
"wasted" in the sense indicated. (Information about how and when 
to change co is obtained during the normal iteration process.) 

The class of linear systems considered by Habetler and Wachspress 
[14] involved the diffusion equation with (apparently) discontinuous 
coefficients. For these problems it was found that the accelerated SSOR 
method was not significantly better than the SOR method. These findings 
together with the relatively complicated procedures for choosing the 
iteration parameters may have contributed to the lack of use of the 
method. 

Ehrlich [8, 9] considered the line SSOR method. He was able to obtain 
accurate bounds for the eigenvalues of the line SSOR matrix in the case 
of the model problem. He carried out numerical experiments comparing 
block and point methods not only for Laplace's equation but also for 
certain other elliptic equations. He found that the method worked quite 
well for these more general equations. 

Young [25, 27] showed that one could give bounds on S(~q~o) in terms 
of bounds on the eigenvalues of B and of L U. Such bounds could be 
used to determine values of co which were "good" in the sense that, at 
least for the model problem, the number of iterations could be proved 
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to be 0(h-1/2). Line SSOR as well as point SSOR was included in this 
analysis. The method was shown to be particularly effective if S(L U) <~ ~. 
This condition, which was known to hold for Laplace's equation, was 
also shown to hold for the more general equation (y-lUx) ~ q- (y-luy)y = 0 
by Phein [19]. 

Many of the results of the present paper involving the refined analysis 
of the eigenvalues of 5a~ (Section 4) and the model problem (Section 7) 
have been obtained independently by Axelsson [4]. The analysis for the 
case S(LU) > ¼, however, is not found in Axelsson's paper. To treat 
the generalized Dirichlet problem, where S(LU) is normally greater 
than ¼, Axelsson [3, 4] uses another approach. He allows the relaxation 
factor co to vary from equation to equation. He is then able to obtain an 
O(h 1/2) reciprocal convergence rate under somewhat weaker conditions 
on the coefficients A(x, y) and C(x, y). His analysis includes the pos- 
sibility of letting the mesh size vary. He can even handle some cases 
involving discontinuous coefficients by letting the mesh sizes vary 
appropriately. 

Benokraitis [5] conducted an extensive set of experiments on the use 
of the accelerated SSOR method, with adaptive parameter improvement, 
for the generalized Dirichlet problem. The procedure appears to work 
quite well in the cases tested, but a rigorous theoretical justification is 
still needed. Further work by Benokraitis and by the author is underway 
to prove the validity of the adaptive procedure and to apply it to more 
generaI linear systems. 

13. CONCLUSIONS AND RECOMMENDATIONS 

The accelerated SSOR method offers a substantial potential saving as 
compared with the SOR method at least for many problems. Recent 
work which has led to the development of relatively simple procedures 
for using the method should encourage its use, at least for the generalized 
Dirichlet problem. Its use for more general problems would seem to 
depend on the development of effective procedures for testing in a 
minimum time whether the method would be effective, even with the 
optimum parameters, and also for adaptively determining the optimum 
parameters. Further research in this area is clearly needed. 

The J-SI method can be shown to be more effective, by an order-of- 
magnitude, than the benchmark method for any linear system involving 
a symmetric positive definite matrix. To effectively apply the J-SI 
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method one needs upper and lower bounds re(B) and M(B) for the 
matrix B, corresponding to the Jacobi method. For the SSOR method 
one needs M(B), but not re(B), and in addition, S(LU). In some cases, 
including linear systems corresponding to the generalized Dirichlet 
problem, one can get a good estimate for S(LU) by simply computing 
IILUII.. 

I f  the matrix of the linear system is a positive definite L-matrix, it 
can be shown (see Section 6) that S(L U) ~ S(B) 2. From this it follows 
that even with ~o = 1 the accelerated SSOR method is nearly as good 
as the J-SI method. It seems reasonable to suppose that with sophisticated 
adaptive procedures the accelerated SSOR method would be greatly 
superior to the J-SI method in many cases. 

There is, unfortunately, one factor which may limit the applicability of 
the accelerated SSOR method for very large problems arising from 
elliptic partial differential equations. If  a problem is so large that the 
data for all mesh points cannot be stored in the high-speed central 
memory all at one time, the following technique can be used with the 
SOR method. The data for several lines of mesh points are read into the 
central memory. One SOR iteration is performed on all of these lines, 
then a second is performed on all but the last, then a third on all but the 
last two, etc. This procedure, which cannot be used with the SSOR 
method, greatly reduces the time required to transfer data between the 
central memory and the low-speed auxiliary memory. 

APPENDIX A: VARIABLE EXTRAPOLATION 

It can easily be shown from (5.24) that given 01,0~ ,..., 0~ we have 

u (~) ~- P ~ ( G )  u I°~ -~ k ~  (A.1) 

for a suitable vector k,,,. Here the polynomial Pro(G) is given by 

pro(a) = [ I  (okc  + (1 - o~)1). (A.2) 
k=l 

Evidently, i f /z  is an eigenvalue of G then Pm(/x) is an eigenvalue of 
P~(G). Moreover, 

S(P~(G)) <~ max ]Pm(/x)]. (A.3) 
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We seek to determine the 0~ so that the right member  of (A.3) is min- 
imized. Since Pro(l) =- 1, our problem is equivalent to that of finding 
the polynomial P~(/x) of degree m or less such that P~(1) = 1 and such 
that the right member  of  (A.3) is minimized. To  reduce the problem 
to a standard problem we map the interval ~ ~</x ~</3 onto the interval 
--1 ~< y ~< 1 by the transformation 

2~, - (/3 + ~) 

or (A.4) 
1 

= ~ [(t~ -- ~) y + (fl + ~)]. 

I f  we let 

Q,~(7) = p~(½{(/3 - a) 7 + (P q- ~)}) (A.5) 

our problem is reduced to finding the polynomial Q,,~(y) of degree m or 
less such that Qm(z) = 1 and such that 

max ] Q,~(y)f (A.6) 
-1 ~ / ~ 1  

is minimized. Here  

2 - -  (fl + a) ~ e- 1 (A.7) 
= 7 ( 1 ) -  / 3 _ =  

where a is given by (5.9). The  solution of this problem is well known la 
and is given by 

T,~(~)" (A.8) 

Here  T,,(x) is the Chebyshev polynomial of degree m given by 

T,~(x) = cos(n cos-ix), l xl  ~< 1 
(h.9) 

~- ½[(x + (x ~ -- 1)a/2) ~ + (x + (x z --  1)112)-m1, [ x [ > 1. 

The  polynomial Pm(/x) is given by 

P,.(t~) = T,~((2/x -- (/3 + o~))/(/3 -- ~)) 
T,~(z) (A.10) 

18 An early reference is Markoff  [17]. For  detailed proofs see, for instance, Flanders  
and Shortley [11] or Young [25]. 
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To determine the O k it is only necessary to equate the roots of (A.10) with 
those of 

em(~) = ~I ( o ~  + 1 - ok). ( a . l l )  

The latter are simply 

1 
k =  1, 2 , . . . ,m .  (A.12) 

Ok ' 

The roots of (A.10) are given by 

o r  

2~k -- (fi q- -) (2k -- 1)~r 
cos k 1, 2 ..... m (A.13) 

fi -- ~ 2m ' 

1 F ( 2 k -  1)Tr ] 
= cos 2m + {V + 

From (A.12) and (A.14) we get (5.25). 
Since max_l<r~<l I T,~(r)] = 1 it follows from (A.8) and (A.9) that 

1 2rm/2 
max ] P,,(/z)l = -- (A.15) 

~<~u<~t3 Tin(z) 1 + r m 

where r is given by (5.12). This verifies (5.26). 
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