
Egyptian Informatics Journal (2011) 12, 61–72

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Elsevier - Publisher Connector 
Cairo University

Egyptian Informatics Journal

www.elsevier.com/locate/eij
www.sciencedirect.com
ORIGINAL ARTICLE
An Optimized Energy-aware Routing Protocol

for Wireless Sensor Network
Basma M. Mohammad El-Basioni a,*, Sherine M. Abd El-kader b, Hussein S. Eissa b,

Mohammed M. Zahra c
a Research Assistant at Electronics Research Institute, Computers and Systems Dept., Cairo, Egypt
b Associate Prof. at Electronics Research Institute, Computers and Systems Dept., Cairo, Egypt
c Associate Prof. at Communications Dept., Faculty of Engineering, Al-Azhar University, Cairo, Egypt
Received 9 December 2010; accepted 31 March 2011
Available online 8 July 2011
*

E-

11

U

re

Pe

In

do
KEYWORDS

Wireless Sensor Network;

Energy-efficiency;

Hierarchical routing;

Quality of service;

Aggregation
Corresponding author.

mail address: bbasioni@yah

10-8665 � 2011 Faculty o

niversity. Production and

served.

er review under responsib

formation, Cairo University.

i:10.1016/j.eij.2011.03.001

Production and h
oo.com (B

f Compu

hosting

ility of

osting by E
Abstract Because sensor nodes typically are battery-powered and in most cases it may not be pos-

sible to change or recharge batteries, the key challenge in Wireless Sensor Networks (WSNs) design

is the energy-efficiency and how to deal with the trade-off between it and the QoS parameters

required by some applications. This paper studies the QoS of an energy-efficient cluster-based rout-

ing protocol called Energy-Aware routing Protocol (EAP) in terms of lifetime, delay, loss percent-

age, and throughput, and proposes some modifications on it to enhance its performance. The

modified protocol offers better characteristics in terms of packets loss, delay, and throughput,

but slightly affects lifetime negatively. Simulation results showed that the modified protocol signif-

icantly outperforms EAP in terms of packet loss percentage by on average 93.4%.
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1. Introduction

The key challenge a Wireless Sensor Networks (WSN) [1–5]

routing has to deal with is the energy efficiency and prolonging
network lifetime. Hierarchical communication among sensor
nodes by clustering them is more scalable, energy-efficient, low-

er in latency, better in terms of network lifetime than flat com-
munication. A hierarchical clustering routing protocol
proposed in literature for data gathering applications in WSN

called Energy-Aware routing Protocol (EAP) [6,7] meets several
important requirements for a clustering algorithm. It is proved
that EAP achieves a good performance in terms of lifetime.
The advantages of EAPmake it deserved to big interest and con-

sideration, so this paper evaluates EAPby simulation in terms of
some QoS parameters which are the lifetime, the end to end
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delay, the packet loss percentage, and the throughput, and

proposes amodified protocol enhances its performance. Simula-
tion showed that the modified protocol outperforms EAP in
terms of packet loss percentage by on average 93.4%, and also
its performance is better in terms of throughput and delay.

The remainder of this paper is organized as follows. Section
2 reviews related work, Section 3 discusses the EAP protocol,
Section 4 explains the proposed modifications, Section 5 pre-

sents network model and assumptions, Section 6 evaluates
the performance of the protocols, and finally Section 7 con-
cludes the paper and discusses the directions for future work.

2. Related work

There are a lot of hierarchical clustering routing protocols pro-
posed in literature; these protocols differ in many ways such as
the basis on which the cluster heads (CHs) are selected, the used

method for cluster formation, etc. These protocols such as:
Low-Energy Adaptive Clustering Hierarchy (LEACH) [8]:

a predefined percentage of nodes are selected as CHs randomly
and randomly rotated – with no probability of a CH to become

again CH up to certain number of rounds. Each node selects
the closest head as CH and sends data to it using Time Divi-
sion Multiple Access (TDMA) schedule. LEACH may result

in bad CH selection, bad CHs distribution, and instability in
clusters number and size; this increases the load on CHs as well
as on members, sometimes the distance between the CH and its

member may be long, this leads to a long time for data to reach
the CH which implies widening the time slot of the TDMA
schedule, also sometimes the whole network formed in one
cluster, this implies the lengthening of the TDMA schedule it-

self to be enough for all existing nodes minus one (the alone
CH). This long TDMA schedule with its wide time slots in-
creases the data latency.

LEACH-centralized (LEACH-C) [9]: is an improved
scheme of LEACH in which a centralized algorithm at the base
station (BS) makes cluster formation. Each node sends infor-

mation about current location and energy level to BS, then
the BS utilizes its global information of the network to pro-
duce better clusters that require less energy for data transmis-

sion. LEACH-C does not take into account a method to
overcome the sensor node failure and it needs GPS or other
location-tracking method.

Hybrid, Energy-Efficient, Distributed clustering approach

(HEED) [10]: for prolonging network lifetime, CH selection in
this protocol is primarily based on the residual energy of each
node, and to increase energy efficiency and further prolong

network lifetime, a secondary clustering parameter considers in-
tra-cluster ‘‘communication cost’’ which can be a function of
neighbor proximity or cluster density. The main objectives of

HEED are to distribute energy consumption to prolong net-
work lifetime, minimize energy during the CH selection phase,
and minimize the control overhead of the network, but HEED

needs multiple broadcasting for cluster formation and thus con-
sumes more energy.

Two-Level hierarchy LEACH (TL-LEACH) [11]: is a pro-
posed extension to the LEACH algorithm. It utilizes two levels

of cluster heads (primary and secondary) in addition to the other
simple sensing nodes. In this algorithm, the primary cluster head
in each cluster communicates with the secondaries, and the cor-

responding secondaries communicate with the nodes in their
sub-cluster. The two-level structure of TL-LEACH reduces
the amount of nodes that need to transmit to the sink, effectively

reducing the total energy usage.
Proxy-Enable Adaptive Clustering Hierarchy (PEACH)

[12]: is a protocol that improves LEACH in terms of lifetime.
This is achieved by selecting a proxy node which can assume

the role of the current CH of weak power during one round.
PEACH is based on the consensus of healthy nodes for the
detection and manipulation of failure in any cluster head. It al-

lows considerable improvement in the network lifetime by
reducing the overhead of re-clustering.

Energy-Efficient Clustering Scheme (EECS) [13]: A con-

stant number of candidate nodes for CH role are elected with
a probability T and compete according to the residual energy
within range Rcompete. The candidate will be a head if it did

not find another higher energy candidate, otherwise, it will give
up competition with the first found higher energy candidate.
The cluster size should be justified such that, the larger the dis-
tance between the CH and the BS is, the smaller cluster size the

CH should accommodate. It is true that the CH selected is
the candidate with larger residual energy in range Rcompete,
but the set of candidate nodes in the competition are selected

randomly before the competition, this may result in non-opti-
mal CH selection.

Power-Efficient and Adaptive Clustering Hierarchy

(PEACH) [14]: The main goal of PEACH is to minimize the
energy consumption of each node, and maximize network life-
time. By using overhearing characteristics of wireless commu-
nication, PEACH forms clusters without additional overhead

and supports adaptive multi-level clustering; in addition,
PEACH can be used for both location-unaware and loca-
tion-aware Wireless Sensor Networks.

A Probability-Driven Unequal Clustering Mechanism for
Wireless Sensor Networks (PRODUCE) [15]: organizes the
network with unequal-sized clustering determined with local-

ized probabilities and multi-hop routing based on stochastic
geometry. Far clusters from the BS are made to have larger
cluster sizes that allow focusing more on intra-cluster data pro-

cessing rather than inter-cluster processing. It results in energy
consumption balancing, increasing lifetime, and improving
coverage.

3. Description of EAP

EAP works in rounds as LEACH and each round consists of

two main phases, set-up phase and data phase. The set-up
phase is subdivided into two phases, cluster formation phase
and CHs tree construction phase. In the cluster formation

phase, each node takes one of three states (roles), candidate,
plain, or head, while in the tree construction phase, each CH
takes additional role(s) to form the CHs tree, these roles are

child, parent, and root, so that the CH may be a Child Cluster
Head only (CCH), Parent Cluster Head (PCH) which indoors
is a child, Root Cluster Head which may be a parent but not a

child (RCH/RPCH). The flow charts represent the phases of
EAP operations are depicted in Figs. 1–3.

In the flow charts, Ea is the average residual energy of all
neighbors in the cluster range, and it is computed from the

neighborhood table information by using Eq. (1) as in [6,7].

Ea ¼
Pm

j¼1mj � Eresidual

m
ð1Þ



Figure 1 Cluster formation phase flow chart.

Figure 2 Tree construction phase flow chart.
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where m is the number of nodes within cluster range and mj
represents any node in this cluster range. The time delay (t)
is calculated according to Eq. (2) as in [6,7].

t ¼ k� Tclustering

� �
� Ea

Eresidual

� �
ð2Þ
where k is a real value uniformly distributed between 0 and 1,
and Tclustering is the time duration for CHs election. The weight
of a node i is computed by Eq. (3) as in [6,7].

weighti ¼
DðRSSiÞ � Ea

DðRSSmaxÞ � Eresidual

� �
ð3Þ

where RSSi denotes node i’s received signal strength of the sig-
nal broadcasted by the BS, RSSmax is a constant which is

determined by the location of the BS, and D is a function used
for estimating the distance between node i and the BS.

4. The new proposed algorithm

EAP achieves a good performance in terms of lifetime, but it

lacks a mechanism that informs member nodes about their
CH death and informs CHs about their parents’ death during
the round. So, EAP leads to energy loss that is consumed in

sending packets to a dead node and loss in the sent packets,
and these losses continue until the end of the round. EAP
authors concerned only in their evaluation of the protocol
on the network lifetime and they did not consider other



Figure 3 Data phase flow chart.
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important QoS parameters such as delay, packet loss, and
throughput. It was found that the common cause of EAP

losses is the death of the root during the round when it is over-
loaded. Fig. 4 demonstrates the two common cases of root
overload. In Fig. 4a, a CH is located in the range of all the

remaining CHs and it has the largest weight among them, so
all of them select it as a parent and it becomes a root constitut-
ing a star topology not a tree topology which increases the
aggregation load on it. In Fig. 4b, a CH is far from the other
F

is

C

CHs so it is obliged to be a root although it is very far from the
sink which increases the transmission load on it. Fig. 5 shows

the constructed tree in a round of EAP.
It should be mentioned that the most common overload

case is the first one, this means that the constructed tree is
not ideal, it does not aid in balancing the load of relaying data

among the CHs. To eliminate or decrease EAP losses, we can
directly use a recovery method from CH (child, parent, or
root) death or failure, but this method will exhaust a lot of en-

ergy and reduce lifetime and may also affect the other good
performance metrics of EAP. So, the protection from loss
cause is better than the cure from it. The protection manner

used in the modified protocol Low Loss Energy-Aware routing
Protocol (LLEAP) consists of two techniques, the first tech-
nique is used to increase the lifetime, so that if a loss occurred,

the recovery method does not significantly affect the character-
istic of LLEAP with respect to the lifetime, and after the
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recovery, LLEAP lifetime remains on average as EAP lifetime.

The lifetime is increased by developing a schedule for nodes to
sleep and wake up to save their energy. The second technique
is used to reduce the number of occurrence times of the previ-
ously mentioned common cause for loss in EAP to reduce

losses and the energy consumed in the recovery from it.

4.1. Losses reduction method

The shape of the constructed tree should be controlled to re-
duce the occurrence of loss cause; to be more precise, the for-

mation of star topology among CHs should be avoided, the
maximum limit or the average value of the ‘‘branching factor’’
which can be defined as the variable number represents the

number of children of each parent node should be decreased
as much as possible especially the branching factor value of
the root node, the branching factor values of all CHs should
be convergent to distribute the tree aggregation load among

them, and this done by modifying the weight used in the tree
construction phase.

EAP uses the same weight for head selection and tree con-

struction. To study this weight well, first it should be studied as
a head selection weight, the equation of head selection weight
should satisfy that relation among its parameters: the less ratio

of the average residual energy of node neighbors to its residual

energy Ea

Eresidual

� �
, the greater the node weight, the greater the

likelihood of that node to become a CH (so that the selected
CH will collect in its cluster the maximum number of small
residual energy nodes decreasing the load on them and giving

the other nodes which have relatively higher energy the chance

to become CHs), this requires reversing the ratio Ea

Eresidual
which

used in the equation of head selection weight in EAP. The
weight used in LLEAP for head selection uses the reversed ra-
tio as in Eq. (4)

LLEAP CH selection weight ¼ DðRSSiÞ � Eresidual

DðRSSmaxÞ � Ea

� �
ð4Þ

For tree construction phase, the weight in Eq. (4) is not appli-
cable because the tree construction is performed in level 1 of

the hierarchy where the network is summarized to the graph
composed of CHs only, so, in tree construction phase, Ea

has no meaning and no effect, rather, it may have a negative

impact on the selection of inappropriate CH as a root; and
above Ea at the time of sending Root_Compting_Msg is no
longer a correct estimation of the average residual energy at

this time, because it is calculated at the start of the round be-
fore nodes send and/or receive different numbers of other mes-
sages. So, the tree construction weight in LLEAP is calculated
as in Eq. (5).

LLEAP tree construction weight ¼ DðRSSiÞ
DðRSSmaxÞ

� Eresidual

� �

ð5Þ

By applying this weight in the example of Fig. 5, two trees will

constructed as shown in Fig. 6. As shown in Fig. 6, this weight
decreased the branching factors of all CHs and made them
convergent, reduced the load on the root node with respect

to the number of children (i.e., with respect to the energy con-
sumed in aggregation), select the appropriate CH for the root
role which has the largest residual energy and smallest distance
F

to the sink, and reduced the load of the root with respect to the
energy consumed in the transmission to the sink. But it should

be noted that the number of roots increased which resulted in a
reduction in lifetime while the losses were decreased slightly.

This problem was solved by making a second iteration for

tree construction in which the root nodes formed in the first
iteration broadcast Root_Compting_Msg message in larger
transmission range RR. This message contains the weight of
the root calculated as in the first iteration and also contains

a list of the children of the sending root. After a specified per-
iod, each root compares the weights it received during this per-
iod with its own, if it has the largest weight, it remains a root; if

not, before it chooses the root with the largest weight as parent
it considers the children of this root, if one of them or more are
located in its transmission range R used in the first iteration, it

chooses the child with the largest weight as parent, otherwise it
chooses the root itself. This decreases the aggregation load on
the selected root in iteration2, and decreases the transmission

load on the root that joins with its tree the tree of the selected
root in iteration2. By this method the two constructed trees in
the previous example will be integrated into one tree as shown
in Fig. 7. It should be noted that the algorithm still has the

advantages of using the modified weight; in addition, the num-
ber of roots was reduced and the probability of the existence of
an isolated root was also reduced (the second common case of

packets loss cause in EAP).
But, if the number of roots generated in the first iteration

equals one, the second iteration becomes useless, but it wastes

time and energy, so to deal with this shortcoming without
sending or receiving any additional control messages, all nodes
take the decision to use the second iteration for a specified con-

stant number of rounds and invert this decision for another
specified constant number of rounds, taking into consideration
that the error resulting from the first decision is better than the
resulting error from the second decision-making.

The used method for aggregation in the protocol cannot be
ignored, because it may be a cause of losses. Up to now in EAP
and LLEAP implementations, each parent waits after the

frame time a period for its children to aggregate their aggre-
gated data with its cluster members’ data and send the total
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Figure 8 Level and wait time for CHs.
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aggregated data to its parent once. This wait period has been

set equal to (2 · expected number of CHs � 2) · Tchild_aggre,
but, the root waits a period equals (2 · expected number of
CHs � 1) · Tchild_aggre, where Tchild_aggre is the maximum time

needed for the packet to propagate from children to parent.
After frame time during this wait period, if a parent received
the data messages from all its children, it will cut this period,

aggregate data, and send it to its parent. This aggregation
method cannot deal with some situations, such as the situation
when a parent waits for one of its children, while this child

dead. The parent of this waiting parent will wait it and so
on. Because parents stay the same time waiting their children,
each child will send its aggregated message to its parent after
its parent sends its aggregated message to its parent, so its data

will be lost. The solution of this problem is to differentiate the
wait time for each parent according to its level in the tree. This
done by maintaining a variable for each CH represents its level

in the tree, and initializing it to value ‘‘one’’ at the beginning of
each cycle. Each head sends its value of this variable with the
aggregated data message to its parent, and each parent updates

its level variable value at the time for aggregation, and also up-
dates its wait time (see Fig. 8) according to Eqs. (6) and (7)
respectively:

The new value ðor new levelÞ ¼ previous level

þ the largest level value

among levels in all the

aggregated data messages

received from its children ð6Þ

wait time ¼ ðlevel� 1Þ � Tchild aggre ð7Þ
4.2. The proposed schedule technique

A schedule technique is used in LLEAP to save nodes energy
wasted in overhearing. The timeline of LLEAP operation is
shown in Fig. 9 and the details of the schedule are described
as follows: During Startup Time (which is the period required
for nodes after deployment to receive the OKmessage from the
sink to acquire the RSS), all nodes wake up receiving OK mes-
sage. During Table Filling period all nodes are awake for send-

ing and receiving E_Msg and filling the neighborhood table.
During (t) all nodes are awake until a Compete_Msg received,
after that they send Join_Msg message to their selected CH

and sleep. During (2 · Dt), plain nodes sleep while head nodes
awake receiving Compete_Msg or Join_Msg. In the remaining
time in Clustering phase, plain nodes formed after time
(2 · Dt) are awake for sending Join_Msg to their selected

CH, and head nodes are still awake for receiving Join_Msg.
Through Root Role Compete period in iteration1, plain nodes
sleep, head nodes awake sending and receiving Root_Comp-

ting_Msg, and nodes which are still candidate sleep. During
Notify Parent period in iteration1, plain nodes sleep, head
nodes awake sending and receiving My_Parent messages,

and candidates sleep.
Over Root Role Compete period in iteration2, plain nodes

sleep, head nodes (children and parents) sleep, root nodes

awake sending and receiving Root_Compting_Msg, and candi-
date nodes sleep. Over Notify Parent period in iteration2, plain
nodes sleep, head nodes awake sending and receiving My_Par-
entmessages, and candidate nodes sleep. During TDMA Send/

Receive period, plain nodes awake receiving TDMA_Schedule
message, head nodes wake up sending TDMA_Schedule mes-
sage, and candidate nodes sleep. During each Slot period,

one of the plain nodes in each cluster awake sending Da-
ta_Msg, head nodes awake receiving Data_Msg, and candidate
nodes sleep. Finally, during Data Relay period (which is the

period required for the aggregated messages from all the con-
structed trees to reach the sink), plain nodes sleep, head nodes
awake relaying the aggregated data to the sink, and candidate

nodes sleep.
5. The network model and scenario assumptions

The simulation assumed that there are N static sensor nodes
are randomly and densely scattered in a two-dimensional
square field A, and the sensor network has the following

properties:

� There is only one sink in the field, which is deployed at a

fixed place outside A.
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� Sensor nodes are location-unaware, non-rechargeable,
and always have data to send.

� The node can vary its transmission power depending on

the distance to the receiver.
� For simplicity, it is assumed that the probability of signal

collision and interference in the wireless channel is ignor-

able and the radio transmitter, radio amplifier and data
fusion unit are the main energy consumers of a sensor
node.

� Packets loss due to factors other than node death does

not exist or is ignorable.
� The Radio H.W. energy dissipation model used is as in

[9].

� The consumed energy in aggregating L k-bit signals into
a single k-bit signal = L · EDA · k, where EDA denotes
the energy consumed by data fusion.

� As assumed in EAP paper, there are five cycles in each
round.

� A node considered to be dead or killed when it becomes
not capable of transmitting data to the sink, and this

occurs in three cases:
(1) The node residual energy becomes below a threshold

(Edeath) equals to the energy required for a member node

to participate in a round, so that it transmits at least one
data packet.

(2) There is no head in its cluster range.

(3) There is no any node in its cluster range for any reason
and it cannot be a head.
6. Performance evaluation for protocols

To assess the performance of the protocols, a set of simulation
runs were carried out. The simulation runs were conducted
using the discrete event simulator OMNeT++ [16] as the sim-

ulation platform to generate a network in 100 · 100 m2 area in
which sensor nodes are distributed statically and uniformly.
The sink node is located at point (50,200) and it is assumed

that it has infinite power and other resources. The signal
propagation model used is the free space propagation model
when the propagation distance is less than the threshold dis-
tance d0, and the ground reflection (two-ray) propagation
model when the propagation distance is greater than the

threshold distance d0 [17,18]. A simple temperature sensing
application is used in simulation; the protocols also can be
suitable for any other WSN application that requires data
gathering such as precision agriculture, product quality and

habitat monitoring. Protocols performance is compared with
respect to the metrics defined in Section 6.2.1 using the param-
eters’ values stated in Section 6.1; the results and analysis are

in Section 6.2.

6.1. Simulation parameters

This section discusses the chosen values of the parameters
used in simulation. Most of the parameters’ values are se-
lected as the same as those in EAP paper for comparing

the protocols under the same conditions which EAP authors
used, for example, the monitored area size, the position of the
sink, the initial energy, Ethreshold, the threshold distance, clus-

ter radius, sensing radius, data packet size, and broadcast
packet size. The inter-cluster range used in EAP is 2.5 · r,
but in LLEAP there are two iterations for tree construction

in the first iteration the inter-cluster range used (R) is 2 · r
this decreases the broadcasting load on CHs and also con-
tributes on reducing the branching factor, in the second iter-

ation the inter-cluster range used (RR) is 3 · r, although this
range is greater than the range used in EAP, but this in-
creases the broadcasting load on only a small number of
nodes which are the previously formed roots, and also it de-

creases the probability of the existence of more than one root
at the end of the tree construction phase. The parameters
used in the simulation are reported in Table 1.

6.2. Results and analysis

In this section, the simulations which were carried out to com-
pare the performance of the protocols are reported. In simula-
tion, the number of the initial deployed nodes is increased from
100 to 500 node with step 100, and for each value the average
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value of one of the metrics defined in Section 6.2.1 is calculated

for each protocol. Most of the results obtained in this paper
were obtained by averaging multiple independent simulation
runs with a 95% confidence interval, where each run uses a dif-
ferent randomly-generated topology of sensor nodes.

6.2.1. Performance analysis for EAP
To evaluate EAP and study its limitations, EAP was imple-
mented and its implementation was validated by obtaining
approximately the same results for some curves presented in
EAP paper, under the same mentioned conditions, assump-

tions, network model, and parameters’ values, such as the
curve represents EAP lifetime shown in Fig. 13, then EAP
QoS parameters such as delay, throughput, and packet losses

were studied and compared with LEACH same parameters;
these QoS parameters are defined as follows: in computation,
raw data packets are used instead of the aggregated data pack-

ets as noticed from these definitions.

(1) Packet loss percentage: the ratio of the number of raw
data packets lost due to node death to the total number

of raw data packets transmitted in the network until its
lifetime end.
Packet loss percentage ¼ number of transmitted raw data packets� number of raw data packets received at the sink

number of transmitted raw data packets
� 100

ð8Þ
(2) Lifetime: the count of rounds until the Last Node Dies
(LND).

(3) Throughput: is the number of sent data bits by plain

nodes which the sink benefit by per second and it can
be considered as a measure to extent of sink benefit from
the network lifetime because it determines whether the
amount of data received to the sink is suitable with

respect to the network lifetime or there is a lot of time
lost in setup and data relaying.
Throughput¼ number of bits received at the sink during the lifetime regardless of the form in which they are received

network lifetime in seconds
ð9Þ
(4) End to end delay: the average time it takes for raw data
packets to traverse from the plain nodes to the sink
regardless of the form in which they are received, in

other words it is the average delay of the sink in benefit-
ing from every raw data packet sent until lifetime end.
End to end delay¼
P

all received raw datapackets at the sinkðreceiving time� sending timeÞ
total number of raw data packets received at the sink

¼
Pn

j¼1
Phj

i¼1ðTj þPjiÞ
n

ð10Þ
where n is the total number of raw data packets received at the
sink, hj is the total number of hops traversed by the raw data
packet number j, Tj is the transmission delay of the raw data

packet number j, Pji is the propagation delay of the raw
data packet number j through the hop number i. The following
discussion demonstrates the results of the evaluation.

6.2.1.1. End to end delay. EAP average delay is not constant
and it approximately increased slightly with the increases in
the number of deployed nodes as shown in Fig. 10. In EAP

implementation, if the number of a member’s neighbors in
its sensing radius is greater than a threshold value related to
the quality of coverage determined by the application, it goes
to be asleep with probability (1 � 1/threshold) [19], which

means the more neighbors it has, the more probability to be
asleep. This causes a reduction in the average number of active
members per cluster when the number of deployed nodes in-

creases and reaches 300, then it continues to decrease as shown
in Fig. 11.

The average end to end delay is inversely proportional to

the count of active members; the smaller the active members
count, the larger the slot time, the more time most cluster
members wait after sending the data message before the end

of the frame and the beginning of data aggregation and relay-
ing. The average count of CHs formed in EAP network is
approximately constant with the increase on deployed nodes
number (i.e. the average number of hops through the path to

the sink is approximately constant). The delay in each hop
equals to the transmission delay plus the propagation delay,
while the transmission delay is the same for all nodes because

the length of the data packet is constant, and the propagation
delay has a small value that will not greatly affect the value of
the end to end delay. Because the average end to end delay is
inversely proportional to the count of active members and be-
cause the average number of hops through the path to the sink
is approximately constant with the increase on deployed nodes

number, the curve represents the average end to end delay of
EAP takes the inverse behavior of the curve represents the
average number of active members per cluster.

The average end to end delay of LEACH is approximately
constant by changing nodes number and this is due to that the
average number of cluster members in LEACH network is
constant and every packet sent by member nodes in the net-
work passes an equal number of hops (two hops) to reach
the sink. Fig. 12 demonstrates the average end to end delay
for both EAP and LEACH. From Fig. 12, it could be con-
cluded that the average delay of EAP is less than that of
LEACH by on average 99.9% although in EAP, the packets

from member nodes may go across more than two hops, this
is mainly due to the previously mentioned requirement of
LEACH for a wide TDMA schedule to accommodate all

nodes expected to be deployed in the network minus one as
members.
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Figure 10 The avg. end to end delay for EAP vs. number of

nodes.
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Figure 11 The avg. count of members per cluster for EAP vs.

number of nodes.
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Figure 12 Average end to end delay vs. number of nodes.

Table 1 Simulation parameters.

Parameters Value

Network filed (100,100)

Nodes number 100–500

Cluster radius r 30 m

Sensing radius rs 10 m

Inter-cluster range R 2 · r

Inter-cluster range RR 3 · r

Sink position (50,200)

Initial energy 2 J

Data packet size 525 Bytes

Broadcast packet size 25 Bytes

Ethreshold 0.01 J

Eelec 50 nJ/bit

efs 10 pJ/bit/m2

eamp 0.0013 pJ/bit/m4

EDA 5 nJ/bit/signal

Threshold distance d0 75 m

RSSmax �98 dBm
Coverage expectation 95%
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6.2.1.2. Lifetime. Fig. 13 demonstrates the lifetime of both
EAP and LEACH. From Fig. 13, it is obvious that the lifetime
of EAP increased with the number of deployed nodes due to
the intra-cluster coverage method used. LEACH lifetime in-

creases slightly with the number of deployed nodes as shown
in Fig. 14 which represents a magnification of the part of
Fig. 13 which represents LEACH lifetime curve. LEACH life-

time is less than that of EAP by on average 61.5% because
LEACH bear with load unbalance and high energy consump-
tion from both CHs and members.

6.2.1.3. Packet loss percentage. Fig. 15 demonstrates the aver-
age packet loss percentage for both EAP and LEACH. As

mentioned the reason of packet loss in EAP is the lack of a
mechanism that informs about CH death. Although LEACH
has the same limitation and also in LEACH the probability
of CH death is higher than in EAP because of higher CH en-

ergy consumption, the packet loss percentage of EAP is higher
than that of LEACH by 35% as shown in Fig. 15. The count
of LEACH lost packets is smaller than EAP because in EAP

the network has only a single point of failure, i.e. if in a round
the dead CH is the root, all the generated data in the whole
network through this round will be lost. Also the fact that

the count of the generated packets in LEACH is redundant
and higher than that of EAP specifically when the number of
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Figure 15 Average packet loss percentage vs. number of nodes.
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Figure 16 Average generated raw data packets count for EAP

vs. number of nodes.
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Figure 17 Average throughput vs. number of nodes.
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deployed nodes increases cannot be ignored, so the percentage
of the lost packets to the generated packets in LEACH net-
work is smaller. LEACH generated packets are redundant
and more than that of EAP when the number of nodes in-

creases because LEACH does not use coverage method and
all nodes are active in the same time that the coverage method
used in EAP implementation in addition to it causes the in-

crease of inactive members when the number of nodes in-
creases, it causes the existence of a number of successive
inactive rounds which do not used in sending data, rather these

rounds consume nodes energy in sending control packets in the
interval precedes activity test, so some nodes die quickly after
or during these rounds without benefiting from them in send-
ing data. Due to these reasons at 400 and 500 deployed nodes

where the count of inactive members and successive inactive
rounds increase, the average count of generated raw data pack-
ets decreases as shown in Fig. 16. From Fig. 15, it could be no-

ticed that the curve of LEACH average packet loss percentage
takes a stable behavior, while the curve represents EAP aver-
age packet loss percentage changes its behavior after the 300

node point taking the inverse behavior of generated raw data
packets curve as it is inversely proportional to it.

6.2.1.4. Throughput. Fig. 17 demonstrates the average through-
put of both EAP and LEACH. From Fig. 17, it could be no-
ticed that the throughput of EAP is higher than that of
LEACH by on average 99.6%. This is also because LEACH
design requires a wide TDMA schedule to accommodate the
circumstances when only one CH formed and the remaining
large number of nodes becomes its members, while the average

number of cluster members in LEACH network is not large
and constant, i.e., in most cases the long TDMA frame divided
of a small number of nodes, as a result the slot time dedicated

to each node becomes longer than its need, it sends its data
packet in a small percent of this slot time and the remaining
of the slot represents wasted time. This increases the wasted
time through network lifetime, thus the throughput decreased.

It is obvious from Fig. 17 that the throughput of EAP de-
creased dramatically after the number deployed nodes in-
creased over 200 nodes, but the difference between the lower

point in EAP throughput curve and the higher point of
LEACH throughput curve is still large. The throughput
of EAP decreased mainly due to the appearance of a number

of successive inactive rounds as mentioned before when the
number of deployed nodes equals 300 and this number in-
creased at 400 and 500 node, also because the throughput is di-

rectly proportional to the count of active members per cluster,
it takes the same behavior as the curve represents the average
count of active members per cluster shown in Fig. 11. Also it is
expected that the decrease in the average count of active
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Figure 20 Average end to end delay vs. number of nodes.
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members in EAP and accordingly the decrease in the average

throughput will not continue but they will approximately be-
come steady at a certain node density and it appears from Figs.
11 and 17 that the change in their curves begins to decrease at
400 deployed nodes. The throughput of LEACH increases lin-

early with the number of deployed nodes; this is not clear in
Fig. 17 due to the scale of the vertical axis and the big differ-
ence between LEACH and EAP curves, the curve represents

LEACH throughput is redrawn in Fig. 18 with an appropriate
scale.

6.2.2. Performance analysis for LLEAP
This section shows the results obtained from LLEAP evalua-
tion and compares these results with the results obtained from

EAP and LEACH evaluation. The results obtained are shown
in Figs. 19–22, and illustrated in Sections 6.2.2.1–6.2.2.4.

6.2.2.1. Packet loss percentage. LLEAP overcomes the disad-
vantage of EAP which is the single point of failure by reducing
this failure, i.e., reducing root death by reducing the aggrega-
tion and transmission loads on it. In LLEAP generally the

number of CH death is reduced and in case of CH death,
the death is at the end of the round after the CH sends the last
aggregated data message. Therefore, LLEAP losses become

less than EAP, and also less than LEACH. As shown in
Fig. 19 the average loss percentage of LLEAP is below the
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Figure 19 Average packet loss percentage vs. number of nodes.
average loss percentage of EAP by on average 93.4%, and be-
low the average loss percentage of LEACH by on average

89.3%.

6.2.2.2. End to end delay. Although the number of hops is in-

creased and the path to the sink is elongated in LLEAP, the
delay is decreased as shown in Fig. 20 by on average 1%, be-
cause the used method of aggregation made the waiting period

for children data proportional to the level of the parent in the
tree. From Fig. 12, it is known that LEACH delay is higher
than EAP delay with high percentage, so from both Figs. 12
and 20 it is self-evident that LEACH delay is also higher than

LLEAP with high percentage, so that in Fig. 20, it was suffi-
cient to zoom in EAP and LLEAP curves only to clarify the
difference between them.

6.2.2.3. Throughput. As shown in Fig. 21, LLEAP throughput
is increased over EAP throughput by approximately 11.8%

although the setup time increased. This is due to the decrease
in the wasted time from LLEAP network, which untapped in
sending data, as a result of the reduction of the successive inac-

tive rounds count and at the same time the average number of
generated data packets does not remain as it is in EAP, but it
increased over it slightly, and packets loss decreased.

6.2.2.4. Lifetime. Without simulation it was difficult to expect
whether the lifetime of LLEAP network will be less or more
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Figure 21 Average throughput vs. number of nodes.
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Figure 22 Network lifetime vs. number of nodes.
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than EAP, because LLEAP uses a time schedule to save nodes
energy and increase lifetime, in the same time, some modifica-
tions which used in LLEAP exhaust nodes energy. By using the
simulation as shown in Fig. 22, the LND lifetime of the

LLEAP is below the LND lifetime of EAP by approximately
7.8%. The percentage of LLEAP lifetime reduction is small
when the number of deployed nodes is 100, 200, or 300, but

this percentage increased notably when the number of de-
ployed nodes increased to 400 and 500 nodes. This may not
be considered as a disadvantage of LLEAP, because the in-

crease in the percentage of LLEAP lifetime reduction is accom-
panied by an approximately equal percent increase in LLEAP
throughput over EAP; this means that most of the large in-
crease in EAP lifetime over LLEAP when the number of de-

ployed nodes is 400 and 500 are not exploited in data
transmission.

7. Conclusions and future work

This paper proposed a modified version of EAP which is called

LLEAP. LLEAP has the same three phases of EAP except
some modifications in each phase. LLEAP modifies EAP in
terms of some QoS parameters by modifying the weights equa-

tions, adding a second iteration for tree construction, using
schedule technique for nodes sleep and awakening to save
nodes energy, and using an aggregation method decreases de-

lay and packet losses. Simulation results showed that LLEAP
offers improvements over EAP in loss percentage, throughput,
and delay by on average 93.4%, 11.8%, and 1% respectively,
while LND lifetime reduced by 7.8%.

There are several future works we would like to focus on
such as: first, how to increase the network lifetime without
affecting the other performance metrics of LLEAP. Second,

using a best method for canceling the second tree construction
iteration when only one root formed in the first iteration. Fi-
nally, trying to get over the constraints imposed upon the pro-

tocol by some of the suggested assumptions and making the
protocol satisfies other applications’ requirements such as
mobility, node addition, and event-driven or query-driven data

delivery methods.
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