View metadata, citation and similar papers at core.ac.uk brought to you by .. CORE

provided by Elsevier - Publisher Connector

Appl. Math. Lett. Vol. 5, No. 2, pp. 79-81, 1992 0893-9659/92 $5.00 + 0.00
Printed in Great Britain. All rights reserved Copyright© 1992 Pergamon Press pic

A CHARACTERISTIC POLYNOMIAL

JON ROKNE
Department of Computer Science, 2500 University Drive N.W.
Calgary, Alberta, Canada T2N 1N4

(Recesved November 1991)

The n x n matrix

a b b b b
b a b b b
A=|: :
b 4 b .- a b
b b b - b oa

occurs occasionally in applications (see, for example, [1]). In particular, it is of interest to know
when this matrix is positive definite. One way to determine this is to calculate the eigenval-
ues explicitly and to test whether they are positive. In this note, we therefore calculate the
characteristic polynomial

Dn()) = det(A — AI)

for the above matrix.
For simplicity, we calculate first

a b b --- b b
b b - b b
D,, = det ‘., .
b b & .-~ a b
b b b - b a
If we can find D, explicitly, then we obtain the characteristic polynomial by replacing a by a — A.
Let also
b b b b b
b a b --- b b
C,=det | : ", ,
b b b --- a b
b5 b .- b a

that is the determinant of the matrix obtained by replacing the element a in the top left corner
of A by b.
Expanding D, by minors in the first row, (see, for example, [2]) we get

b b b .- b b b a b --- b b
b a b --- b b b b b .- b b
Dp=aD,_y—-bdet | : sl +bdet | : :
b b b a b b b b a b
b b b b a b b b b a
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b a b b b b a b --- b b
b b b b b b a --- b b
+oet (=) S+ 8(-1)n
b b b --- b b b b b b a
b b b b a b b b b b
=aDp_y — (n — 1)bCp_1. 1)

We have the initial values D; = a and D3 = a? — b?. Using the recurrence (1), we get
D3 = 263 + a® — 3ab? = (a — b)%(a + 2b), which is easily verified directly; and replacing a by
a — ) in D3, we get D3(A) = (a — A) + 263 — 3(a — X)b?, which has the factors X33 = a — b and
Az = a + 2b.

Similarly, expanding C,, by minors in the first row, we get

where we have C; = b, C3 = b(a — b) and Cs = b(a — b)? by direct calculation.

From (1) and (2), we get
Cn - Dn = (b - a)Dn_l. (3)

Multiplying (2) by a and (1) by b and subtracting, we get
aCp — bDy, = b(b — a)(n — 1) Cp-1. 4)
Increasing the index in (2) by 1, we get |
bD, = Cpny1 + nbCl,. )]
Equations (4) and (5) together give
Cn41 + (nb—a)Cp + b(b~ a)(n — 1)Cn_1 = 0. (6)
Increasing the index in (6) by 1, we get
Cnsz + (n + 1)b = a)Cnt1 + b(b — a)n)Cy, =0, (7)
which can further be written as
(E%+ ((n+ 1)b— a)E + b(b— a)n)C, =0 (8)

using the shift operator, E, defined by ED,, = Dn4;. Equation (8) can now be factored in a
similar manner to the example in [3, Section 6.2.3],

E? + (b(n+1)— a)E +bn(b—a) = (E + bn)(E + (b — a)) (9)

taking care that the noncommutativity of the shift operator with a non-constant coefficient is
not violated. We now have two first order recurrences:

(E+bn)Y, =0 (10)

and

(E+ (b—a))Ch =Y. (11)
The solution of (10) is clearly

Yp = (=1)"" 15" (n — 1)IY;. (12)
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Plugging this into (11), we get the equation
Cnt1 = (@ —5)Cp + (-1)*" 15" (n - 1)Y;. (13)

This is a first order linear recurrence, as given in [3, Section 5.2]. The solution is

Ca=C [[ a=-0)+ Y (-D)¥E-2)'Ys [] (a-¥)

2<i<n 2<ikn i<j&n
=Cila—b)"t+¥r Y il(=b)i(a-b)" (14)
1<i<n-1

Using the values for C; and C;, we get Y; = 0 so that C, = b(a — b)*=1. This could also have
been obtained directly from (10) and (11) using the boundary conditions C; and C;. From (5),
we then obtain

Dp = (a—b)" +nbla—b)""!=(a—-b)""(a+ (n—-1)). (15)

The eigenvalues of D,, are therefore Ay 2 .. n—1 =(a —b) and A\, =a+ (n—1)b.

Gershgorin’s theorem (see [2]) tells us that all of the eigenvalues lie in or on the disk |z — a] <
(n—1)|b] in the complex plane. In this example, we see that (n — 1) eigenvalues lie in the interior
of the disk and one eigenvalue is on the boundary.

The answer to the question on whether the matrix A is positive or not is now obvious since we
have explicit values for the eigenvalues.
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