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Abstract

Let G be a Lie group acting on a vector space V. I say that a vector field u : V → V is
orbital if for all p in V, u(p) is tangent to the orbit of p at p. Now let the vector space V

and the vector space tangent to G at the identity have inner products. In this setting I define
a simple map (which I call quasi-projection) which transforms any vector field on V into an
orbital one. I use the quasi-projection map to define flows which compute canonical forms.
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1. Introduction

We consider the following task: Compute canonical forms using flows. We begin
our analysis of this task by clarifying the meaning of the phrases “canonical forms”
and “computing using flows”.

Let X be a set and let G be a group. A map µ : G × X → X is an action of G on
X if it satisfies the following conditions for all g, h ∈ G and x ∈ X:

(i) µ(g,µ(h, x)) = µ(gh, x),
(ii) µ(e, x) = x,
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where e is the identity element of G. When µ can be easily inferred from the context
I usually write g ∗ x in place of µ(g, x).

Let G(X) denote the group of invertible maps φ : X → X of the set X into itself.
If the map µ : G × X → X is a group action then the map G → G(X) : g �→ (x �→
g ∗ x) is a group homomorphism and the action map µ can easily be recovered from
this homomorphism. As a consequence the phrase “transformation group” is some-
times used in place of the phrase “group action”. (For example, Olver [15] uses
“transformation group”.)

We say that two points x, y ∈ X are equivalent if there exists a group element
that maps one to the other; in symbols, ∃g ∈ G, g ∗ x = y. The equivalence class
determined by an element x ∈ X is called the orbit of x. It is easy to see that this
orbit is the following set:

G ∗ x := {g ∗ x : g ∈ G}.
Olver [15, p. 58] defines “canonical form” as follows:

In this context, a canonical form of an element x ∈ X just means a distin-
guished, “simple” representative x0 ∈ G ∗ x of the orbit containing x. Thus,
a complete list of canonical forms can be identified with a list of orbits of the
group, since each orbit must contain one (and, in an irredundant list, only one)
canonical form, which thereby serves to distinguish the orbit. Of course, there
is no uniquely specified canonical form, and some choice, usually based on
one’s aesthetic judgment of “simplicity”, must be exercised.

(Birkhoff and Maclane [2] require that the canonical form of x be uniquely deter-
mined by x. This uniqueness requirement is often too stringent.)

We should also clarify the meaning of “flow”. (Here I follow Ref. [11].) Let V be
a vector space, let W be an open subset of V and let f : W → V be a continuously
differentiable function which may be called a vector field on W . We associate with
this vector field the following (ordinary) differential equation: x′ = f (x). For each
y ∈ W there is a unique solution φ(t) with initial condition φ(0) = y defined on a
maximal open interval J (y) ⊆ R. We write φ(t, y) to indicate the dependence of
the solution on the initial condition. Let � := {(t, y) ∈ R × W : t ∈ J (y)}. Then the
map � → W : (t, y) �→ φ(t, y) is called the flow of the differential equation. The
set � is open in R × W and the map φ : � → W is continuous.

Since flows are continuous, we cannot use them to compute arbitrary canonical
forms. The map from elements to their canonical forms must be continuous. Con-
sequently, we shall limit our attention to Lie group actions. (Here I follow Refs.
[15,18].)

A Lie group G is a group that also carries the structure of a differentiable man-
ifold such that the product map G × G → G : (g, h) �→ gh and the inverse map
G → G : g �→ g−1 are smooth (that is, infinitely differentiable). All of the examples
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of Lie groups that we shall discuss are well-known matrix groups. I use the language
of Lie groups and manifolds only as an abstract framework to guide our discussion.

Let X be a smooth manifold and let G be a Lie group. A map µ : G × X → X is
a Lie group action of G on X if µ is smooth and is a group action. The phrase “Lie
transformation group” is also used in place of “Lie group action”. (For example,
Olver [15] uses the former phrase.)

Let µ : G × X → X be a Lie group action. Consider the orbit G ∗ p determined
by p ∈ X. Note that for any h ∈ G the map G ∗ p → G ∗ p : g ∗ p → h ∗ (g ∗ p) is
a diffeomorphism of the orbit. Furthermore, given any two points of the orbit there is
such a diffeomorphism taking the one point to the other. (In other words, the action of
G on the orbit G ∗ p is “transitive”.) Thus, if we view the orbit as a manifold then all
its points look the same. We say that the manifold is “homogeneous”. (For more on
this topic see [18, Chapter 3, Section 5] and [8].) Later when we add more structure
(namely a Riemannian 2-form) to the orbit we shall want to retain this homogeneity.
We shall generally lose homogeneity when we introduce a vector field.

Here is a summary of the contents of this report. The next section which is entitled
“Examples of canonical forms” contains a review of some examples of canonical
forms. These examples will be treated further in a later section.

The section entitled “Quasi-projection” is the principal section of this report. I
define the quasi-projection map there. Let me briefly preview that definition. Let G
be a Lie group acting on a vector space V. Then I say that a vector field u : V → V
is orbital if for all p in V, u(p) is tangent to the orbit G ∗ p at p. Now let the
vector space V and the space tangent to G at the identity have inner products. In
this setting I define the quasi-projection map � which transforms an arbitrary vector
field v : V → V into a vector field �v : V → V which is orbital. It follows that
solutions of the differential equation x′ = �v(x) stay on orbits.

In the section entitled “Applications of quasi-projection” I further treat the exam-
ples discussed earlier. In particular, I use the quasi-projection map to define flows
which compute canonical forms.

Throughout the report I use some elementary facts about the Frobenius inner pro-
duct. For the convenience of the reader I review this inner product in Appendix A.

2. Examples of canonical forms

Let us consider some examples. We shall limit our attention to classical subgroups
of the group of invertible real matrices. (Curtis [4] discusses most of the matrix
groups that we consider here.)

Example (O(n) acting on Rn). Consider the vector space Rn of n-tuples of real num-
bers with the usual Euclidean inner product 〈·, ·〉 : Rn × Rn → R which is defined
by 〈x, y〉 := ∑

xiyi . Let O(n) denote the group of orthogonal linear transformations
of this space. Recall that O(n) consists of the n-by-n real matrices Q with the
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property that the transpose QT of Q equals the inverse Q−1 of Q; in symbols,
O(n) = {Q ∈ Rn×n : QQT = I } where Rn×n denotes the set of n-by-n real matri-
ces. We use the natural multiplicative action of O(n) on Rn:

O(n) × Rn → Rn : (Q, x) �→ Qx.

Consider the orbit of a point p in Rn:

O(n) ∗ p = {Qp : Q ∈ O(n)}.
This orbit is the sphere centered at the origin with radius equal to the length ‖p‖ of
p. Let e be any unit vector. Then for a canonical form we can take ‖p‖e. Note that
the canonical forms are irredundant in this example.

Example (O(m) acting on Rm×n). In the previous example we had the orthogonal
group acting on single vectors. In this example, the orthogonal group acts simul-
taneously on a number of vectors, namely, the columns of a matrix. Let Rm×n de-
note the vector space of m-by-n matrices where m � n. Again we use the natural
multiplicative action of O(m) on Rm×n:

O(m) × Rm×n → Rm×n : (Q,M) �→ QM.

Consider the orbit of a matrix M in Rm×n:

O(m) ∗ M = {QM : Q ∈ O(m)}.
Recall that any m-by-n matrix M with rank n can be written as the product of
an orthogonal matrix Q and an upper triangular matrix R : M = QR. (This fac-
toring corresponds to the Gram–Schmidt ortho-normalization process. See, for ex-
ample, [16] or [14].) We can take upper triangular matrices as canonical forms.
Note that these canonical forms provide a redundant list since the diagonal matrices
diag(±1,±1, . . . ,±1) are orthogonal.

Example (Upper(n) acting on Rn). Let Upper(n) denote the group of invertible up-
per triangular matrices. We use the natural multiplicative action of Upper(n) on Rn:

Upper(n) × Rn → Rn : (R, x) �→ Rx.

Consider the orbit of a point p in Rn:

Upper(n) ∗ p = {Rp : R ∈ Upper(n)}.
Define the integer-valued function κ on Rn as follows:

κ := Rn → {1, 2, . . . , n} : x �→ min{j : xj /= 0}.
Note that the orbit of p consists of the elements x ∈ Rn satisfying the following
condition: xκ(p) /= 0 and ∀i < κ(p), xi = 0. For a canonical form of p we can take
the coordinate vector eκ(p) where ei is the vector which has its ith entry equal to 1
and its other entries equal to 0. Note that the canonical form for e1 + εe2 is e2 for all
ε /= 0. It follows that the canonical form map p �→ eκ(p) is not continuous.
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Example (Uni-Lower(n) acting on Rn×n). Let Uni-Lower(n) denote the group of
lower triangular n-by-n matrices with ones on the main diagonal. We use the natural
multiplicative action of Uni-Lower(n) on Rn×n:

Uni-Lower(n) × Rn×n → Rn×n : (L,M) �→ LM.

Consider the orbit of a matrix M in Rn×n:

Uni-Lower(n) ∗ M = {LM : L ∈ Uni-Lower(n)}.
Recall that most square matrices can be written as a product LR of a uni-lower
triangular matrix and an upper triangular matrix R and that this factoring is usually
unique. This factoring corresponds to Gaussian elimination. (See, for example, [16]
or [14].) Consequently, we can usually take upper triangular matrices as canonical
forms.

Example (O(n) acting on Sym(n), orthogonal similarity). Let Sym(n) denote the
vector space of n-by-n symmetric matrices. We use the “similarity” action of the
orthogonal group O(n) on the symmetric matrices

O(n) × Sym(n) → Sym(n) : (Q,A) �→ QAQT.

Consider the orbit of a symmetric matrix A:

O(n) ∗ A = {QAQT : Q ∈ O(n)}.
Recall that every symmetric matrix A has an independent set of orthonormal eigen-
vectors. This result is called the “spectral” theorem. (See, for example, [9,16] or
[14].) We obtain the decomposition A = QDQT where Q is orthogonal and D is
diagonal. The diagonal entries of D are the eigenvalues of A. Consequently, we can
take diagonal matrices as canonical forms. Note that these canonical forms provide
a redundant list since the eigenvalues can be rearranged.

Example (O(m) × O(n) acting on Rm×n, orthogonal equivalence). Let O(m) ×
O(n) denote the direct product of the orthogonal groups O(m) and O(n). We use
the following action of this direct product on Rm×n:

O(m) × O(n) × Rm×n → Rm×n : U × V × M �→ UMV T.

(When discussing a direct product, I sometimes write a × b instead of (a, b) to de-
note an ordered pair.) Consider the orbit of a matrix:

(O(m) × O(n)) ∗ M = {UMV T : U ∈ O(m), V ∈ O(n)}.
Recall that every matrix has a decomposition M = UDV T where U and V are or-
thogonal and D is diagonal. This result is called the “singular value decomposition”.
(See, for example, [16] or [14].) The diagonal entries of D are called the “singular
values” of M . Clearly we can take diagonal matrices as canonical forms.
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Example (Gl(m) × Gl(n) acting on Rm×n, equivalence). Let Gl(m) denote the gen-
eral linear group of m-by-m, invertible, real matrices. We use the following action
of the direct product Gl(m) × Gl(n) on Rm×n:

Gl(m) × Gl(n) × Rm×n → Rm×n : G × H × M �→ GMH−1.

Consider the orbit of a matrix:

(Gl(m) × Gl(n)) ∗ M = {GMH−1 : G ∈ Gl(m),H ∈ Gl(n)}.
Recall that every matrix M has a decomposition M = GDH−1 where G and H

are invertible matrices and D is a diagonal matrix with ones and zeros on its main
diagonal. The number of ones equals the rank of M . Clearly we can take such diag-
onal matrices as canonical forms. However, note that the map M �→ rank M is not
continuous. (For example, consider diagonal matrices with small diagonal values.)

Example (Gl(n) acting on Sym(n), congruence). We use the following action of
Gl(n) on Sym(n):

Gl(n) × Sym(n) → Sym(n) : (G,M) �→ GMGT.

Consider the orbit of a symmetric matrix:

Gl(n) ∗ M = {GMGT : G ∈ Gl(n)}.
Recall that every symmetric matrix M has a decomposition M = GDGT where G

is an invertible matrix and D is a diagonal matrix with diagonal entries equal to +1,
0 or −1. This result is associated with Sylvester’s law of inertia and the signature
of a symmetric matrix. (See, for example, [1,13] or [12].) Clearly we can take such
diagonal matrices as canonical forms. However note that the map from symmet-
ric matrices to such diagonal matrices is not continuous. (Consider, for example,
diagonal matrices with small diagonal entries.)

Example (Gl(n) acting on Pos(n) × Sym(n), simultaneous congruence). Let Pos(n)
denote the set of positive definite symmetric n-by-n matrices. Note that this set is
open in the space of symmetric matrices. We use the following action of Gl(n) on
the direct product Pos(n) × Sym(n):

Gl(n)×Pos(n)×Sym(n)→Pos(n)×Sym(n) : G×A×B �→GAGT×GBGT.

Consider the orbit of a pair:

Gl(n) ∗ (A × B) = {GAGT × GBGT : G ∈ Gl(n)}.
Recall that for every pair A × B ∈ Pos(n) × Sym(n) there exists an invertible matrix
G and a diagonal matrix D such that A = GGT and B = GDGT. (See, for example,
[1, Chapter 4, Section 12] or [13, Chapter 2, Section 15].) Clearly we can take the
pairs I × D where I is the identity matrix and D is diagonal as canonical forms.
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Example (Gl(n) acting on Rn×n, similarity). We use the following “similarity”
action of the general linear group Gl(n) on n-by-n real matrices:

Gl(n) × Rn×n → Rn×n : (G,M) �→ GMG−1.

Consider an orbit:
Gl(n) ∗ M = {GMG−1 : G ∈ Gl(n)}.

Let a := (a1, a2, . . . , an) ∈ Rn be an n-tuple of real numbers. Then the companion
matrix C(a) associated with a is defined as follows:

C(a) :=




0 0 0 · · · 0 −a1
1 0 0 · · · 0 −a2
0 1 0 · · · 0 −a3
...

...
...

...
...

0 0 0 · · · 0 −an−1
0 0 0 · · · 1 −an




.

Recall that most matrices M (for example, matrices with distinct eigenvalues) are
similar to a companion matrix; in other words, we have the decomposition M =
GC(a)G−1. (See, for example, [12] or [13] or [2].) Consequently, we can usually
take companion matrices as canonical forms.

3. Quasi-projection

Let G be a Lie group, let V be an inner product space and let µ : G × V → V
be a Lie group action. Recall that I say a vector field u : V → V is orbital if it
satisfies the following condition: at every point p in V, the vector u(p) is tangent
to the orbit of p; in symbols, ∀p ∈ V, u(p) ∈ Tan·(G ∗ p)·p, where Tan·(G ∗ p)·p
is the space tangent to the orbit G ∗ p at p. There are several ways to transform an
arbitrary vector field on V into an orbital one. Orthogonal projection is the standard
way. (Thorpe [17] uses orthogonal projection.) I want to describe another way which
I call “quasi-projection”. But first let us review orthogonal projection.

Let A : U → V be a linear map between two inner product spaces. Let A∗ :
V → U be the linear map adjoint to A. (Halmos [9] uses this notation.) Recall that
the adjoint map A∗ is defined as follows: For y ∈ V, A∗y is the unique element of
U satisfying ∀x ∈ U, 〈x,A∗y〉 = 〈Ax, y〉. A linear map A : V → V on an inner
product space is self-adjoint if it equals its adjoint: A = A∗.

The following result is well-known. (See, for example, [14, Section 5.5] or [16,
Section 3.2].)

Proposition. If A : U → V is an injective linear map from one inner product space
to another then the “normal equation” A∗Ax = A∗b has a unique solution which is
given by (A∗A)−1A∗b. Furthermore, the linear map P := A(A∗A)−1A∗ on V has
the following properties:
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(1) The range of P equals the range of A: RangeP = RangeA.
(2) The kernel of P equals the orthogonal complement of the range of A: KernelP =

(RangeA)⊥.
(3) The map P is the projection of V onto RangeA along (RangeA)⊥ which corre-

sponds to the decomposition V=RangeA ⊕ (RangeA)⊥. In particular,P 2=P

and P ∗=P .

The map P is called the projection map associated with the least squares problem
Ax ∼ b. The projection vector Pb is the element of the range of A which is closest
to b in the least squares sense.

It is often difficult to directly use the projection map P := A(A∗A)−1A∗. If A

is not injective then the inverse of A∗A does not exist. Even when A is injective it
is often difficult to compute (A∗A)−1––for example, if A is ill-conditioned or the
dimension of the vector space V is large. We can often avoid these difficulties by
using the linear map AA∗ : V → V instead of the projection map A(A∗A)−1A :
V → V. For the map AA∗ we have the following analog of the last proposition.

Proposition. Let A : U → V be a linear map between two inner product spaces.
Then the map AA∗ : V → V has the following properties:

(1) The range of AA∗ equals the range of A: Range(AA∗) = RangeA.
(2) The kernel of AA∗ equals the orthogonal complement of the range of A:

Kernel(AA∗) = (RangeA)⊥.
(3) The map AA∗ is self-adjoint.

Proof. Here is a proof of property (1). It is obvious that RangeAA∗ ⊆ RangeA. We
want to see the other inclusion. Consider any element Ax in the range of A. Let x =
u + v where u ∈ (KernelA)⊥ and v ∈ KernelA. Since RangeA∗ = (KernelA)⊥ we
have Ax = Au is an element of the range of AA∗. Here is a proof of property (3):

〈u,AA∗v〉 = 〈A∗u,A∗v〉 = 〈A∗∗A∗u, v〉 = 〈AA∗u, v〉 since A∗∗ = A.

Finally we consider property (2). By (1) and (3) we have

(RangeA)⊥ = (Range(AA∗))⊥ = Kernel(AA∗)∗ = Kernel(AA∗). �

I call the map AA∗ : V → V the quasi-projection map associated with the least
squares problem Ax ∼ b.

Remark. We can compare the projection P := A(A∗A)−1A∗ and the quasi-pro-
jection AA∗ as follows. Since the restriction AA∗ : RangeA → RangeA of AA∗ to
the range of A is self-adjoint, we can find an orthonormal basis of RangeA consist-
ing of eigenvectors: AA∗vi = λivi for i = 1, 2, . . . , m where m is the dimension of
RangeA. For any v ∈ V let v = r + s where r ∈ RangeA and s ∈ (RangeA)⊥. We
have Pv = r = ∑〈r, vi〉vi and AA∗v = AA∗r = ∑〈r, vi〉λivi . Thus we see that
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AA∗ is a projection followed by an eigenvalue–eigenvector scaling. (Also note that
AA∗P = PAA∗ = AA∗.)

We now apply these ideas. As before, let µ : G × V → V be a Lie group act-
ing on an inner product space V. We want to transform an arbitrary vector field
v : V → V on V into an orbital one. Let p ∈ V and consider the following map
Fp of G onto the orbit of p:

Fp := G → G ∗ p : g �→ g ∗ p.

Note that this map is smooth. (We regard the orbit as a smooth immersed submani-
fold of V.) In particular, we have the differential of Fp at the identity e:

Lp := d(Fp)e : Tan·G·e → Tan·(G ∗ p)·p.
This differential is a linear map from the space tangent to the Lie group G at the
identity onto the space tangent to the orbit G ∗ p at p. The latter space may be
regarded as a subspace of V. In particular we can project v(p) onto this tangent
space.

I prefer to quasi-project rather than project. In order to do so I need to assume
that the space Tan·G·e tangent to G at e has an inner product. Then we can regard
the differential Lp = d(Fp)e as a linear map from one inner product space––namely,
Tan·G·e––into another inner product space––namely, V, which is the ambient space
of Tan·(G ∗p)·p. We can then quasi-project the vector v(p) onto the range––namely,
Tan·(G ∗p)·p––of the linear differential map. In this way we obtain the following
orbital vector field on V:

�·v := V → V : p �→ (Lp ◦ L∗
p)v(p).

I call this vector field the quasi-projection of the vector field v induced by the Lie
group action. Note that the quasi-projection of v has the required tangential property:

∀p ∈ V, �·v(p) ∈ Tan·(G ∗ p)·p.
Let us consider, in particular, the quasi-projection of a gradient vector field. Let

f : V → R be a twice continuously differentiable real-valued (“objective”) function
which we want to maximize. Then the gradient vector field ∇f : V → V deter-
mined by f is defined by the derivative Df of f : 〈∇fp, h〉 := Dfph. We consider
the gradient flow determined by the objective function f :

x′ = ∇f x.

Recall that f is increasing on solutions of this differential equation since

(f ◦ x)′ = Df xx′ = 〈∇f x, x′〉 = 〈∇f x,∇f x〉 � 0.

Let us compare the quasi-projected gradient flow, or simply quasi-gradient flow,
determined by f :

x′ = �(∇f )x.
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We see that f is also increasing on solutions of this differential equation since

(f ◦ x)′ = 〈∇f x, x′〉 = 〈∇f x,�(∇f )x〉
= 〈∇f x, LxL

∗
x∇f x〉 = 〈L∗

x∇f x, L∗
x∇f x〉 � 0.

4. Applications of quasi-projection

We can use quasi-projections to compute canonical forms. Let us consider some
examples.

Example (O(n) acting on Rn). As before we use the natural multiplicative action
of O(n) on Rn defined by (Q, x) �→ Qx. Recall that orbits O(n) ∗ p are spheres.
Note that we have the following tangent spaces:

Tan·O(n)·I = Skew(n),

Tan·(O(n) ∗ p)·p = p⊥ = Skew(n) ∗ p := {Kp : K ∈ Skew(n)},
where Skew(n) denotes the vector space of n-by-n skew-symmetric matrices.

Let p ∈ Rn and consider the map

Fp := O(n) → O(n) ∗ p : Q �→ Qp.

For the differential of this map at I , we have

dFpI = Skew(n) → Skew(n) ∗ p : K �→ Kp.

Let Lp denote the linear map obtained from this differential by expanding the co-
domain space to Rn; in symbols,

Lp := Skew(u) → Rn : K �→ Kp.

If we use the Frobenius inner product on Skew(n) and the Euclidean inner product
on Rn, then

L∗
p = Rn → Skew(n) : x �→ (1/2)(xpT − (xpT)T)

since, for any skew-symmetric matrix K , we have

〈Kp, x〉 = 〈K, xpT〉 = 〈K, (1/2)(xpT − (xpT)T)〉.
In other words, if we regard dFpI as a map from Skew(n) into Rn, we have

(dFpI)
∗·x = (1/2)(xpT − (xpT)T).

We compute the composition of dFpI and its adjoint:

((dFpI) ◦ (dFpI)
∗)x = dFpI ((1/2)(xpT − (xpT)T))

= (1/2)(xpT − pxT)p = (1/2)(〈p, p〉x − 〈p, x〉p).
This result should be compared with the usual projection onto the tangent space:

Proj·(p⊥)·x = x − 〈x, p〉
〈p, p〉p.
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The quasi-projection �v of any vector field v : Rn → Rn is the following map:

Rn → Rn : p �→ (〈p, p〉v(p) − 〈p, v(p)〉p).
Recall that for the canonical forms we can take the vectors on the ray determined

by any unit vector e. We can easily compute these canonical forms by means of the
following quasi-gradient flow. We define the objective function f by means of the
distance to e:

f := Rn → R : x �→ (1/2)〈x − e, x − e〉.
We easily calculate that the derivative of f at p is the following linear function:

Dfp = Rn → R : h �→ 〈p − e, h〉.
The gradient vector field ∇f determined by f is

∇f = Rn → Rn : p �→ p − e.

We quasi-project this vector field to get the following orbital quasi-gradient vector
field:

�(∇f ) = Rn → Rn : p �→ 〈p, e〉p − 〈p, p〉e
since �(∇f )p = (1/2)(〈p, p〉(p − e) − 〈p, p − e〉p) = (1/2)(〈p, e〉p − 〈p, p〉e).
We compute by means of the negative quasi-gradient; that is, we use the following
differential equation (in which the constant 1/2 is omitted):

x′ = 〈x, x〉e − 〈x, e〉x.
The only equilibrium points of this differential equation are multiples of e. Clearly
the stable equilibrium points are in canonical form.

Example (O(m) acting on Rm×n). As before we use the natural multiplicative ac-
tion of O(m) on Rm×n defined by (Q,X) �→ QX. Note that we have the following
tangent spaces:

Tan·O(m)·I = Skew(m),

Tan·(O(m) ∗ M)·M = Skew(m) ∗ M.

Let P ∈ Rm×n and consider the map

FP := O(m) → O(m) ∗ P : Q �→ QP.

For the differential of this map at I , we have

dFP I = Skew(m) → Skew(m) ∗ P : K �→ KP.

Let LP denote the linear map obtained from this differential by expanding the co-
domain space to Rm×n; in symbols,

LP := Skew(m) → Rm×n : K �→ KP.
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If we use the Frobenius inner product on Skew(m) and Rm×n, then

L∗
P = Rm×n → Skew(m) : X �→ (1/2)(XP T − (XP T)T)

since

〈KP,X〉 = 〈K,XP T〉 = 〈K, (1/2)(XP T − (XP T)T)〉.
In other words, if we regard dFP I as a map from Skew(m) into Rm×n, we have

(dFP I)
∗·X = (1/2)(XP T − (XP T)T).

We compute the composition of dFP I and its adjoint:

((dFP I) ◦ (dFP I)
∗)X = dFP I ((1/2)(XP T − PXT))

= (1/2)(XP T − PXT)P .

The quasi-projection �·v of any vector field v : Rm×n → Rm×n is the following
map:

Rm×n → Rm×n : P �→ (1/2)(v(P )P T − P(v(P ))T)P .

Recall that for the canonical forms, we can take upper triangular matrices. We
can compute the canonical forms by means of the following quasi-gradient flow. We
define the objective function f by means of the size of the upper triangular part:

f := Rm×n → R : X �→ (1/2)〈Xu, Xu〉,
where Xu is the upper triangular part of X (including the diagonal of X). For exam-
ple, when m > n, we take

Xu :=




x11 x12 · · · x1n
0 x22 · · · x2n
...

...
...

0 0 · · · xnn
0 0 · · · 0
...

...
...

0 0 · · · 0




.

We easily calculate that the derivative of f at P is the following linear function:

DfP = Rm×n → R : H �→ 〈Pu, H 〉.
The gradient vector field ∇f is

∇f = Rm×n → Rm×n : P �→ Pu.

We quasi-project this vector field to get the following orbital, quasi-gradient vector
field:

�(∇f ) = Rm×n → Rm×n : P �→ (1/2)(PuP
T − PP T

u )P .
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We compute by means of the negative quasi-gradient; that is, we use the following
differential equation (in which the constant 1/2 is omitted):

X′ = (XXT
u − XuX

T)X.

Note that upper triangular matrices are equilibrium points of this flow. Clearly they
are stable. I do not know if any of the other equilibrium points are stable.

Remark. Since we are using the Frobenius inner product on Rm×n, we can view
any orbit O(m) ∗ M as a Riemannian manifold. The orbit thus viewed remains ho-
mogeneous since, for all Q ∈ O(m) and J,K ∈ Skew(m), we have

〈JM,KM〉 = 〈QJQTQM,QKQTQM〉.

Example (Upper(n) acting on Rn). As before we use the natural multiplicative action
of Upper(n) on Rn defined by (R, x) �→ Rx. Note that we have the following tangent
spaces:

Tan·Upper(n)·I = upper(n),
Tan·Upper(n) ∗ p·p = upper(n) ∗ p := {Xp : X ∈ upper(n)},

where upper(n) denotes the vector space of all n-by-n upper triangular matrices.
Let p ∈ Rn and consider the map

Fp := Upper(n) → Upper(n) ∗ p : R �→ Rp.

For the differential of this map at I we have

dFpI = upper(n) → upper(n) ∗ p : X → Xp.

Let Lp denote the linear map obtained from this differential by expanding the co-
domain space to Rn; in symbols,

Lp := upper(n) → Rn : X �→ Xp.

If we use the Frobenius inner product in upper(n) and the euclidean inner product in
Rn then

L∗
p = Rn → upper(n) : x �→ (xpT)u,

where Yu denotes the upper triangular part of the matrix Y . Note that

(xpT)u =




x1p1 x1p2 · · · x1pn

0 x2p2 · · · x2pn

...
...

...

0 0 · · · xnpn


 .

In other words, if we regard dFpI as a map from upper(n) into Rn, we have

(dFpI)
∗·x = (xpT)u.
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We compute the composition of dFpI and its adjoint:

((dFpI) ◦ (dFpI)
∗)x = dFpI ((xp

T)u)

= (xpT)up =




x1(p
2
1 + p2

2 + · · · + p2
n)

x2(p
2
2 + · · · + p2

n)
...

xnp
2
n


 .

We remarked before that, in this setting, the map from points to their canonical forms
is not continuous. Consequently, we do not discuss the quasi-projection of any vector
fields in this example.

Example (Uni-Lower(n) acting on Rn×n). As before let Uni-Lower(n) denote the
group of lower triangular matrices with ones on the main diagonal. As before we use
the natural multiplicative action of this group on Rn×n defined by (L,M) �→ LM .
Note that we have the following tangent spaces:

Tan·Uni-Lower(n)·I = uni-lower(n),
Tan·(Uni-Lower(n)∗M)·M=uni-lower(n)∗M :={XM : X ∈ uni-lower(n)},

where uni-lower(n) denotes the vector space of n-by-n strictly lower triangular
matrices (which have zeros on the main diagonal).

Let P ∈ Rn×n and consider the following map:

FP := Uni-Lower(n) → Uni-Lower(n) ∗ P : L �→ LP.

For the differential of this map, we have

dFP I = uni-lower(n) → uni-lower(n) ∗ P : X → XP.

Let LP denote the linear map obtained from this differential by expanding the co-
domain space to Rn×n; in symbols,

LP := uni-lower(n) → Rn×n : X �→ XP.

If we use the Frobenius inner product on uni-lower(n) and Rn×n then

L∗
P = Rn×n → uni-lower(n) : Y �→ (YP T)l

since 〈XP, Y 〉 = 〈X, YP T〉 = 〈X, (YP T)l〉 where Zl denotes the strictly lower tri-
angular part of a matrix Z. In other words, if we regard dFP I as a map from
uni-lower(n) into Rn×n, we have

(dFP I)
∗·Y = (YP T)l.

We compute the composition of dFP I and its adjoint:

((dFP I) ◦ (dFP I)
∗)Y = dFP I ((YP T)l) = (YP T)lP.
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The quasi-projection �·v of any vector field v : Rn×n → Rn×n is the following map:

Rn×n → Rn×n : P �→ (v(P )P T)lP.

Recall that for the canonical form we can take the upper triangular matrices. We
can compute the canonical form by means of the following quasi-gradient flow. We
define the objective function f by means of the size of the strictly lower triangular
part:

f := Rn×n → Rn×n : Y �→ (1/2)〈Yl, Yl〉.
We want to minimize this objective function. We easily calculate that the derivative
of f at P is the following linear function:

DfP = Rn×n → R : H �→ 〈Pl, H 〉.
The gradient vector field ∇f is

∇f = Rn×n → Rn×n : P �→ Pl.

We quasi-project this vector field to get the following quasi-gradient vector field:

�(∇f ) = Rn×n → Rn×n : P �→ (PlP
T)lP.

We compute by means of the negative quasi-gradient; that is, we use the following
differential equation:

X′ = −(XlX
T)lX.

Note that upper triangular matrices are equilibrium points of this flow. Clearly
they are stable. I do not know if any of the other equilibrium points are stable.

Example (O(n) acting on Sym(n)). As before we use the similarity action of O(n) on
the space Sym(n) of symmetric matrices defined by (Q,X) �→ QXQT. Recall that
the orbits are isospectral surfaces. Note that we have the following tangent spaces:

Tan·O(n)·I = Skew(n),

Tan·(O(n) ∗ A)·A = {[K,A] : K ∈ Skew(n)}.
Let M ∈ Sym(n) and consider the map

FM := O(n) → Sym(n) : Q �→ QMQT.

For the differential of this map at I , we have

dFMI = Tan·O(n)·I → Tan·(O(n) ∗ M)·M : K �→ [K,M].
Let LM denote the linear map obtained from this differential by expanding the
codomain space to Sym(n). We use the Frobenius inner product on Skew(n) and
Sym(n). Then

L∗
M = Sym(n) → Skew(n) : X �→ [X,M]

since

〈[K,M], X〉 = 〈K, [X,MT]〉 = 〈K, [X,M]〉.
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In other words, if we regard the differential dFMI as a map from Skew(n) into
Sym(n), then we have

(dFMI)∗·X = [X,M].
We compute the composition of the differential and its adjoint:

((dFMI) ◦ (dFMI)∗)X = dFMI [X,M] = [[X,M],M].
The quasi-projection �·v of any vector field v : Sym(n) → Sym(n) is the following
map:

Sym(n) → Sym(n) : M �→ [[v(M),M],M].
Recall that for the canonical forms we can take diagonal matrices. We can com-

pute the canonical forms by means of the following quasi-gradient flows.
We can use an objective function f defined by means of the size of the diagonal

of a matrix. For X ∈ Sym(n) let Xd be the diagonal part of X; in symbols,

Xd :=




x11 0 · · · 0
0 x22 · · · 0
...

...
...

0 0 · · · xnn


 .

We define f as follows:

f := Sym(n) → R : X �→ (1/2)〈Xd, Xd〉.
We want to maximize f . Note that all the matrices on an orbit have the same Frobe-
nius norm. It follows that maximizing the size 〈Xd, Xd〉 of the diagonal part is
equivalent to minimizing the size 〈X − Xd, X − Xd〉 of the off-diagonal part; that
is, maximizing f on an orbit is equivalent to finding the matrix on the orbit closest
to the subspace of diagonal matrices.

We easily calculate that the derivative of f at M is the following linear function:

DfM = Sym(n) → R : H �→ 〈Md, H 〉.
In particular, note that 〈Md, H 〉 = 〈Md, Hd〉. The gradient vector field ∇f deter-
mined by f is

∇f = Sym(n) → Sym(n) : M �→ Md.

We quasi-project this vector field to get the following orbital, quasi-gradient vector
field:

�(∇f ) = Sym(n) → Sym(n) : M �→ [[Md,M],M].
We compute by means of the quasi-gradient; that is, we use the following differential
equation:

X′ = [[Xd, X], X].
Since 〈[[Ed, E], E], Ed〉 = 〈[Ed, E], [Ed, E]〉, we see that a matrix E is an equilib-
rium point iff [Ed, E] = 0. I classified these equilibrium points a number of years
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ago. (See [5,6].) In particular, the only stable equilibrium points are diagonal
matrices.

We can use an alternative objective function f defined by means of the distance
to a fixed symmetric matrix D:

f := Sym(n) → R : X �→ (1/2)〈X − D,X − D〉.
We easily calculate the derivative of f at M; we get the following linear map:

DfM = Sym(n) → R : H �→ 〈M − D,H 〉.
The gradient vector field ∇f determined by f is

∇f = Sym(n) → Sym(n) : M �→ M − D.

We quasi-project this vector field to get the following orbital quasi-gradient vector
field:

�(∇f ) = Sym(n) → Sym(n) : M �→ [[−D,M],M]
since [∇fM,M] = [M − D,M] = −[D,M]. We compute by means of the nega-
tive quasi-gradient; that is, we use the following differential equation:

X′ = [[D,X], X].
We see that E is an equilibrium point iff [D,E] = 0 since 〈[[D,E], E],D〉 =
〈[D,E], [D,E]〉. If D is a diagonal matrix with distinct diagonal entries then the
equilibrium points are diagonal matrices.

Remark. Chu and Driessel [3] derived the last differential equation but did so by
means of a more complicated procedure. Compare also Helmke and Moore [10].

Remark. We can use the Frobenius inner product to view any orbit O(n) ∗ A as
a Riemannian manifold. The orbit thus viewed remains homogeneous since, for all
Q ∈ O(n) and J,K ∈ Skew(n) we have

〈[J,M], [K,M]〉 = 〈Q[J,M]QT,Q[K,M]QT〉
= 〈[QJQT,QMQT], [QKQT,QMQT]〉.

Example (O(m) × O(n) acting on Rm×n). As before we use the action of O(m) ×
O(n) on Rm×n defined by U × V × M �→ UMV T. Note that we have the following
tangent spaces:

Tan·(O(m) × O(n))·(I × I ) = Skew(m) × Skew(n),

Tan·((O(m) × O(n)) ∗ M)·M={JM − MK : J ∈ Skew(m),K ∈ Skew(n)}.
Let M ∈ Rm×n and consider the map

FM := O(m) × O(n) → Rm×n : U × V �→ UMV T.
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For the differential of this map at I × I , we have

dFM(I × I )=Tan·(O(m) × O(n))·(I × I ) → Tan·((O(m) × O(n)) ∗ M)·M :
J × K �→ JM − MK.

Let LM denote the linear map obtained from this differential by expanding the co-
domain space to Rm×n. We use the Frobenius inner product on Skew(m), Skew(n)

and Rm×n. Then

L∗
M :Rm×n→Skew(m)×Skew(n) :X �→(1/2)(XMT−MXT)×(XTM−MTX)

since

〈JM − MK,X〉 = 〈J,XMT〉 + 〈K,−MTX〉
= 〈J, (1/2)(XMT − (XMT)T)〉

+ 〈K,−(1/2)(MTX − (MTX)T)〉
= 〈J × K, (1/2)((XMT − MXT) × (XTM − MTX))〉.

In other words, if we regard the differential dFM(I × I ) as a map from Skew(m) ×
Skew(n) into Rm×n then we have

(dFM(I × I ))∗·X = (1/2)((XMT − MXT) × (XTM − MTX)).

We compute the composition of the differential and its adjoint:

((dFM(I × I )) ◦ (dFM(I × I ))∗)X
= dFM(I × I )((1/2)((XMT − MXT) × (XTM − MTX)))

= (1/2)((XMT − MXT)M − M(XTM − MTX))

= (1/2)(XMTM + MMTX − 2MXTM).

The quasi-projection �·v of any vector field v : Rm×n → Rm×n is the following
map:

Rm×n → Rm×n : M �→ (1/2)(v(M)MTM + MMTv(M) − 2Mv(M)TM).

Recall that for the canonical forms we can take diagonal matrices. We can com-
pute the canonical forms by means of the following quasi-gradient flows.

We can use an objective function f defined by means of the size of the diagonal
part of a matrix. For X ∈ Rm×n let Xd be the diagonal part of X. We define f as
follows:

f := Rm×n → R : X �→ 〈Xd, Xd〉.
We want to maximize f . Note that all the matrices on an orbit have the same Frobe-
nius norm. It follows that maximizing the size 〈Xd, Xd〉 of the diagonal part is equi-
valent to minimizing the size of the off-diagonal part; that is, maximizing f on an
orbit is equivalent to finding the matrix on the orbit closest to the subspace of diago-
nal matrices.
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We easily compute that the derivatives of f at M is the following linear function:

DfM = Rm×n → R : H �→ 〈Md, H 〉.
In particular, note that 〈Md, H 〉 = 〈Md, Hd〉. The gradient vector field ∇f deter-
mined by f is

∇f = Rm×n → Rm×n : M �→ Md.

We quasi-project this vector field to get the following orbital, quasi-gradient vector
field:

�(∇f ) = Rm×n→Rm×n : M �→(1/2)(MdM
TM + MMTMd − 2MMT

d M).

We compute by means of the quasi-gradient; that is, we use the following differential
equation (in which the constant 1/2 is omitted):

X′ = (XdX
TX + XXTXd − 2XXT

d X).

We see that E is an equilibrium point iff ET
d E = ETEd and EdE

T = EET
d since

2〈(EdE
T − EET

d )E + E(ETEd − ET
d E),Ed〉

= 2〈EdE
T − EET

d , EdE
T〉 + 2〈ETEd − ET

d E,ETEd〉
= ‖EdE

T − EET
d ‖2 + ‖ETEd − ET

d E‖2.

I derived this differential equation a number of years ago but by a more complicated
procedure. (See [7].) I also classified the equilibrium points then. In particular, the
only stable equilibrium points are diagonal matrices.

We can use an alternative objective function f defined by means of the distance
to a fixed diagonal matrix D:

f := Rm×n → R : X �→ (1/2)〈X − D,X − D〉.
We easily calculate the derivative of f at M; we get

DfM = Rm×n → R : H �→ 〈M − D,H 〉.
The gradient vector field ∇f determined by f is

∇f = Rm×n → Rm×n : M �→ M − D.

We quasi-project this vector field to get the following orbital, quasi-gradient vector
field:

�(∇f ) = Rm×n → Rm×n : M �→ MDTM − (1/2)(DMTM + MMTD)

since

(1/2)((M − D)MTM + MMT(M − D) − 2M(M − D)TM)

= (1/2)(2MDTM − DMTM − MMTD).

We compute by means of the quasi-gradient; that is, we use the following differ-
ential equation (in which the constant 1/2 is omitted):

X′ = 2XDTX − DXTX − XXTD.
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We see that E is an equilibrium point iff EDT = DET and DTE = ETD since

2〈(EDT − DET)E + E(DTE − ETE),D〉
= 2〈EDT − DET,DET〉 + 2〈DTE − ETD,ETD〉
= −(‖EDT − DET‖2 + ‖DTE − ETD‖2).

Chu and Driessel [3] derived the last differential equation but by a more complicated
procedure.

Example (Gl(m) × Gl(n) acting on Rm×n). As before we use the action of Gl(m) ×
Gl(n) on Rm×n defined by G × H × M �→ GMH−1. Note that we have the follow-
ing tangent spaces:

Tan·(Gl(m) × Gl(n))·(I × I ) = Rm×m × Rn×n,

Tan·((Gl(m) × Gl(n)) ∗ M = {XM − MY : X ∈ Rm×m, Y ∈ Rn×n}.
Let M ∈ Rm×n and consider the map

FM := Gl(m) × Gl(n) → (Gl(m) × Gl(n)) ∗ M : (G × H) �→ GMH−1.

For the differential of this map at (I × I ), we have

dFM(I×I ) = Tan·(Gl(m)×Gl(n))·(I×I )→Tan·((GL(m)×Gl(n))∗M)·M :
(X × Y ) �→ XM − MY.

Let LM denote the linear map obtained from this differential by expanding the co-
domain space to Rm×n; in symbols,

LM := Rm×m × Rn×n → Rm×n : (X × Y ) �→ XM − MY.

We use the Frobenius inner product on Rm×m,Rn×n and Rm×n. Then

L∗
M = Rm×n → Rm×n × Rn×n : Z �→ ZMT × (−MTZ)

since

〈XM − MY,Z〉 = 〈X,ZMT〉 + 〈Y,−MTZ〉 = 〈X × Y,ZM × (−MTZ)〉.
In other words, if we regard the differential dFM(I × I ) as a map from Rm×m ×

Rn×n into Rm×n then we have

(dFM(I × I ))∗·Z = ZM × (−MTZ).

We compute the composition of the differential and its adjoint:

((dFM(I × I )) ◦ (dFM(I × I ))∗)Z = dFM(I × I )(ZMT × (−MTZ))

= ZMTM + MMTZ.

The quasi-projection �·v of a vector field v : Rm×n → Rm×n is the following map:

Rm×n → Rm×n : M �→ v(M)MMT + MMTv(M).
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We remarked before that, in this setting, the map from points to their standard canon-
ical forms (associated with rank) is not continuous. Consequently, we do not discuss
any specific vector fields in this example.

Example (Gl(n) acting on Sym(n)). As before we use the action of Gl(n) on Sym(n)

defined by (G,M) �→ GMGT. Note that we have the following tangent spaces:

Tan·Gl(n)·I = Rn×n,

Tan·(Gl(n) ∗ M)·M = {XM + MXT : X ∈ Rn×n}.
Let M ∈ Sym(n) and consider the map

FM := Gl(n) → Gl(n) ∗ M : G �→ GMGT.

For the differential of this map at I , we have

dFMI = Tan·Gl(n)·I → Tan·(Gl(n) ∗ M)·M : X �→ XM + MXT.

Let LM denote the linear map obtained from this differential by expanding the co-
domain space to Sym(n); in symbols,

LM := Rn×n → Sym(n) : X �→ XM + MXT.

We use the Frobenius inner product on Rn×n and Sym(n). Then

L∗
M = Sym(n) → Rn×n : Y �→ 2YM

since

〈XM + MXT, Y 〉 = 〈X, YM〉 + 〈XT,MY 〉 = 〈X, YM〉 + 〈X, (MY)T〉
= 〈X, 2YM〉.

In other words, if we regard the differential dFMI as a map from Rn×n to Sym(n),
then we have

(dFMI)∗·Y = 2YM.

We compute the composition of the differential and its adjoint:

((dFMI) ◦ (dFMI)∗)Y = dFMI (2YM) = 2YMM + M(2YM)T

= 2(YM2 + M2Y ).

The quasi-projection �·v of any vector field v : Sym(n) → Sym(n) is the following
map:

Sym(n) → Sym(n) : M → 2(v(M)M2 + M2v(M)).

We remarked before that, in this setting, the map from points to their standard ca-
nonical forms (associated with signature) is not continuous. Consequently, we do not
discuss any specific vector fields in this example.
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Example (Gl(n) action on Pos(n) × Sym(n)). As before we use the action of Gl(n)
on the direct product Pos(n) × Sym(n) of the positive definite and the symmetric ma-
trices defined by (G,A × B) �→ GAGT × GBGT. Note that we have the following
tangent spaces:

Tan·Gl(n)·I = Rn×n,

Tan·(Gl(n) ∗ (A×B))·(A×B) = {(XA+AXT)×(XB+BXT) : X ∈ Rn×n}.
For P ∈ Pos(n) and M ∈ Sym(n), consider the following map:

FP×M := Gl(n) → Pos(n) × Sym(n) : G �→ GPGT × GMGT.

For the differential of this map at I , we have

dFP×M ·I = Tan·Gl(n)·I → Tan·(Gl(n) ∗ (P × M))·(P × M) :
X �→ (XP + PXT) × (XM + MXT).

Let LP×M denote the map obtained from this differential by expanding the codomain
space to Sym(n) × Sym(n); in symbols,

LP×M :=Rn×n→Sym(n) × Sym(n) : X �→(XP + PXT) × (XM + MXT).

We use the Frobenius inner product on Rn×n and Sym(n) × Sym(n). Then

L∗
P×M = Sym(n) × Sym(n) → Rn×n : Y × Z �→ 2(YP + ZM)

since, for every pair Y × Z of symmetric matrices, we have

〈(XP + PXT) × (XM + MXT), Y × Z〉
= 〈XP + PXT, Y 〉 + 〈XM + MXT, Z〉
= 〈XP, Y 〉 + 〈PXT, Y 〉 + 〈XM,Z〉 + 〈MXT, Z〉
= 〈X, YP T〉 + 〈XT, P TY 〉 + 〈X,ZMT〉 + 〈XT,MTZ〉
= 〈X, YP 〉 + 〈XT, PY 〉 + 〈X,ZM〉 + 〈XT,MZ〉
= 〈X, YP 〉 + 〈X, (PY )T〉 + 〈X,ZM〉 + 〈X, (MZ)T〉
= 〈X, YP + Y TP 〉 + 〈X,ZM + ZTM〉
= 〈X, 2YP 〉 + 〈X, 2ZM〉.

In other words, if we regard the differential dFP×M ·I as a map from Rn×n to the
product Sym(n) × Sym(n)then we have (dFP×M ·I )∗(Y × Z) = 2(YP + ZM) . We
compute the composition of the differential and its adjoint:

((dFP×M ·I ) ◦ (dFP×M ·I )∗)·(Y × Z) = dFP×M ·I (2(YP + ZM))

= 2((YP +ZM)P +P(YP +ZM)T)×2((YP +ZM)M+M(YP +ZM)T)

= 2(YP 2 + ZMP + P 2Y + PMZ) × 2(YPM + ZM2 + MPY + M2Z)

= 2(YP 2 + P 2Y + ZMP + PMZ)×2(YPM + MPY + ZM2 + M2Z).

Let v1 and v2 be two maps of Sym(n) × Sym(n) into Sym(n). Then the quasi-pro-
jection �·v of any vector field v : Sym(n) × Sym(n) → Sym(n) × Sym(n) defined
by v(P × M) := v1(P × M) × v2(P × M) is given as follows:
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�·v(P × M) = (v1(P × M)P 2 + P 2v1(P × M)

+ v2(P × M)MP + PMv2(P × M))

× 2(v1(P × M)PM + MPv1(P × M)

+ v2(P × M)M2 + M2v2(P × M)).

Recall that for the canonical form we can take pairs I × D where D is diagonal.
We shall define a quasi-gradient flow which approaches these canonical forms. We
can use an objective function f defined by means of the distance to pairs in canonical
form. We define f as follows:

f :=Sym(n) × Sym(n)→R : P × M �→(1/2)(〈P − I, P − I 〉 + 〈Mo,Mo〉)

where Xo := X − Xd is the off-diagonal part of a matrix X. We easily calculate that
the derivative of f at P × M is the following linear function:

Df (P × M) = Sym(n) × Sym(n) → R : Y × Z �→ 〈P − I, Y 〉 + 〈Mo, Z〉.
The gradient vector field ∇f is

∇f = Sym(n) × Sym(n) → Sym(n) × Sym(n) : P × M �→ (P − I ) × Mo.

We quasi-project this vector field to get the following orbital, quasi-gradient vector
field:

�(∇f ) = Sym(n) × Sym(n) → Sym(n) × Sym(n) : P × M

�→ 2((P − I )P 2 + P 2(P − I ) + MoMP + PMMo)

× 2((P − I )PM + MP(P − I ) + MoM
2 + M2Mo).

We compute by means of the quasi-gradient; that is, we use the following system
of differential equations (in which the constant 2 is omitted):

P ′ = (P − I )P 2 + P 2(P − I ) + MoMP + PMMo,

M ′ = (P − I )PM + MP(P − I ) + MoM
2 + M2Mo.

Note that canonical pairs I × D where D is diagonal are equilibrium points of this
flow. Clearly they are stable. I do not know if any of the other equilibrium points are
stable.

Example (Gl(n) acting on Rn×n). As before we use the similarity action of Gl(n)
on Rn×n which is defined by (G,A) �→ GAG−1. Note that we have the following
tangent spaces:

Tan·Gl(n)·I = Rn×n,

Tan·(Gl(n) ∗ A)·A = {[X,A] : X ∈ Rn×n}.
Let M be an n-by-n matrix and consider the following map:

FM := Gl(n) → Rn×n : G �→ GMG−1.
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For the differential of this map at I , we have

dFM ·I = Tan·Gl(n)·I �→ Tan·(Gl(n) ∗ M)·M : X �→ [X,M].
Let LM denote the linear map obtained from this differential by expanding the co-
domain to Rn×n; in symbols,

LM := Rn×n → Rn×n : X �→ [X,M].
We use the Frobenius inner product on Rn×n. Then

L∗
M = Rn×n → Rn×n : Y �→ [Y,MT]

since 〈[X,M], Y 〉 = 〈X, [Y,MT]〉. In other words, if we regard the differential
dFM · I as a map on Rn×n, then we have (dFM ·I )∗·Y = [Y,MT].

We compute the composition of the differential and its adjoint:

((dFM ·I ) ◦ (dFM ·I )∗)Y = dFM ·I [Y,MT] = [[Y,MT],M].
The quasi-projection �·v of any vector field v : Rn×n → Rn×n is the following map:

Rn×n → Rn×n : M �→ [[v(M),MT],M].
Recall that for the canonical form we can take companion matrices. We shall

define a quasi-gradient flow which approaches these canonical forms. We can use an
objective function f defined by means of the distance to companion matrices. Let Z
be the lower shift matrix:

Z :=




0 0 0 · · · 0 0
1 0 0 · · · 0 0
0 1 0 · · · 0 0
...

...
...

...

0 0 0 · · · 0 0
0 0 0 · · · 1 0




.

For any matrix X let Xc denote the matrix obtained from X by zeroing the last
column of X; in symbols,

Xc :=




x1,1 · · · x1,n−1 0
x2,1 · · · x2,n−1 0
...

...
...

xn,1 · · · xn,n−1 0


 .

We define the objective function f as follows:

f := Rn×n → R : X �→ (1/2)〈Xc − Z,Xc − Z〉.
We want to minimize f . We easily calculate that the derivative of f at M is the
following function:

DfM = Rn×n → R : X �→ 〈Mc − Z,X〉.
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In particular, note that 〈Mc − Z,X〉 = 〈Mc − Z,Xc〉. The gradient vector field ∇f

determined by the objective function f is the following one:

∇f = Rn×n → Rn×n : M �→ Mc − Z.

We quasi-project this vector field to get the following orbital, quasi-gradient vector
field:

�(∇f ) = Rn×n → Rn×n : M �→ [[Mc − Z,MT],M].
We compute by means of the quasi-gradient; that is, we use the following differential
equation:

X′ = [[Xc − Z,XT], X].
Note that

〈[[Xc − Z,XT], X], Xc − Z〉 = 〈[Xc − Z,XT], [Xc − Z,XT]〉.
Hence a matrix E is an equilibrium point of the differential equation iff [Ec −
Z,ET] = 0. Note that companion matrices are equilibrium points of this flow. Clear-
ly, they are stable. I do not know if any of the other equilibrium points are stable.
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Appendix A. The Frobenius inner product

Let Rm×n denote the space of m-by-n real matrices. Recall that the Frobenius
inner product on this space is defined by 〈X, Y 〉 := Trace(XY T). (I use a superscript
T to denote the transpose operation on matrices.) In terms of matrix entries we have
〈X, Y 〉 = ∑

XijYij . The following adjointness properties of this inner product are
used repeatedly in the main part of this report.

Proposition. Let X, Y ∈ Rm×n.

(1) If P ∈ Rm×m then 〈PX, Y 〉 = 〈X,P TY 〉,
(2) If P ∈ Rn×n then 〈XP, Y 〉 = 〈X, YP T〉.

Proof. Here is a proof of (1):

〈PX, Y 〉=Trace(PXY T)=Trace(XY TP)=Trace(X(P TY )T)=〈X,P TY 〉.
Here is an even easier proof of (2):

〈XP, Y 〉 = Trace(XPY T) = Trace(X(YP T)T) = 〈X, YP T〉. �

Corollary. Let X, Y, P ∈ Rn×n. Then

(1) 〈[P,X], Y 〉 = 〈X, [P T, Y ]〉,
(2) 〈[X,P ], Y 〉 = 〈X, [Y, P T]〉.

Proof. Here is a proof of (1):

〈XP − PX, Y 〉 = 〈X, YP T − P TY 〉.
The proof of (2) is similar. �
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