A numerical study of unsteady non-Newtonian Powell-Eyring nanofluid flow over a shrinking sheet with heat generation and thermal radiation
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Abstract In this paper we investigate the unsteady boundary-layer flow of an incompressible Powell-Eyring nanofluid over a shrinking surface. The effects of heat generation and thermal radiation on the fluid flow are taken into account. Numerical solutions of the nonlinear differential equations that describe the transport processes are obtained using a multi-domain bivariate spectral quasilinearization method. This innovative technique involves coupling bivariate Lagrange interpolation with quasilinearization. The solutions of the resulting system of equations are then obtained in a piecewise manner in a sequence of multiple intervals using the Chebyshev spectral collocation method. A parametric study shows how various parameters influence the flow and heat transfer processes. The validation of the results, and the method used here, has been achieved through a comparison of the current results with previously published results for selected parameter values. In general, an excellent agreement is observed. The results from this study show that the fluid parameters $e$ and $d$ reduce the flow velocity and the momentum boundary-layer thickness. The heat generation and thermal radiation parameters are found to enhance both the temperature and thermal boundary-layer thicknesses.
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1. Introduction

The study of flow and transport processes in non-Newtonian fluids has gained much research attention in recent years due to the important use of various such fluids in industry, biological processes and chemical engineering. A few examples of such applications include in the manufacture of optical fibers and plastic polymers, clay coating and in cosmetic products. Due to the wide diversity of non-Newtonian fluids, the important rheological characteristics of such flows cannot be addressed by a single constitutive relation between the shear stress and the shear rate. Significant contributions to the study of non-Newtonian fluid models with a variety of rheological

properties have been made by Harris [1] and Bird et al. [2]. An interesting non-Newtonian fluid is the Powell-Eyring fluid, which, although very complex, has certain advantages over other non-Newtonian fluid models, Powell and Eyring [3] in some respects. These include the fact that the model is derived from kinetic theory of liquids instead of the empirical relation, and that the Powell-Eyring fluid model reduces to the Newtonian fluid for low and high shear rates. A common example of an Powell-Eyring fluid is human blood.

Due to the importance of Powell-Eyring fluids, many researchers have studied different physical properties of Powell-Eyring fluids. These include the study of Malik et al. [4] who investigated mixed convection of Powell-Eyring fluids, many researchers have studied different physical properties of Powell-Eyring fluids. They showed that the fluid was accelerated by increasing the Eyring-Powell parameter and the mixed convection parameter. Hayat et al. [5] investigated radiation effects on the flow of a Powell-Eyring fluid past an unsteady inclined stretching sheet with a non-uniform heat source/sink. They showed that the velocity and temperature profiles generally decrease with the unsteadiness parameter. An increase in the radiation parameter was shown to increase the heat flux from the plate, which in turn enhanced the fluid velocity and temperature.

The unsteady incompressible Eyring-Powell fluid flow in a pipe with porous walls was investigated by Zaman et al. [6] using the homotopy analysis method. Series of solutions of an unsteady Eyring Powell nanofluid flow about a rotating cone were obtained by Nadeem and Saleem [7]. In their investigation, they observed that the nanoparticle volume fraction decreased with the particle Brownian motion and the Lewis number. Jalil et al. [8] found self-similar solutions for flow and heat transfer in a Powell-Eyring fluid flow over a moving surface with a variable surface temperature. Rosca and Pop [9] studied the boundary-layer flow and heat transfer in a Powell-Eyring fluid over a shrinking surface. In their study, numerical results were obtained using the Matlab inbuilt function bvp4c. They found dual solutions for negative values of the stretching parameter and stability analysis showed that the first (upper branch) solution was stable and physically realizable, while the second (lower branch) solution is not stable and, therefore, not physically possible. Other Powell-Eyring studies were carried out by Hayat et al. [10,11], Asmat et al. [12], Khan and Sultan [13], Nadeem and Saleem [14].

In the past few years, the study of the flow, and the thermophysical properties of nanofluids has become a topic of major interest due to the huge potential for the use of these fluids as efficient heat transfer fluids, and in some biomedical applications. The concept of a nanofluid was first proposed by Chol [15] when he showed that by adding a small quantity of nanoparticles to conventional heat transfer liquids, the thermal conductivity of the fluid improved by approximately a factor of two. A non-homogeneous two component equation for nanofluids was developed by Buongiorno [16]. He introduced several slip mechanisms between nanoparticles and the base fluid. He took into account particle Brownian motion and thermophoresis and showed that Brownian motion and thermophoresis have significant influence on forced convection in nanofluids. Rohini et al. [17] used the shooting method to find a numerical solution of the equations for an unsteady shrinking surface with wall mass suction using the nanofluid model proposed by Buongiorno [16]. Zaim et al. [18] used the Buongiorno model to investigate unsteady flow due to a contracting cylinder. The equations were solved using the shooting method. They obtained dual solutions for a certain range of the unsteadiness parameter and also observed that the skin friction coefficient, the Nusselt number and the Sherwood number decreased with increasing values of the unsteadiness parameter. Multiple solutions of MHD boundary layer flow and heat transfer behavior of nanofluids induced by a power-law stretching/shrinking permeable sheet with viscous dissipation were presented by Dhanai et al. [19] using the shooting method. They showed the existence of dual solutions for different flow parameters. Further, they found that viscous dissipation is important whereas the Brownian motion has negligible effect on the rate of heat transfer. Recently, Haroun et al. [20] used the spectral relaxation method to solve the equations that model the unsteady MHD mixed convection in a nanofluid due to a stretching or shrinking surface with suction/injection. Their results showed that the skin friction factor increases with both an increase in the nanoparticle volume fraction and the stretching rate, and that an increase in the nanoparticle volume fraction leads to a reduction in the wall mass transfer rate. Numerical solutions of heat and mass transfer of nanofluid through an impulsively stretching vertical surface were presented by Haroun et al. [21]. Other recent studies of nanofluid flows include those by Haroun et al. [22], Dalir et al. [23], Abolbashari et al. [24], Heidary et al. [25], Mansur et al. [26], Haq et al. [27], Mehmood et al. [28], Sher Akbar et al. [29–32].

The study of unsteady Powell-Eyring Nanofluid has not been given much attention so far. The aim of this study was to investigate the flow of an unsteady Powell-Eyring nanofluid over a shrinking sheet with heat generation and thermal radiation effects. The traditional model of Jalil et al. [8] and Rosca and Pop [9] is revised to incorporate the effects of thermal radiation, heat generation, thermophoresis and Brownian motion. The equations are solved numerically using a multi-domain or multi-stage bivariate spectral quasilinearization method (MD-BSQLM). Examples of multi-interval methods that have been developed to solve IVPs include the piecewise spectral homotopy analysis [33,34], the piecewise homotopy perturbation method [35], the multi-stage differential transformation method [36,37], multistage Adomian decomposition method [38,39], the multi-stage quasilinearization method [40,41], and multistage spectral relaxation method [42,43]. The MD-BSQLM is a novel technique that has not been used to solve systems of nonlinear partial differential equations. In this investigation, we extend the use of the method to systems of nonlinear partial differential equations. The multi-domain bivariate spectral quasilinearization method is based on linearizing the governing nonlinear system of PDEs using the Newton–Raphson based quasilinearization method of Bellman and Kalaba [47] and then integrating the resulting equation in multiple sub-intervals using the Chebyshev spectral collocation method with Lagrange interpolation polynomials as basis functions. The Chebyshev spectral collocation method with the Lagrange interpolation polynomials is applied on the linearized nonlinear systems of partial differential equations independently in both space and time direction. These useful features of the MD-BSQLM enable the approach to yield a very accurate solution and lead to significant computational time saving. The approach has a much better region of convergence for the approximate solution when compared to other Chebyshev spectral collocation based methods such as bivariate spectral homotopy analysis method [44], bivariate
Chebyshev spectral collocation quasilinearization method [45], bivariate spectral relaxation method [46], among others. These Chebyshev spectral collocation based methods remain to be tested on a wider range of problems that model real phenomena in engineering and science. The new approach yields accurate solutions with significant computational time savings. In order to demonstrate the accuracy of the method, a comparison with previously published results of Jalil et al. [8], Rosca and Pop [9] and Bachok et al. [48] has been made and our results are found to be in an excellent agreement.

2. Mathematical formulation

We consider an unsteady, two-dimensional flow of an incompressible Powell-Eyring nanofluid over a permeable surface coinciding with the axis \( y = 0 \). The flow is confined to \( y > 0 \), where \( y \) is measured in the normal direction to the shrinking surface. The constant mass flux velocity is \( v_0 \) with \( v_0 < 0 \) for suction, and \( v_0 > 0 \) for injection or withdrawal of the fluid. The surface temperature at the plate is \( T_w(x) \) and in the ambient fluid this is \( T_\infty \). The flow geometry is shown in Fig. 1.

Under these conditions, the dimensionless Powell-Eyring nanofluid boundary layer equations are as follows (see Jalil et al. [8], Rosca and Pop [9]):

\[
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} = 0, \tag{1}
\]

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = \frac{1}{\rho} \frac{\partial p}{\partial x} + \frac{1}{\operatorname{Re}} \left[ \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right], \tag{2}
\]

\[
\frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} = \frac{\alpha}{\operatorname{Pr}} \frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} - \frac{q_m}{\rho c_p} - \frac{q_s}{\rho c_p} \left( T - T_\infty \right), \tag{3}
\]

\[
\frac{\partial C}{\partial t} + u \frac{\partial C}{\partial x} + v \frac{\partial C}{\partial y} = \frac{D_h x^2 + D_t T}{\operatorname{Sc}} \frac{\partial^2 C}{\partial y^2} - \frac{\partial q}{\partial y}, \tag{4}
\]

subject to the initial and boundary conditions:

\[
\begin{align*}
 t < 0: & \quad v = u = 0, \quad T = T_w(x, t), \quad C = C_w(x, t), \quad \text{for any} \quad x, y \\
 t \geq 0: & \quad v = s v_w(x, t), \quad u = \lambda u_w(x, t), \quad T = T_w(x, t),
\end{align*}
\]

\[\frac{D_h \frac{\partial C}{\partial y} + D_t \frac{\partial T}{\partial y}}{\operatorname{Sc}} = 0, \quad \text{at} \quad y = 0, \quad u = u_w(x, t), \quad T \to T_\infty, \quad C \to C_\infty, \quad \text{as} \quad y \to \infty, \tag{5}\]

where \( t \) is the time, \( u \) and \( v \) are the velocity components along \( x \)- and \( y \)-axis, \( T \) and \( C \) are the fluid temperature and concentration respectively, \( \epsilon \) and \( \delta \) are Powell-Eyring fluid parameters, \( \alpha_{m} \) is the thermal diffusivity, \( \rho \) is the density of the fluid, \( \epsilon_{f} \) is the specific heat at constant pressure, \( q_{g} \) is the heat generation constant, \( q_{r} \) is the radiation heat flux, \( \tau = \frac{\epsilon_{g}}{\epsilon_{f}} \) is the ratio of the heat capacity of the nanoparticle material and the heat capacity of the fluid (see Oyelakin et al. [49]), \( D_{h} \) is the Brownian diffusion coefficient, \( D_{t} \) is the thermophoresis diffusion coefficient, \( \lambda \) is the dimensionless stretching/shrinking parameter with \( \lambda > 0 \) for a stretching surface and \( \lambda < 0 \) for a shrinking surface, and \( s \) is the dimensionless mass flux param-
\[ f(0, \xi) = f_r, \quad f'(0, \xi) = \lambda, \quad f'(\infty, \xi) = 1, \]
\[ \theta(0, \xi) = 1, \quad \theta(\infty, \xi) = 0, \]
\[ N_b \phi(0, \xi) + N_t \theta(0, \xi) = 0, \quad \phi(\infty, \xi) = 0. \]  

(11)

In the above equations, prime denotes differentiation with respect to \( \eta \), \( f_r = -3z/2 \) is the constant suction parameter \( (f_r > 0) \) or injection \( (f_r < 0) \). Other non-dimensional parameters appearing in Eqs. (8)-(11) are \( Pr \) which is the Prandtl number, \( N_t \) is the thermal radiation parameter, \( N_b \) is the Brownian motion parameter, \( N_t \) is the thermophoresis parameter, and He is the heat generation parameter. These parameters are mathematically defined as follows:

\[ Pr = \frac{\rho C_p}{\eta}, \quad N_b = \frac{16\pi^2 T_0}{3\rho C_p \eta}, \quad N_t = \frac{\tau D}{C_p}, \]
\[ N_i = \frac{\tau DT_y}{T_y - T_c}, \quad He = \frac{Q_0}{\rho e^{\pi N^2}}, \quad Sc = \frac{v}{D}. \]  

(12)

3. Method of Solution

In this section, we give a brief description of how the multi-domain (or piecewise or multi-stage) bivariate spectral quasilinearization (MD-BQLM) is being used to solve Eqs. (8)-(10). The method is applied only in the \( \xi \) direction. In the MD-BQLM, we first linearize Eqs. (8)-(10) using the quasilinearization (QLM) of Bellman and Kalaba [47]. Applying the QLM on (8)-(10) gives the following:

\[ a_{0r}(r, \xi) f'''_{r+1} + a_{1r}(r, \xi) f''_{r+1} + a_{2r}(r, \xi) f'_{r+1} + a_{3r}(r, \xi) f_{r+1} = R_{1r}(r, \xi), \]  

(13)

\[ b_{0r}(r, \xi) f''_{r+1} + b_{1r}(r, \xi) f'_{r+1} + b_{2r}(r, \xi) f_{r+1} + b_{3r}(r, \xi) \theta_{r+1} = R_{2r}(r, \xi), \]
\[ c_{0r}(r, \xi)f''_{r+1} + c_{1r}(r, \xi)f'_{r+1} + c_{2r}(r, \xi)f_{r+1} + c_{3r}(r, \xi)\phi_{r+1} = R_{3r}(r, \xi), \]
\[ f_{r+1}(0, \xi) = f_r, \quad f'_{r+1}(0, \xi) = \lambda, \quad f''_{r+1}(\infty, \xi) = 1, \]
\[ \theta_{r+1}(0, \xi) = 1, \quad \phi_{r+1}(0, \xi) = 0, \]
\[ N_b f''_{r+1}(0, \xi) + N_t f'_{r+1}(0, \xi) = 0, \quad \phi_{r+1}(\infty, \xi) = 0, \]  

(16)

where

\[ a_{0r} = (1 + \epsilon - \epsilon \delta(f'_r)^2), \quad a_{1r} = -2 \epsilon \delta f'_r f''_r + \frac{2}{3} \xi \frac{\partial f'_{r+1}}{\partial \xi} + \frac{2}{3} f''_r, \]
\[ a_{2r} = \frac{2}{3} f'''_r, \]
\[ a_{3r} = -1 + \frac{2}{3} \xi f'_r, \quad a_{4r} = -\frac{2}{3} \xi f''_r, \]
\[ b_{0r} = (1 + N_R), \quad b_{1r} = \frac{2}{3} Pr f'_r + N_t Pr f''_r + 2N_t Pr f''_r - \frac{2}{3} Pr \frac{\partial f'_{r+1}}{\partial \xi}, \quad b_{2r} = He Pr, \]
\[ b_{3r} = \frac{2}{3} Pr \xi f''_r - Pr, \quad b_{4r} = \frac{2}{3} Pr \frac{\partial f'_{r+1}}{\partial \xi}, \quad b_{5r} = \frac{2}{3} Pr f''_r, \]
\[ c_{0r} = \frac{2}{3} Pr f''_r, \quad c_{1r} = \frac{2}{3} Sc f'_r, \quad c_{2r} = \frac{2}{3} Sc \frac{\partial f''_r}{\partial \xi}, \quad c_{3r} = 0, \]
\[ c_{4r} = \frac{2}{3} Sc \xi f''_r - Sc, \quad c_{5r} = \frac{2}{3} Sc \xi \frac{\partial f''_r}{\partial \xi}, \quad c_{6r} = N_b \frac{N_t}{N_t}, \]
\[ R_{1r} = \frac{2}{3} f''_r - \frac{2}{3} \xi \frac{\partial f''_r}{\partial \xi} + \frac{2}{3} \xi f''_r + \frac{2}{3} \xi \frac{\partial f''_r}{\partial \xi} - \frac{2}{3} \xi f''_r - \frac{1}{3} f''_r, \]
\[ R_{2r} = \frac{2}{3} Pr f''_r + N_t Pr f''_r + N_t Pr f''_r + 2 \frac{2}{3} Pr \xi f''_r - \frac{2}{3} \xi f''_r - \frac{2}{3} \xi f''_r, \]  

(17)

No, let \( \xi \in \Omega \), where \( \Omega \in [0, T] \) and the domain \( \Omega \) is decomposed into \( p \) non-overlapping intervals as follows:

\[ \Omega_m = [\xi_m-1, \xi_m], \quad \xi_m-1 < \xi_m, \quad \xi_0 = 0, \quad \xi_p = T, \quad m = 1, 2, \cdots, p. \]  

(18)

The PDEs are solved independently at each of the \( p \) sub-intervals. Once the solution at the first sub-interval has been computed, the new solutions at the subsequent \( m \)th interval are computed using the solution at the right hand boundary of the \( m - 1 \)th interval as an initial solution. In the \( m \)th sub-interval, we solve the following:

\[ a_{0r,m}(r, \xi) f'''_{r+1} + a_{1r,m}(r, \xi) f''_{r+1} + a_{2r,m}(r, \xi) f'_{r+1} + a_{3r,m}(r, \xi) f_{r+1} = R_{1r,m}(r, \xi), \]  

(19)

\[ b_{0r,m}(r, \xi) f''_{r+1} + b_{1r,m}(r, \xi) f'_{r+1} + b_{2r,m}(r, \xi) f_{r+1} + b_{3r,m}(r, \xi) \theta_{r+1} = R_{2r,m}(r, \xi), \]
\[ c_{0r,m}(r, \xi)f''_{r+1} + c_{1r,m}(r, \xi)f'_{r+1} + c_{2r,m}(r, \xi)f_{r+1} + c_{3r,m}(r, \xi)\phi_{r+1} = R_{3r,m}(r, \xi), \]
\[ f_{r+1}(0, \xi) = f_r, \quad f'_{r+1}(0, \xi) = \lambda, \quad f''_{r+1}(\infty, \xi) = 1, \]
\[ \theta_{r+1}(0, \xi) = 1, \quad \phi_{r+1}(0, \xi) = 0, \]
\[ N_b f''_{r+1}(0, \xi) + N_t f'_{r+1}(0, \xi) = 0, \quad \phi_{r+1}(\infty, \xi) = 0, \]  

(20)

subject to the boundary conditions

\[ f'(0, \xi) = f'_r, \quad f''(0, \xi) = \lambda, \quad f''(\infty, \xi) = 1, \]
\[ \theta'(0, \xi) = 1, \quad \theta''(\infty, \xi) = 0, \]
\[ N_b f''(0, \xi) + N_t f'(0, \xi) = 0, \quad \phi'(\infty, \xi) = 0. \]  

(22)

A suitable initial condition to begin the piecewise iteration scheme in the first sub-interval is the one that satisfies the boundary conditions (15). Initial condition at the subsequent sub-intervals is given by the continuity conditions:

\[ f'(n-1)(\eta, \xi_{n-1}) = f'(n)(\eta, \xi_{n-1}), \]
\[ \theta'(n-1)(\eta, \xi_{n-1}) = \theta'(n)(\eta, \xi_{n-1}), \]
\[ \phi'(n-1)(\eta, \xi_{n-1}) = \phi'(n)(\eta, \xi_{n-1}). \]  

(23)
The physical domains in \( \eta \) and \( \zeta \) are first transformed to the computational domain \((x, t) \in [-1, 1] \times [-1, 1]\) at each sub-interval using the linear transformation:

\[
\eta = \frac{Lx}{2}(1 + x), \quad \zeta = \frac{1}{2}(\xi_m - \xi_{m-1})t + \frac{1}{2}(\xi_m + \xi_{m-1}),
\]

where \( Lx \) is a number large enough to approximate conditions at infinity in \( \eta \). The collocation points are the Chebyshev-Gauss-Lobatto nodes defined in [50,51] by

\[
x_i = \cos \left( \frac{i\pi}{N_t} \right), \quad t_j = \cos \left( \frac{j\pi}{N_t} \right), \quad i = 0, 1, \ldots, N_x, \quad j = 0, 1, \ldots, N_t, \quad x \in [-1, 1], \quad t \in [-1, 1],
\]

where \((N_x + 1)\) and \((N_t + 1)\) are the total number of collocation points in \( \eta \)- and \( \zeta \)-directions respectively. Suppose that the solutions \( f, \theta \) and \( \phi \) can be approximated at each sub-interval by a bivariate Lagrange interpolation polynomial of the form:

\[
f^{(m)}(\eta, \zeta) \approx F^{(m)}(x, t) = \sum_{p=0}^{N_x} \sum_{q=0}^{N_t} F^{(m)}(x_p, t_q) L_p(x) L_q(t),
\]

\[
\theta^{(m)}(\eta, \zeta) \approx \Theta^{(m)}(x, t) = \sum_{p=0}^{N_x} \sum_{q=0}^{N_t} \Theta^{(m)}(x_p, t_q) L_p(x) L_q(t),
\]

\[
\phi^{(m)}(\eta, \zeta) \approx \Phi^{(m)}(x, t) = \sum_{p=0}^{N_x} \sum_{q=0}^{N_t} \Phi^{(m)}(x_p, t_q) L_p(x) L_q(t),
\]

where the functions \( L_p(x) \) and \( L_q(t) \) are the Lagrange cardinal polynomials defined as

\[
L_p(x) = \prod_{i \neq p}^{N_x} \frac{x - x_i}{x_p - x_i}, \quad L_q(t) = \prod_{j \neq q}^{N_t} \frac{t - t_j}{t_q - t_j},
\]

with

\[
L_p(x_i) = \delta_{ik}, \quad L_q(t_i) = \delta_{ik}, \quad \delta_{ik} = \begin{cases} 0 & \text{if } i \neq k, \\ 1 & \text{if } i = k. \end{cases}
\]

The first spatial derivatives of \( f, \theta \), and \( \phi \) with respect to \( \eta \) at the Chebyshev-Gauss-Lobatto points \((x_i, t_j)\) for \( i = 0, 1, 2, \ldots, N_x \), are evaluated as follows:

\[
\frac{\partial f^{(m)}}{\partial \eta}(x_i, t_j) = \sum_{p=0}^{N_x} \sum_{q=0}^{N_t} \frac{dL_p(x)}{dx} F^{(m)}(x_p, t_q) L_p(x) L_q(t) - \sum_{p=0}^{N_x} F^{(m)}(x_p, t_q) \frac{dL_p(x)}{dx},
\]

\[
\frac{dL_p(x)}{dx} = \sum_{q=0}^{N_t} \frac{2}{L_x} \delta_{pq} F^{(m)}(x_p, t_q),
\]

\[
\frac{\partial \Theta^{(m)}}{\partial \eta}(x_i, t_j) = \sum_{p=0}^{N_x} \sum_{q=0}^{N_t} \frac{dL_p(x)}{dx} \Theta^{(m)}(x_p, t_q) L_p(x) L_q(t),
\]

\[
= \sum_{q=0}^{N_t} \frac{2}{L_x} \delta_{pq} \Theta^{(m)}(x_p, t_q),
\]

\[
\frac{\partial \Phi^{(m)}}{\partial \eta}(x_i, t_j) = \sum_{p=0}^{N_x} \sum_{q=0}^{N_t} \frac{dL_p(x)}{dx} \Phi^{(m)}(x_p, t_q) L_p(x) L_q(t),
\]

\[
= \sum_{q=0}^{N_t} \frac{2}{L_x} \delta_{pq} \Phi^{(m)}(x_p, t_q),
\]

where \( D = L, D/2 \) is the standard first derivative Chebyshev differentiation matrix of size \((N_x + 1) \times (N_x + 1)\) as defined in Trefethen [50]. The vectors \( F^{(m)} \), \( \Theta^{(m)} \), \( \Phi^{(m)} \) are defined as

\[
F^{(m)} = \left[ F(\eta_0, \xi_j), F(\eta_1, \xi_j) \cdots F(\eta_{N_x}, \xi_j) \right]^T,
\]

\[
\Theta^{(m)} = \left[ \Theta(\eta_0, \xi_j), \Theta(\eta_1, \xi_j) \cdots \Theta(\eta_{N_x}, \xi_j) \right]^T,
\]

\[
\Phi^{(m)} = \left[ \Phi(\eta_0, \xi_j), \Phi(\eta_1, \xi_j) \cdots \Phi(\eta_{N_x}, \xi_j) \right]^T,
\]

and the superscript \( T \) here denotes matrix transpose. The \( m \)th order derivative of \( f, \theta \) and \( \phi \) with respect to \( \eta \) are approximated using the matrix product as

\[
\frac{\partial F^{(m)}}{\partial \eta}(x_i, t_j) = D^{(m)} F^{(m)},
\]

\[
\frac{\partial \Theta^{(m)}}{\partial \eta}(x_i, t_j) = D^{(m)} \Theta^{(m)} ,
\]

\[
\frac{\partial \Phi^{(m)}}{\partial \eta}(x_i, t_j) = D^{(m)} \Phi^{(m)}.
\]

The spatial derivatives of \( f, \theta \), and \( \phi \) are evaluated at the Chebyshev-Gauss-Lobatto points \((x_j, t_k)\) for \( j = 1, 2, \ldots, N_t \) as

\[
\frac{\partial F^{(m)}}{\partial \xi}(x_j, t_k) = \sum_{q=0}^{N_t} \sum_{q=0}^{N_t} \frac{dL_p(x)}{dx} F^{(m)}(x_p, t_q) \frac{dL_q(t)}{dt} \frac{dL_q(t_j)}{dt},
\]

\[
= \sum_{q=0}^{N_t} \sum_{q=0}^{N_t} \frac{2}{L_x} \delta_{pq} F^{(m)}(x_p, t_q) \frac{dL_q(t_j)}{dt},
\]

\[
= \sum_{q=0}^{N_t} \sum_{q=0}^{N_t} \frac{2}{L_x} \delta_{pq} \Theta^{(m)}(x_p, t_q) \frac{dL_q(t_j)}{dt},
\]

\[
= \sum_{q=0}^{N_t} \sum_{q=0}^{N_t} \frac{2}{L_x} \delta_{pq} \Phi^{(m)}(x_p, t_q) \frac{dL_q(t_j)}{dt},
\]

where \( \tilde{\theta}_{pq} = \frac{\sin(\pi q + j)}{\pi q + j} \) are the entries of the standard first order Chebyshev differentiation matrix in the \( m \)th subinterval. Substituting Eqs. (28)–(30) into Eqs. (19)–(21), we have:

\[
\left[ a^{(m)}_0 D^2 + a^{(m)}_1 D^2 + a^{(m)}_2 D + a^{(m)}_3 \right] F^{(m)} = a^{(m)}_4 \sum_{q=0}^{N_t} \frac{dL_q(t)}{dt} D^{(m)} F^{(m)} + a^{(m)}_5 \sum_{q=0}^{N_t} \frac{dL_q(t_j)}{dt} D^{(m)} F^{(m)} + a^{(m)}_6 \sum_{q=0}^{N_t} \frac{dL_q(t_j)}{dt} D^{(m)} F^{(m)}.
\]
A sub-interval is given by the solution at the previous level, $h_i$.

In a more compact format, Eqs. (34)–(36) can be written as

$$[b^{(m)}_i D^2 + b^{(m)}_j D + b^{(m)}_{2j}] \Phi^{(m)}_{j+1} + b^{(m)}_y \sum_{q=0}^{N_y} d_{qy} \Phi^{(m)}_{qj+1} + \sum_{j=0}^{N_x-1} d_{jy} \Phi^{(m)}_{yj} = R^{(m)}_{i,j+1},$$

$$[c^{(m)}_x D^2 + c^{(m)}_{1x} D + c^{(m)}_{2x}] \Phi^{(m)}_{j+1} + c^{(m)}_{1y} \sum_{q=0}^{N_y} d_{qy} \Phi^{(m)}_{qj} + c^{(m)}_{2y} \sum_{q=0}^{N_y} d_{qy} \Phi^{(m)}_{yj} = R^{(m)}_{y,j+1},$$

In a more compact format, Eqs. (34)–(36) can be written as

$$A^{(j)}_{1.1} F^{(m)}_{j+1} + A^{(j)}_{1.2} \Phi^{(m)}_{j+1} + A^{(j)}_{1.3} \Phi^{(m)}_{j+1} = B^{(m)}_{1,1j+1},$$

$$A^{(j)}_{2.1} F^{(m)}_{j+1} + A^{(j)}_{2.2} \Phi^{(m)}_{j+1} + A^{(j)}_{2.3} \Phi^{(m)}_{j+1} = B^{(m)}_{2,1j+1},$$

$$A^{(j)}_{3.1} F^{(m)}_{j+1} + A^{(j)}_{3.2} \Phi^{(m)}_{j+1} + A^{(j)}_{3.3} \Phi^{(m)}_{j+1} = B^{(m)}_{3,1j+1},$$

where

$$A^{(j)}_{1,1} = a^{(m)}_{1x} D^2 + a^{(m)}_{1y} D + a^{(m)}_{1z},$$
$$A^{(j)}_{1,2} = b^{(m)}_{1x} D + b^{(m)}_{1y} D + b^{(m)}_{1z},$$
$$A^{(j)}_{1,3} = b^{(m)}_{1y} D + b^{(m)}_{1z},$$
$$A^{(j)}_{2,1} = c^{(m)}_{1x} D^2 + c^{(m)}_{1y} D + c^{(m)}_{1z},$$
$$A^{(j)}_{2,2} = c^{(m)}_{1y} D + c^{(m)}_{1z},$$
$$A^{(j)}_{2,3} = c^{(m)}_{1z},$$
$$A^{(j)}_{3,1} = c^{(m)}_{1x} D^2 + c^{(m)}_{1y} D + c^{(m)}_{1z},$$
$$A^{(j)}_{3,2} = c^{(m)}_{1y} D + c^{(m)}_{1z},$$
$$A^{(j)}_{3,3} = c^{(m)}_{1z},$$

The boundary conditions given in Eq. (22) when evaluated at the Chebyshev-Gauss-Lobatto collocation points give the following:

$$f^{(m)}_{x,i} (N_x, \xi) = \lambda,$$
$$\sum_{j=0}^{N_y-1} D_{N_x} \rho^{(m)}_{j+1} (N_x, \xi) = \lambda,$$
$$\lambda_{f^{(m)}_{x,i}} (N_x, \xi) = \lambda _{f^{(m)}_{x,i}},$$
$$\lambda_{\rho^{(m)}_{j+1}} (N_x, \xi) = \lambda _{\rho^{(m)}_{j+1}},$$

4. Results and discussion

The systems of nonlinear partial differential Eqs. (8)–(10), subject to the boundary conditions (11) are solved numerically using a multi-domain (or piecewise or multi-stage) bivariate spectral quasilinearization method. Results are presented for the skin friction coefficient and Nusselt number for different physical parameters that are of interest to the flow model. To ascertain the accuracy of the computed numerical results, comparison is made with the results of Jalil et al. [8], Rosca and Pop [9] and Bachok et al. [48]. The comparison is shown in Table 1 where the results are seen to be in very good agreement. This shows the reliability and accuracy of the numerical approach in this paper.

Fig. 2 shows the effect of the suction parameter $f_s > 0$ for both cases $\lambda > 1$ and $\lambda < 1$. It can be observed that when $\lambda > 1$, both the velocity and the momentum boundary layer thicknesses decrease with an increase in the suction parameter while for $\lambda < 1$, the velocity profiles increase. An increase in the values of the suction parameter leads to a decrease in the boundary layer thickness. This could be attributed to the fact that when the fluid is removed from the system due to suction, the momentum boundary layer thickness reduces. These findings are consistent with those of Jalil et al. [8] in a related earlier investigation.

Fig. 3 illustrates the effect of the injection parameter $f_s < 0$ for both $\lambda > 1$ and $\lambda < 1$. It can be seen that both the velocity and the momentum boundary-layer thicknesses decrease with an increase in the suction parameter while for $\lambda > 1$, the velocity profiles are enhanced. An increase in the suction parameter leads to a decrease in the boundary-layer thickness. These findings are consistent with those of Jalil et al. [8].
The effect of the shrinking parameter \( k \) on the velocity profiles is shown in Fig. 4. We note that for both \( k < 0 \) and \( k > 0 \), the velocity profile increases as the shrinking parameter increases. The reason for this could be because an increase in the shrinking parameter increases the nanofluid velocity which in turn increases the momentum boundary layer thickness. These results are in agreement with those obtained by Jalil et al. [8].

Figs. 5 and 6 show the effects of the Powell-Eyring fluid parameters \( e \), \( d \), respectively, on the velocity profiles. The velocity profiles decrease and the momentum boundary layer thickness is enhanced as \( e \) and \( d \) increase. This is because Powell-Eyring fluids are shear-thinning fluid such that the viscosity reduces as the shear rate increases. Similar results have been reported in investigations by Jalil et al. [8] and Rocsa and Pop [9].

The influence of suction/injection parameter \( f_u \) on the temperature profile is displayed in Fig. 7. It is evident that the temperature profile increases as the suction/injection parameter increases.

### Table 1
Comparison of the MD-BSQLM approximate solutions of \( f''(0, \xi) \), and \( -\theta'(0, \xi) \), against those of Refs. [8,9,48] for different values of \( f_u \) when \( Pr = 1, \epsilon = \delta = He = \zeta = 0 \) and \( \lambda = 0.5 \) in the absence of \( N_t \) and \( N_b \).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.9251</td>
<td>0.9250</td>
<td>0.9250</td>
<td>0.9251</td>
<td>1.0036</td>
<td>1.0036</td>
<td>1.0035</td>
<td>1.0036</td>
</tr>
<tr>
<td>4</td>
<td>1.5030</td>
<td>1.5029</td>
<td>1.5029</td>
<td>1.5030</td>
<td>2.0333</td>
<td>2.0330</td>
<td>2.0330</td>
<td>2.0330</td>
</tr>
<tr>
<td>6</td>
<td>2.1233</td>
<td>2.1233</td>
<td>2.1233</td>
<td>2.1233</td>
<td>3.1117</td>
<td>3.1117</td>
<td>3.1117</td>
<td>3.1117</td>
</tr>
<tr>
<td>8</td>
<td>2.7627</td>
<td>2.7626</td>
<td>2.7626</td>
<td>2.7627</td>
<td>4.2338</td>
<td>4.2338</td>
<td>4.2338</td>
<td>4.2338</td>
</tr>
<tr>
<td>16</td>
<td>5.3833</td>
<td>5.3833</td>
<td>5.3833</td>
<td>5.3833</td>
<td>8.9005</td>
<td>8.9005</td>
<td>8.9005</td>
<td>8.9005</td>
</tr>
<tr>
<td>30</td>
<td>10.0270</td>
<td>10.0269</td>
<td>10.0269</td>
<td>10.0270</td>
<td>15.524</td>
<td>15.524</td>
<td>15.524</td>
<td>15.524</td>
</tr>
</tbody>
</table>
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**Fig. 2** Velocity profile \( f'(\eta) \) for different values of suction parameter \( f_u > 0 \) when \( \delta = 0.1, \xi = 1, \epsilon = 0.1 \), for both \( \lambda = 0.2 \) and \( \lambda = 1.5 \).
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**Fig. 3** Velocity profile \( f'(\eta) \) for different values of injection parameter \( f_u < 0 \) when \( \delta = 0.1, \xi = 1, \epsilon = 0.1 \), for both \( \lambda = 0.2 \) and \( \lambda = 1.5 \).
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**Fig. 4** Velocity profile \( f'(\eta) \) for different values of shrinking parameter \( \lambda \) when \( \delta = 0.1, \xi = 1, \epsilon = 0.1 \), and \( f_u = 0.5 \).
perature and thermal boundary-layer thicknesses reduce with increasing suction/injection parameter values. This is because due to suction, hot fluid is drawn closer to the surface, and as a result, the thermal boundary-layer thickness decreases. Fig. 8 depicts the influence of the thermal radiation parameter $NR$ on the temperature profiles. The temperature profiles increase with increasing thermal radiation parameter values. Physically, this may be attributed to the fact that an increase in the thermal radiation parameter yields an increase in the interaction in thermal boundary layer. The effect of heat generation parameter $He$ on temperature profile is displayed in Fig. 9. It is evident that increasing the heat generation parameter increases the temperature profiles, which, in turn leads to an increase in the thermal boundary-layer thickness. Fig. 10 shows the effect of the thermophoresis parameter $Nt$ on the temperature profiles. It can be seen that the temperature and the thermal boundary-layer thickness increase with an
increase in the thermophoresis parameter. In Fig. 11 we demonstrate the effect of changes in the Prandtl number $Pr$ on the temperature profiles. The temperature and thermal boundary layer thickness decrease with increasing Prandtl numbers. The effect is more obvious with smaller Prandtl numbers because as the boundary layer becomes thicker, the heat transfer rate reduces. It is generally understood in the literature that fluids with low Prandtl numbers such as liquid metals have a high conductivity, resulting in large thermal boundary-layers. In this case heat diffuses rapidly from the heated plate compared to the case of fluids with high Prandtl numbers.

Figs. 12 and 13 show how the concentration profiles vary with the thermophoresis parameter $N_t$ and the Brownian motion parameter $N_b$. Fig. 12 shows an increase in the concentration and solutal boundary layer thickness with increase in thermophoresis parameter, while a decrease in the concentration and solutal boundary layer thickness is observed in Fig. 13 with increasing values of Brownian motion parameter.

5. Conclusion

We have investigated the flow of an unsteady Powell-Eyring nanofluid flow over a shrinking sheet with heat generation and thermal radiation effects. Approximate numerical results of the partial differential equations were obtained using a multi-domain (or piecewise or multi-stage) bivariate spectral quasilinearization method. The results from this study show that the fluid parameters $\varepsilon$ and $\delta$ reduce the flow velocity and the momentum boundary-layer thickness. The heat generation and thermal radiation parameter are found to enhance both the temperature and thermal boundary-layer thickness. These observations are consistent with earlier findings in the literature. The method used proved to be reliable and easy to
use, thereby making it a good numerical tool for solving non-linear PDEs that arise in the boundary-layer studies.
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