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Densest lattice packings of 3-polytopes

Ulrich Betkea,∗, Martin Henkb,1

a Department of Mathematics, University of Siegen, D-57068 Siegen, Germany
b Department of Mathematics/IMO, University of Magdeburg, D-39106 Magdeburg, Germany

Communicated by K. Mehlhorn; submitted 18 January 2000; accepted 24 February 2000

Abstract

Based on Minkowski’s work on critical lattices of 3-dimensional convex bodies we present an efficient algorithm
for computing the density of a densest lattice packing of an arbitrary 3-polytope. As an application we calculate
densest lattice packings of all regular and Archimedean polytopes. 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

Throughout this paper,Rd denotes thed-dimensional Euclidean space with origin 0, Euclidean norm
‖ · ‖, inner product〈·, ·〉 and unit sphereSd−1. Kd denotes the set of all convex bodiesK ⊂ Rd with
nonempty interior int(K) andKd0 denotes the subset ofKd consisting of all bodies which are centrally
symmetric with respect to the origin. For a setM ⊂Rd we denote by vol(M) its volume with respect to its
affine hull aff(M). Furthermore, conv(M), lin(M) denotes the convex hull, linear hull ofM , respectively.
The boundary ofK ∈Kd is denoted by bd(K).

By a latticeΛ⊂ Rd with basisB = {b1, . . . , bd}, whereb1, . . . , bd ∈ Rd are linearly independent, we
understand the set

Λ= {z1b
1+ · · · + zdbd : z1, . . . , zd ∈ Z}= BZd.

The determinant detΛ of Λ is the volume of the parallelepiped spanned byb1, . . . , bd , i.e., detΛ =
|detB|. A lattice Λ is called a packing lattice forK ∈ Kd if x + K and y + K do not overlap for
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Table 1

Body Author

Regular octahedron Minkowski [20], 1904

Truncated cubes; for 0< λ6 3: Whitworth [29], 1948

{x ∈R3: |xi |6 1, |x1+ x2+ x3|6 λ}
{x ∈R3: (x2

1 + x2
2)

1/2+ |x3|6 1} Whitworth [30], 1951

Frustrum of a sphere; for 0< λ6 1: Chalk [5], 1950

{x ∈R3: x2
1 + x2

2 + x2
3 6 1, |x3|6 λ}

Tetrahedron and cubeoctahedron Hoylman [16], 1970

x, y ∈Λ, x 6= y. There always exists a packing latticeΛ∗(K) with minimal determinant. Such a lattice
is called a densest packing lattice and the quantity

δ∗(K)= vol(K)

detΛ∗(K)
is called the lattice packing density ofK or the density of a densest lattice packing ofK . There is a large
amount of literature on packings. Some books, which give a good description of the background of our
work, are [10,14,23,33] as well as the Diploma thesis [15]. For a more general survey on the theory of
packings we refer to [11] and the references within.

The lattice packing problem for a general body inKd is very hard. In fact, ford > 4 the only exact
results are on space fillers (cf. [18,27]) for whichδ∗(K) = 1 and on the unit ballBd whereδ∗(Bd) is
known for d 6 8 (see, e.g., [7,34]). In contrast for a fixed bodyK ∈ K2 there are several techniques
to solve the problem (see, e.g., [14, p. 241]) and there exists also an algorithm, due to Mount and
Silverman [22], that determinesδ∗(P ) for a centrally symmetricn-gon in time O(n).

However, already in 3-space the situation is rather more complicated. Apart from the 3-dimensional
space-fillers (for a classification see [14, p. 164]) and from cylinders based on a convex disk, in which
case it can be shown that the problem is equivalent to the determination of the lattice packing density of
the convex disk (cf. [23, p. 13]), densest lattice packings are only known for the bodies inR3, which are
listed in Table 1.

It is worth to mention that the family of frustrums of a sphere includes the 3-ball as a limiting case, for
which the packing density was determined already by Gauss [12].

All the computations ofδ∗(K) for the bodies in Table 1 may be regarded as an application of a general
method developed by Minkowski [20] which characterizes densest packing lattices of a 3-dimensional
convex body by certain properties (see also [14, p. 340]). However, this method was considered as
rather impractical and in 1964 Rogers [23] wrote “Despite considerable theoretical advances in the
Geometry of Numbers since Minkowski’s time, the problem of determining the value ofδ∗(K) for a given
convex3-dimensional bodyK remains a formidable task”. Indeed the only change in the list of known
densest lattice packings since the publication of Rogers’ book is the addition of the tetrahedron and
cubeoctahedron. And even in 1990 Gruber mentioned the determination ofδ∗(K) of a 3-dimensional
convex body as one of the important open problems in Geometry of Numbers [13].
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Here we use Minkowski’s work as a starting point for the construction of a practicable algorithm to
compute the packing density of an arbitrary polytope inR3. We proceed as follows. In Section 2 we adapt
Minkowski’s work to our purposes. Moreover we discuss in this section the principal applicability of his
work in higher dimensions.

Having adapted Minkowski’s method we still have to solve two problems to obtain a practicable
algorithm. First we have to determine the local minima of a polynomial of degree three in three variables.
Somewhat surprisingly there appears to be no general purpose algorithm of numerical analysis which
suits our needs. Thus we develop an ad hoc method for our problem. This will be done in Section 4.
Before doing this we deal in Section 3 with a more geometric problem. It turns out that by the methods of
Section 2 we have essentially to look at every choice of 7 facets of the polytope. This leaves us with more
or less

(n
7

)
cases for a polytope withn facets and in every step we have to solve a nonlinear minimization

problem. This limits the applicability of the algorithm to polytopes with few facets. Thus we develop
in Section 3 some methods to reduce the number of cases. While we do not give an exact worst case
analysis it should be possible to reduce the number of cases to possibly as few as O(n3/2) in typical cases
by showing that optimal packings must lead to feasible points of some related simple linear optimization
problems. This will be done in Section 3. It should however be mentioned that in our program we do not
fully exploit this reduction as an implementation would become rather complex. As an application of our
work we present in Section 5 optimal lattice packings for all regular and Archimedean polytopes.

2. Necessary conditions for optimal lattices

In this section we state without proof Minkowski results. In fact, we have summarized the relevant facts
in Theorem 2.1. We have included some more results, as we discuss at the end of the section, whether
the algorithm could be extended to higher dimensions. Further we have changed and modernized the
notation. We remark that a good part of Minkowski theory is exposed in [14,33], though in both books
Theorem 2.1 is stated in a slightly weaker form.

ForKi ∈ Kd , λi ∈ R, i = 1,2, we denote byλ1K1+ λ2K2 the set{λ1x
1+ λ2x

2: x1 ∈K1, x
2 ∈K2}.

Minkowski observed that

Λ is a packing lattice ofK ⇐⇒ Λ is a packing lattice of12(K −K). (2.1)

Since the difference body12(K −K) belongs to the classKd0, in the following we assume that all bodies
are centrally symmetric.

A latticeΛ is called admissible forK ∈Kd0, if intK ∩Λ= {0}. It is well known and easy to see that
Λ is admissible if and only if 2Λ is a packing lattice. The value

∆(K)=min{detΛ: Λ admissible forK}
is called the critical determinant ofK and an admissible latticeΛ satisfying∆(K) = detΛ is called
a critical lattice. Thusδ∗(K) = vol(K)/(2d∆(K)) and the problems of constructing a densest packing
lattice and a critical lattice are equivalent.

While we naturally do not know a basis of a critical lattice beforehand, we shall see that we have a
great amount of information on the behaviour of certain lattice points with fixed coordinates with respect
to such a basis. For a basisB = {b1, . . . , bd} of Rd and a pointx ∈ Rd we denote byxB = (x1, . . . , xd)

T
B

the vector given byxB =∑n
i=1 xib

i .
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The construction of critical lattices is based on the connection of lattice crosspolytopes and primitive
vectors. As usual, a set of lattice vectorsb1, . . . , bk of a latticeΛ⊂Rd is calledprimitive iff this set can be
extended to a basis of the latticeΛ. LetΛ⊂Rd be a lattice and letb1, . . . , bk ∈Λ be linearly independent.
The crosspolytopeC = conv{±b1, . . . ,±bk} is called alattice crosspolytopeiff Λ ∩ int(C) = {0}. If
we even haveΛ ∩ bd(C) = {±b1, . . . ,±bk} then it is called afree lattice crosspolytope. Clearly, the
convex hull of every primitive setb1, . . . , bk forms a free lattice crosspolytope and every free lattice
crosspolytope is a lattice crosspolytope, while the converse is not true. A complete characterization of
(free) lattice crosspolytopes of dimension up to three is given in Lemma 2.1.

Lemma 2.1 (Minkowski, 1904).LetΛ be a lattice inR3.
(i) For k = 1 the vertices of any lattice crosspolytope are primitive.

(ii) For k = 2 the vertices of any free lattice crosspolytope are primitive, while for the non-free lattice
crosspolytopesC there exists a basisB of the lattice such thatC = conv{(1,0,0)B, (1,2,0)B}.

(iii) For k = 3 there are two types of free lattice crosspolytopes. One has primitive vertices
(crosspolytope of the first type), the other has the vertices(1,0,0)B, (0,1,0)B, (1,1,2)B for a basis
B (crosspolytope of the second type). For every non-free lattice crosspolytopeC there exists a basis
B such thatC = conv{(1,0,0)B, (0,1,0)B,p}, wherep is element of the set{(0,1,2)B, (1,1,2)B,
(1,2,2)B, (1,1,3)B, (1,2,3)B, (2,2,3)B, (1,2,4)B, (2,3,4)B}.

Using free lattice crosspolytopes we can identify critical lattices for everyK ∈K3
0. To this end we use

the following abbreviation: For a basisB = {b1, b2, b3} of R3 let

U1
B =

{
(1,0,0)B, (0,1,0)B, (0,0,1)B, (0,1,−1)B, (−1,0,1)B, (1,−1,0)B

}
,

U2
B =

{
(1,0,0)B, (0,1,0)B, (0,0,1)B, (0,1,1)B, (1,0,1)B, (1,1,0)B

}
,

U3
B =

{
(1,0,0)B, (0,1,0)B, (0,0,1)B, (0,1,1)B, (1,0,1)B, (1,1,0)B, (1,1,1)B

}
.

(2.2)

Lemma 2.2 (Minkowski, 1904).Let K ∈ K3
0. Then there exists a critical latticeΛ with basisB such

that one of the following cases holds:
(1) U1

B ⊂ bd(K) andK contains no lattice crosspolytope of the second type,
(2) U2

B ⊂ bd(K) and(1,1,1)B /∈K ,
(3) U3

B ⊂ bd(K).

While the distinction between cases (2) and (3) may look artificial, we shall see that it leads to rather
different cases in the actual computation of a critical lattice. For any lattice with basisB which satisfies
a condition of the previous lemma we can easily check its admissibility:

Lemma 2.3 (Minkowski, 1904).LetK ∈ K3
0 andΛ be a lattice with basisB. ThenΛ is admissible, if

one of the following conditions is satisfied:
(1) U1

B ⊂ bd(K) and(−1,1,1)B, (1,−1,1)B, (1,1,−1)B /∈ intK ,
(2) U2

B ⊂ bd(K) and(1,1,1)B /∈ intK .

Proof. The second statement follows immediately from Minkowski’s characterizations of lattice
crosspolytopes (cf. [33, Lemma 4.9, 2∗]), whereas item (1) is contained in a more implicitly way in
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his paper. However, from the work of Minkowski we know (cf. [33, Lemma 4.9, 1∗]) that in the first case,
i.e.,U1

B ⊂ bd(K), the latticeΛ is admissible if

(a1) (0,±1,±1)B /∈K, (a2) (1,±1,±1)B /∈K, (a3) (2,±1,±1)B /∈K, (2.3)

as well as all points arising from permutations of the coordinates of the above points are not contained
in K . Therefore, in order to prove (1) we have to show that the points(0,1,1)B , (1,1,1)B , (2,±1,±1)B
and the corresponding permutations are not contained inK . To this end letf :R3→R>0 be the distance
function ofK , i.e., f (x) = min{λ: λ ∈ R>0 andx ∈ λK}. ThenK = {x ∈ R3: f (x) 6 1} and since
K ∈K3

0 the functionf describes a norm onR3. SinceU1
B ⊂ bd(K) we find

f
(
(0,1,1)B

)
> f

(
(0,0,2)B

)− f ((0,−1,1)B
)= 1,

f
(
(1,1,1)B

)
> f

(
(3,0,0)B

)− f ((1,−1,0)B
)− f ((1,0,−1)B

)= 1,

f
(
(2,1,−1)B

)
> f

(
(2,0,0)B

)− f ((0,−1,1)B
)= 1,

f
(
(2,−1,1)B

)
> f

(
(2,0,0)B

)− f ((0,1,−1)B
)= 1,

f
(
(2,−1,−1)B

)
> f

(
(2,−2,0)B

)− f ((0,−1,1)B
)= 1.

Obviously, the same inequalities hold for the points given by all permutations of the coordinates of the
points of the left hand side and thus

f
(
(2,1,1)B

)
> f

(
(2,2,0)B

)− f ((0,1,−1)B
)
> 1. 2

We call the setsU jB , j = 1,2,3 (cf. (2.2))test setsof the first, second or third kind, respectively.
Now suppose thatB = {b1, b2, b3} is a basis of a critical latticeΛ of K and letUB = {u1

B, . . . , u
k
B},

k = 6 ork = 7, be one the three test sets such thatUB ⊂ bd(K) (cf. Lemma 2.2). LetHi beanysupporting
hyperplane ofK containinguiB , i = 1, . . . , k, and let

SH1,...,Hk =
{
W ∈ R3×3: uiW ∈Hi, 16 i 6 k

}
. (2.4)

On this space we consider the function

fH1,...,Hk :SH1,...,Hk→R given by fH1,...,Hk (W)=
∣∣det(W)

∣∣. (2.5)

If we assume for a moment thatUB =Λ∩ bd(K) then

B is a local minimum offH1,...,Hk (W), W ∈ SH1,...,Hk . (2.6)

Otherwise there exists aW ∈ SH1,...,Hk in a sufficiently small neighborhood ofB such that|det(W)| <
detΛ andK ∩ (WZd)\{0} ⊂ {u1

W, . . . , u
k
W }. However, this set of vectors is contained in the supporting

hyperplanesH1, . . . ,Hk for any elementW ∈ S(H1, . . . ,Hk). Thus the latticeWZd is admissible and
henceΛ cannot be critical.

In general the situation is much more complicated asUB ∩ bd(K) may just be a proper subset of
Λ∩ bd(K). But by a close examination of all possible cases Minkowski found the following theorem.

Theorem 2.1 (Minkowski, 1904).LetK ∈ K3
0. Then there exists a critical latticeΛ of K with basisB

such thatbd(K)∩Λ contains a test setU jB = {u1
B, . . . , u

k
B} for a j ∈ {1,2,3}, such that for any choice of

supporting hyperplanesHi ofK containinguiB, 16 i 6 k, one of the following4 cases holds:
I. j = 1 and(2.6)holds,

II. j = 2 and(2.6)holds,
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III. j = 3 and(2.6)holds,
IV. j = 3 and there are scalarsλ1, λ2, λ6 > 0, λ3 ∈ R, such that for the outer normal vectors

v1, v2, v3, v6 of the hyperplanesH1,H2,H3,H6, respectively, holds: (a)λ1v
1+ λ2v

2+ λ3v
3= λ6v

6,
and (b) the hyperplaneH̃6 with outer normal vectorλ1v

1 + λ2v
2 containingu6

B is a supporting
hyperplane ofK and(2.6)holds withH6 replaced byH̃6.

At this point we should remark that in case I Minkowski gave a somewhat stronger condition, but our
form appears to be more suitable for automatic computation.

Of course, given an arbitrary convex bodyK we do not know how to exploit Theorem 2.1, but if we
consider only polytopes then for the supporting hyperplanesHi in Theorem 2.1 we may always choose
the supporting hyperplanes of the facets of the polytope. As a polytope has only finitely many facets we
obtain the following frame of an algorithm for the computation of a critical lattice of a polytope.

Algorithm 2.1. Let P ∈K3
0.

• For each of the cases I–IV of Theorem 2.1 do
– For every choice ofk facets with supporting planesH1, . . . ,Hk of P (k = 6 in the first two cases

andk = 7 in the latter ones) do
S1. DetermineSH1,...,Hk .
S2. Find the local minimaMH1,...,Hk of fH1,...,Hk (cf. (2.6)).
S3. For eachM ∈MH1,...,Hk check whetherM · Zd is an admissible lattice, i.e.,M satisfies the

criterion (1) of Lemma 2.3 in the first case and criterion (2) in the remaining cases.
• Among all calculated admissible lattices find one with minimal determinant. The corresponding lattice

is a critical lattice ofP .

It turns out that at this point we are left with two problems. First there appears to be no general purpose
algorithm to find all local minima of a function likefH1,...,Hk as we have to do in step S2. Moreover, a
priori we cannot assume that the local minima of this function are isolated points. In general, they may
form a manifold and we have the problem to parameterize such a manifold in order to carry out step S3.
In Section 4 we shall show how one can overcome these problems. Another problem is just the number
of steps of the algorithm. In a straightforward implementation, we have to consider every choice of 6
and 7 facets of the polytope and hence we have about

(n
7

)
steps. Of course, this limits the algorithm to

polytopes having only few facets. Hence in order to get an efficient algorithm we have to reduce the
number of steps. This can be done very effectively by some considerations given in Section 3.

We close the section with some remarks on the extension of the algorithm to higher dimensions. While
Minkowski settles his work in 3-space, the ideas principally work in higher dimensions as well. In fact
there has been an enumeration of lattice crosspolytopes in dimension 4 [2–4,17,21,31] and dimension 5
[28]. Beside this classification we have to determine the number of different test sets. For the cardinality
of a test set we have the general natural lower bound ofd(d + 1)/2 given in [26]. There is no obvious
upper bound for their cardinality, but the results in dimension two and three suggest the upper bound of
one half of the maximal number of lattice points contained in the boundary of a lattice point free strictly
convex set. Due to a result of Minkowski this number is bounded by 2d − 1. Finally, we have to take
into account the additional lattice points (not contained in the test sets) lying in the boundary, which are
responsible for the split of test sets of the third kind into two separate cases in dimension 3. Thus even
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in dimension 4 there should be a large number of cases which have to be considered separately and there
has been no attempt to give an enumeration of these cases.

Further in each case we have to consider all possible choices of facets and even though we could
apply the results of the next section it appears to be computationally difficult to choose at least 10 out
of n facets. Moreover, even in dimension 4 we have to solve a minimization problem for polynomials
of degree 4 with up to six variables. Again it appears to be not an easy task to find all local minima
reliably and quickly. Thus without introduction of new ideas we have the impression that the algorithm
is practically restricted to 3-space.

3. Necessary conditions for test sets

In the following letP ∈ K3
0 be a centrally symmetric polytope withn facetsFi and letHi = aff(Fi),

16 i 6 n. By H+i we denote the halfspace bounded byHi containingP and letH−i = R3\H+i ∪ Hi .
We always assume that we have alattice descriptionof the polytope, i.e., we know the face lattice ofP
specified by its Hasse diagram and the vertices and edges ofP (cf. [25]). In particular, for each facetFi
we have a listN (Fi) of its edge-neighbors, i.e.,

N (Fi)= {Fj : dim(Fi ∩ Fj)= 1
}
.

We remark that such a lattice description can be computed from the descriptionP = ⋂ni=1H
+
i in time

O(n logn) [6]. Regarding the combinatorics of polytopes we refer to the books [19,32].
As pointed out in the last section one crucial point of Algorithm 2.1 is the number of choices of

facets (or hyperplanesHi) which have to be considered for each case of the algorithm. In this section
we show how one can reduce this number. However, since it turns out that the most time consuming
step of Algorithm 2.1 is step S2, we are also looking for ways to reduce the number of executions of
step S2 as well. An exact worst case analysis of the complexity of the resulting algorithm appears to be
not completely straightforward. But we show that for some rather natural classes of polytopes withn

facets we can eliminate “most” possible choices of facets in time O(n2) and we have to carry out only
O(n3/2) times the steps S1–S3.

Of course, using the central symmetry of the polytope and the arbitrariness of the order of the basis
of a lattice we can reduce the number of possible choices of hyperplanesHi in the first two cases to
1
12

(n
6

)
and to 2· 1

12

(n
7

)
choices in the remaining cases. This does not really help and so one could try to

make further use of the symmetries of a given polytope, as Minkowski did in his study of the octahedron,
where he managed to reduce the number of cases to 1 (!). Thus he did not need to carry out one step S2.
However, for polytopes with little symmetry this would not be of great help and therefore we use a
different approach.

With respect to step S3 of Algorithm 2.1 we are only interested in a selection of hyperplanesHi ,
16 i 6 k (say), such that

SH1,...,Hk ∩
{
W ∈R3×3: UW ⊂ bd(P )

} 6= ∅, (3.1)

whereUW is a test set of the first, second or third kind corresponding to the case we are studying. If
UW = {u1

W, . . . , u
k
W } then (3.1) just says that the pointuiW should not only lie in the hyperplaneHi, but

in the facetFi . Hence (3.1) can be reformulated as the condition that
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S̃H1,...,HK =
{
W ∈ R3×3: uiW ∈Hi anduiW ∈H+ij for all Fij ∈N (F i), 16 i 6 k

} 6= ∅. (3.2)

To check whether̃SH1,...,HK is empty is just an instance of a feasibility problem of Linear Programming
and may be easily solved by any LP-solver (cf. e.g. [24]).

Since the vectors in a test set are linearly dependent the setS̃H1,...,HK will be empty for “most choices”
of hyperplanesHi . For instance: Letσ =−1 if we are dealing with case 1 and letσ = 1 otherwise. Then
the vectors of a test set satisfy the relations

u1
W + σu2

W = u6
W , u2

W + σu3
W = u4

W, u1
W + σu3

W = u5
W. (3.3)

If we have fixed a facetF1 with hyperplaneH1 = {x ∈ R3: (a1)Tx = b1}, say, for the vectoru1
W , then

by the first relation of (3.3) we getσ (a1)Tu2
W 6 0. Otherwise the sum of these two vectors would be

separated byH1 from the polytope, but the sumu6
W has to lie in a facet. This trivial observation already

reduces the possible choices forH2 to almostn/2 and obviously we can apply the same argumentation to
the other hyperplanes. However, as we shall see at the end of the section, a detailed analysis of the linear
dependencies will give a much better reduction for certain classes of polytopes.

Of course, the determination of the emptiness of (3.2) would reduce the number of executions of
step S2, but we still have to consider all possible choices. Hence we have the problem to find a “fast”
way to exclude “almost” all choices of facets (hyperplanesHi) with S̃H1,...,HK = ∅. To this end we make
use of (3.3). Let

G = {(Fi,Fj ,Fk): (Fi + σFj)∩ Fk 6= ∅}. (3.4)

Obviously,

S̃Hl1,...,Hlk 6= ∅ H⇒ (Fl1,Fl2,Fl6), (Fl2,Fl3,Fl4), (Fl1,Fl3,Fl5) ∈ G,
and to test whether a tuple(Fi,Fj ,Fk) belongs toG is just a feasibility problem of Linear Programming,
namely:

(Fi,Fj ,Fk) ∈ G ⇐⇒ {(
w1,w2) ∈R3×2: w1 ∈Hi, w1 ∈H+il for Fil ∈N (Fi),
w2 ∈Hj, w2 ∈H+jl for Fjl ∈N (Fj ),
w1+ σw2 ∈Hk, w1+ σw2 ∈H+kl for Fkl ∈N (Fk)

} 6= ∅. (3.5)

The construction of the setG by enumeration clearly involves the consideration of O(n3) possibilities.
While in the numerical examples given in the last section the most time consuming part of the algorithm
was the solution of (3.2), the series of examples at the end of the section indicates that for large polytopes
the determination ofG could be the hardest part. Therefore we show now how the geometry of the
polytope can be used to do this effectively. To this end let

G(Fi)= {Fj : (Fi + σFj)∩ bd(P ) 6= ∅}, 16 i 6 n.

With this notation we have the following lemma.

Lemma 3.1. Let Fi be a facet ofP and letF∪i =
⋃
Fj∈G(Fi) Fj . The setF∪i is edge-connected, i.e., any

two pointsx, y ∈ F∪i can be connected by a continuous path contained inF∪i without crossing a vertex
of P .
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Proof. For a fixed pointv ∈ Fi let I(v)= bd(P ) ∩ σ (bd(P )− v) = bd(P ) ∩ (bd(P )− σv). Then we
haveI(v)= {y ∈ P ∩ (P − σv): y +µv,µ ∈R, is a supporting line ofP ∩ (P − σv)} and thusI(v) is
the shadow boundary ofP ∩ (P − σv) in directionv. Hence two points ofI(v) can be connected by a
continuous path. Now let

I(v)∪ = ⋃
{Fj : Fj∩I(v) 6=∅}

Fj .

Then, by construction, the setI(v)∪ is edge-connected and so it is the union
⋃
v∈Fi I(v)∪ = F∪i . 2

Once we have found one element of the setG(Fi), the lemma says that we can determine the other
elements by recursively checking the neighbors of the elements which were already found and since

(Fi,Fj ,Fk) ∈ G H⇒ Fj ∈ G(Fi), (3.6)

we may use Lemma 3.1 in order to construct the setG. In order to present an algorithm for computingG as
well as the setsG(Fi) we need one more notation: Forl, u ∈R3, l 6 u, letB(l, u)= {x ∈R3: l 6 x 6 u}
be the box parallel to the coordinate axes with lower vertexl and upper vertexu and for a facetFi let
B(li, ui) be the minimal box containingFi , which can be computed from the coordinates of the vertices
of Fi in time O(n). A necessary condition for(Fi + σFj)∩ Fk 6= ∅ is given by

(
B
(
li, ui

)+ σB(lj , uj))∩B(lk, uk)={B(li + lj , ui + uj )∩B(lk, uk) 6= ∅, σ = 1,

B(li − uj , ui − lj )∩B(lk, uk) 6= ∅, σ =−1,
(3.7)

which can easily be checked since

B(l, u)∩B(l̃, ũ) 6= ∅ ⇐⇒ l 6 ũ andl̃ 6 u. (3.8)

Therefore, if we want to find for a given pairFi,Fj all facetsFk with (Fi,Fj ,Fk) ∈ G we just have to
consider the facets corresponding to boxesB(lk, uk) satisfying (3.7). For polytopes with many facets
“most” facets will be “far away” fromFi + Fj and thus (3.7) won’t be fulfilled for “most” facets.

The next lemma says how we can find one facet lying in a setG(Fi) with the help of these boxes.

Lemma 3.2. Let ν(P )=max{#N (Fi): 16 i 6 n}, let β(P ) be the maximal number of boxesB(lk, uk)
intersecting a box of the formB(li + ui) + σB(lj + uj), 16 i, j 6 n, and letη(P ) be the maximal
number of facets ofP having a nonempty intersection with a fixed hyperplane containing the origin.
Then a facetFj lying in a setG(Fi) can be found in timeO(n+ η(P ) log2(n)+ η(P )β(P )ν(P )).

Proof. Let v ∈ Fi and letH be any hyperplane containingv and the origin. Then there exists a facet
Fj ∈ G(Fi) having a nonempty intersection withH ∩ P . Using the edges ofP we can easily determine
all facets{Fj1, . . . , Fjl }, jl 6 η(P ), with this property. Since the polytope has O(n) edges this can be
carried out in time O(n). For eachji the boxesB(lk, uk), k 6 β(P ), intersecting(B(li, ui)+σB(lji , uji ))
can be determined in time O(log2(n) + β(P )) by well-known methods from computational geometry
about range searching (cf. [1]). For each possible choiceFi,Fji , Fk we use (3.5) to verify whether
(Fi,Fji , Fk) ∈ G and thusFji ∈ G(Fi). Now each (3.5) is a feasibility problem of Linear Programming
with O(ν(P )) constraints in dimension 6 and this can be solved with O(ν(P )) arithmetic operations
(cf. [24, p. 199]). 2
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Using the last lemma we have the following algorithm for computing the setG and the setsG(Fi),
16 i 6 n.

Algorithm 3.1 (ComputingG(Fi) andG).
Input: A polytopeP ∈K3

0 given by the supporting hyperplanesHi , 16 i 6 n, of its facetsFi , as well as
a lattice description ofP .
Output: G andG(Fi), 16 i 6 n.
• LetU = ∅ and determine the boxesB(li, ui), 16 i 6 n.
• For each facetFi do

G1. Find a facetFj ∈ G(Fi). LetUi = ∅ andN = {Fj }.
G2. WhileN 6= ∅ do

G3. For Fj1 ∈ N determine all facetsFk1, . . . , Fkp such that (B(li, ui) + σB(lj1, uj1)) ∩
B(lkl , ukl ) 6= ∅ (cf. (3.7), (3.8)).

G4. Use (3.5) to determine all(Fi,Fj1,Fkl ) ∈ G, kl ∈ {k1, . . . , kp}, and add them to the setU .
G5. LetUi =Ui ∪{Fj1} andN = (N ∪N (Fj1))\Ui , if there exists a(Fi,Fj1,Fkl ) ∈ G, otherwise

letN =N\Fj1.

Lemma 3.3. Let γ (P )=max{#G(Fi): 16 i 6 n}, and letν(P ), η(P ), β(P ) as in Lemma3.2. Then
Algorithm3.1determinesG andG(Fi), 16 i 6 n, in time

O
(
n2+ n log2(n)

(
η(P )+ γ (P )ν(P )β(P ))+ nβ(P )ν(P )(η(P )+ γ (P )ν(P ))).

Proof. By Lemma 3.1 the algorithm finds all(Fi,Fj ,Fk) ∈ G and at the end we haveU = G.
Furthermore, at the end of each loop G2 the setUi coincides withG(Fi).

To find a first facetFj ∈ G(Fi) we need by Lemma 3.2 at most O(n+η(P ) log2(n)+η(P )β(P )ν(P ))
operations. For the estimation of the steps G3 and G4 we can proceed as in the proof of Lemma 3.2.
The boxes in step G3 can be found in time O(log2(n)+ β(P )) and in step G4 we have to solve at most
β(P ) feasibility problems (cf. (3.5)) with at mostν(P ) constraints in dimension 6 which can be done
with O(ν(P )) arithmetic operations. Finally, we observe that for each facetFi the loop G2 is executed at
mostγ (P )ν(P ) times. 2
Remarks.
(i) The bound on the running time given in the last lemma is useless for a worst-case analysis, because

there exist polytopes such that each of the numbersη(P ),β(P ), γ (P ), ν(P ) is of order O(n). In this
case Lemma 3.3 would give an O(n5)-algorithm and of course, one can determine the setsG,G(Fi)
by a trivial O(n4)-algorithm. Nevertheless we shall see in Theorem 3.1 that this lemma gives an
O(n2) bound for a rather natural class of polytopes.

(ii) As we haveFj ∈ G(Fi)⇔ Fi ∈ G(Fj ) we may use the facets belonging to a setG(Fi) as starting
facets in step G1. It is not hard to see that we can determine all starting facets except the first one in
this way. However, for simplification we do not exploit this fact.

Altogether the previous observations lead to the following refinement of Algorithm 2.1.
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Algorithm 3.2.
Input: A polytopeP ∈K3

0 given by the supporting hyperplanesHi , 16 i 6 n, of its facetsFi , as well as
a lattice description ofP .
Output: A densest packing lattice.
• For each of the cases I–IV of Theorem 2.1 do

I1. Compute the setsG(Fi) andG with Algorithm 3.1.
– For three facetsFl1,Fl2,Fl3 satisfyingFl2 ∈ G(Fl1) andFl3 ∈ G(Fl1)∩ G(Fl2) do

– For every choice of facetsFli , 46 i 6 k, with (Fl1,Fl2,Fl6), (Fl2,Fl3,Fl4), (Fl1,Fl3,Fl5) ∈ G
do
S0. If S̃Hl1,...,Hlk 6= ∅ (cf. (3.2)) do

S1. DetermineSHl1,...,Hlk .
S2. Find the local minimaMHl1,...,Hlk

of fHl1,...,Hlk .
S3. For eachM ∈MHl1,...,Hlk

check whetherM · Zd is an admissible lattice, i.e.,M
satisfies the criterion (1) of Lemma 2.3 in the first case and criterion (2) in the
remaining cases.

• Among all calculated admissible lattices find one with minimal determinant. The corresponding lattice
is a critical lattice ofP .

It seems to be a nontrivial problem to give a “nontrivial” worst case analysis of the algorithm for an
arbitrary polytope. In the following we want to demonstrate, by a rather natural series of polytopes, the
improvement of Algorithm 3.2 compared with the brute force method (see Algorithm 2.1) which involves
the examination of�(n7) steps S0–S3.

For a facetF of a polytopeP we denote byR(F) its circumradius and byr(F ) its inradius with
respect to its affine hull. For a realc > 0 we say that the facets ofP are ofc-uniform shape, if

min
{
r(F ): F facet ofP

}
> c ·max

{
R(F): F facet ofP

}
.

Theorem 3.1. Let {Pm}m∈N be a series of polytopesPm ∈K3
0 such that

(i) all Pm have facets ofc-uniform shape for some fixedc, and
(ii) {Pm} converges to the3-dimensional unit ball with respect to the Hausdorff metric.
Letfm be the number of facets of the polytopePm. Then the number of all choices of facets which will be
examined by Algorithm3.2 in the stepsS0–S3is of sizeO(f 3/2

m ) and these possible choices of facets can
be determined in timeO(f 2

m).

Proof. We project bd(Pm) by the radial projectionρ onto the unit sphereS2 and we carry out all
calculations onS2. It can easily be checked that our asymptotical estimates remain correct. The facets
of Pm will be denoted byFmi , 16 i 6 fm, and in the following we shall denote byci certain positive
constants. First we observe that the uniformity of our sequence implies that for the spherical diameter
d(ρ(Fmi )) and the spherical areaA(ρ(Fmi )) of the facets holds

c1√
fm
6 d

(
ρ
(
Fmi
))
6 c2√

fm
,

c3

fm
6A

(
ρ
(
Fmi
))
6 c4

fm
. (3.9)

Next we note that for a pointx ∈ S2 we have{
y ∈ S2: y + x ∈ S2}= {y ∈ S2: 〈x, y〉 =−1/2

}
. (3.10)
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Now let Fmi , Fmj be two facets ofPm such that(Fmi + σFmj ) ∩ bd(Pm) 6= ∅ and letx ∈ Fmi . We find
by (3.9), (3.10) that

Fmj ⊂
{
y ∈ bd(Pm): −σ

2
− c5√

fm
6
〈
ρ(y), ρ(x)

〉
6−σ

2
+ c5√

fm

}
. (3.11)

As the spherical area of the set on the right is bounded byc6/
√
fm we find by (3.9) that for fixedFmi

there are at most O(
√
fm ) facesFmj such that(Fmi + σFmj ) ∩ bd(Pm) 6= ∅. For two facesFmi andFmj

we haveR(Fmi + σFmj )6 R(Fmi )+R(Fmj )6 c7/
√
fm. Proceeding as before we see that there can be at

most O(1) faces ofPm which intersect(Fmi + σFmj ). Altogether we have found that

#G =O
(
f 3/2
m

)
and #G

(
Fmi
)=O

(√
fm
)
. (3.12)

Next we ask for the efficiency of Algorithm 3.1 to determine these sets. LetB(lm,i, um,i) be a minimal
box containingFmi . By the above estimate for the circumradius of two facetsFmi ,F

m
j we have

|lm,ik + lm,jk − um,ik − um,jk | =O(1/
√
fm ) for each coordinatek. Again using the area bound (3.9) we see

that there are at most O(1) facetsFms with um,s1 > lm,i1 + lm,j1 (or um,s1 > lm,i1 −um,j1 ) andlm,s1 6 um,i1 +um,j1

(or lm,s1 6 um,i1 − lm,j1 ) (cf. (3.8)). Hence the numberβ(P ) of Lemma 3.3 is of order O(1). Next we note
that on account of our assumptions the maximal numberν(P ) of neighbors of a given facet is constant, if
fm is large enough. Moreover, by (3.11) we also see that the numberη(P ) is of order

√
fm and therefore

Algorithm 3.1 determines the setG as well as the setsG(Fmi ) in time O(f 2
m) (cf. Lemma 3.3).

Since we have already proven that #G(Fmi )=O(
√
fm ) and that for two given facetsFml1 ,F

m
l2

there are
only O(1) many facetsFmlk with (Fml1 ,F

m
l2
,Fmlk ) ∈ G, it remains to show that #(G(Fml1 ) ∩ G(Fml2 ))=O(1)

for Fml2 ∈ G(Fml1 ) (cf. Algorithm 3.2). Letxi ∈ G(Fmli ). Then we have (cf. (3.11))

−σ
2
− c5√

fm
6
〈
ρ
(
x1), ρ(x2)〉6−σ

2
+ c5√

fm
, and

G
(
Fml1

)∩ G(Fml2 )⊂
{
y ∈ bd(Pm): −σ

2
− c5√

fm
6
〈
ρ(y), ρ

(
xi
)〉
6−σ

2
+ c5√

fm
, i = 1,2

}
.

The radial projection of the latter set is a spherical parallelogram with “edge length” O(1/
√
fm ). Hence

its spherical area is O(1/fm) and together with (3.9) this shows #(G(Fml1 )∩ G(Fml2 ))=O(1). 2
Remark. Obviously, in the cases II–IV the setsG(Fi), G coincide. Furthermore, since(Fi −Fj )∩Fk =
(Fi + (−Fj))∩ Fk and−Fj is a facet ofP it suffices to determineG(Fi), G only for one case.

4. Determination of the local minima

In this section we concentrate on the steps S1–S3 of Algorithm 3.2. To this end letP ∈ K3
0 be a

centrally symmetric polytope withn facets given by the inequalities

P = {x ∈R3:
(
ai
)T
x 6 bi, 16 i 6 n

}
, (4.1)

whereai ∈ R3 andbi ∈ R>0. LetHi = {x ∈ R3: (ai)Tx = bi} be the supporting hyperplane of the facet
Fi . Since the cases I–IV of the algorithm can be treated “ more or less” in the same way, in the following
we shall focus only on case I and at the end of the section we shall discuss the necessary changes and
adoptions for the other cases.
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For six hyperplanesHij , 1 6 j 6 6, the setSHi1,...,Hi6 (see step S1 and (2.4)) is given by all
W = (w1,w2,w3) ∈R3×3 satisfying

(ai1)T 0 0
0 (ai2)T 0
0 0 (ai3)T

0 (ai4)T −(ai4)T
−(ai5)T 0 (ai5)T

(ai6)T −(ai6)T 0


w1

w2

w3

=


bi1
bi2
bi3
bi4
bi5
bi6

 . (4.2)

We denote the matrix on the leftAi1,...,i6 ∈ R6×9 and with suitable matricesCi1,...,i6, M
j
i1,...,i6

, 16 j 6
9− rank(Ai1,...,i6) we may write

SHi1 ,...,Hi6 =
{
W ∈R3×3: W = Ci1,...,i6 +

9−rank(Ai1,...,i6)∑
j=1

λj ·Mj
i1,...,i6

, λj ∈R
}
. (4.3)

We remark that the matricesCi1,...,i6, M
j
i1,...,i6

can easily be determined by any program for solving
systems of linear equations.

Lemma 4.1. If rank(Ai1,...,i6) < 6 then the functionfHi1 ,...,Hi6(W) (cf. (2.5)) has no local minimum
W ∈ SHi1,...,Hi6 with fHi1,...,Hi6(W) > 0.

Proof. Since the vectorsaji correspond to facets defining hyperplanes the vectors(ai1,0,0)T, (0, ai2,0)T,
(ai6,−ai6,0)T ∈R9 are linearly independent. Otherwise we can assume thatai6 = ai1 =±ai2 and we get
(ai6)T(w1−w2)= bi1 ∓ bi2 6= bi1 = bi6. Hence the vectors{ai3, ai4, ai5} are linearly dependent, because
otherwise rank(Ai1,...,i6) = 6. In the same way we find that{ai1, ai5, ai6} and {ai2, ai4, ai6} are linearly
dependent. Thus we can find three nontrivial vectorsv1, v2, v3 ∈R3\{0} such that

v1 ∈ lin
{
ai3, ai4, ai5

}⊥
, v2 ∈ lin

{
ai1, ai5, ai6

}⊥
, v3 ∈ lin

{
ai2, ai4, ai6

}⊥
,

where linU⊥ denotes the orthogonal complement of linU . Now let W = (w1,w2,w3) ∈ SHi1,...,Hi6
with det(W) 6= 0, and let us assume thatW is a local minimum. By the choice ofvi we have
(w1+ λv1,w2+µv2,w3+ νv3) ∈ SHi1 ,...,Hi6 for all λ,µ, ν ∈R and therefore let

g(λ,µ, ν)= det
(
w1+ λv1,w2+µv2,w3+ νv3)

= det(W)+ λdet
(
v1,w2,w3)+µdet

(
w1, v2,w3)+ ν det

(
w1,w2, v3)

+ λµdet
(
v1, v2,w3)+µν det

(
w1, v2, v3)+ λν det

(
v1,w2, v3)

+ λµν det
(
v1, v2, v3).

It is easy to see that this function has a local extremum at(0,0,0) if and only if it is constant, i.e.,
g(λ,µ, ν) = det(W). In particular we have det(v1,w2,w3) = det(w1, v2,w3) = det(v1, v2,w3) = 0.
Sincew1,w2,w3 are linearly independent this implies thatv1 or v2 belongs to lin{w3}, and in the same
way we find thatv2 or v3 lies in lin{w1} andv1 or v3 belongs to lin{w2}. However, sincevi ∈R3\{0} this
yields the contradiction|det(v1, v2, v3)| = |det(W)|. 2

Since we are only interested in local minimaW of the functionsfHi1,...,Hi6 with fHi1,...,Hi6 (W) > 0,
in the following we assume that rank(Ai1,...,i6) = 6. Instead of searching for the local minima of
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fHi1,...,Hi6 (W)= |det(W)| it is more practical to look for all local extrema of the function det(W), which
can be parameterized bypi1,...,i6 :R3→R given by (see (4.3))

pi1,...,i6(x, y, z)= det
(
Ci1,...,i6 + x ·M1

i1,...,i6
+ y ·M2

i1,...,i6
+ z ·M3

i1,...,i6

)
. (4.4)

pi1,...,i6 is a polynomial in 3 variables(x, y, z), where each monomial has total degree 3 at most. In what
follows we are mainly interested in general properties of such a polynomial, and therefore we shall write
p instead ofpi1,...,i6. Sop can be written as

p(x, y, z)= ∑
06i,j,k63, i+j+k63

αi,j,k · xiyj zk,

for some scalarsαi,j,k ∈ R. The canonical first step in order to find the local extrema is to calculate the
setV(∇p) where the gradient∇p vanishes, i.e.,

V(∇p)= {(x, y, z) ∈ R3: ∇p(x, y, z)= 0
}
.

Thus we are interested in the common roots of the partial derivatives

p1 = ∂p

∂x
= χ1x

2+ l1(y, z) · x + q1(y, z),

p2 = ∂p

∂y
= χ2x

2+ l2(y, z) · x + q2(y, z),

p3 = ∂p

∂z
= χ3x

2+ l3(y, z) · x + q3(y, z),

(4.5)

whereχi ∈R, li = χi,2y+χi,3z+χi,0, χi,j ∈R, andqi = χi,2,0y2+χi,1,1yz+χi,0,2z2+χi,1,0y+χi,0,1z+
χi,0,0, χi,j,k ∈ R, 16 i 6 3. As p is a polynomial of total degree of at most 3,V(∇p) has the following
nice property.

Lemma 4.2. Let m ∈ V(∇p) be a local extremum of the functionp and let C ⊂ V(∇p) be a (path-)
connected component containingm. Thenaff(C)⊂ V(∇p).

Proof. Let n ∈ C, m 6= n. Since there exists a path fromm to n in C and since the gradient vanishes
on C we havep(m) = p(n). For t ∈ R let s(t) = m+ t · (n−m). The functionp(s(t)) is an univariate
polynomial in t of degree at most three withp(s(0)) = p(s(1)) and the derivative vanishes at 0 and 1.
Thusp(s(t)) = p(m) for all t ∈ R. Sincem is assumed to be a local extremum there exists at ∈ (0,1)
such thats(t ) is a local extremum, too. Hence we have found three points on the lines(t) where the
gradient ofp vanishes. Since all partial derivatives are polynomials of total degree at most two we have
shown that∇p(s(t))= 0 for all t ∈R. 2

The last lemma tells us that in order to locate all possible local extrema ofp it suffices to find all
isolated affine subspacesof ∇p= 0, i.e.,

Vaff(∇p)= {C ⊂ V(∇p): C = aff(C) and there exists no connected

componentU ⊂ V(∇p) with C $ U
}
. (4.6)

To our surprise we have not found any efficient algorithm for the determination of the setV or Vaff or,
in general, for the determination of the local extrema of the polynomialp. Therefore we have developed
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an ad hoc method for our purposes which is based on resultants of polynomials and Lemma 4.2. For a
detailed treatment of resultants we refer to [8,9]. Here we just collect some of their basic properties.

To this end we denote for a polynomialf ∈R[x1, . . . , xd ] by deg(f) its total degree and by deg(f, xi) we
denote the degree of the variablexi if we considerf as a polynomial overR[x1, . . . , xi−1, xi+1, . . . , xd ].
For a polynomial or a system of polynomialsI ⊂R[x1, . . . , xd] we denote byV(I)= {x ∈Rn: f(x)= 0
for all f ∈ I}. Furthermore, letVaff(I) be the set of all isolated affine subspaces ofV(I) in the sense
of (4.6) and let

Vjaff(I)=
{
C ∈ Vaff(I): dim(C)= j}, j = 0, . . . , d.

The elements ofV0
aff will be called isolated roots. Since in general is seems to be a hard problem to

determine exactly the setVaff(I) we only look for an approximation of this set. This means we want to
determine a set

Ṽaff(I) consisting of finitely many affine subspaceC ⊂ V(I) andVaff(I)⊂ Ṽaff(I). (4.7)

Now let fj ∈ R[x1, . . . , xd], j = 1,2, be two polynomials and with respect to the coefficient ring
R[x2, . . . , xd] we write

f j (x1, . . . , xd)=
mj∑
i=0

fi,j x
i
1,

with fi,j ∈ R[x2, . . . , xd], mj = deg(fj , x1) and letm1,m2 > 1. Theresultantof f andg with respect
to x1 will be denoted by res(f1, f2, x1) ∈R[x2, . . . , xd] and it is given by the determinant of the Sylvester
matrix of f1 andf2 with respect tox1, i.e.,

res
(
f1, f2, x1

)= det



fm1,1 fm2,2

fm1−1,1
. . . fm2−1,2

. . .
... fm1,1

... fm2,2
... fm1−1,1

... fm2−1,2

f0,1
...

...
... f0,2

...

f0,1 f0,2


, (4.8)

where the columns corresponding tof1, f2 are repeatedm2-times,m1-times, respectively. The definition
can be extended to the casem1+m2> 1 by setting res(f1, f2, x1)= fj if mj = 0.

Lemma 4.3 [8, p. 150].
(i) Let (u1, u2, . . . , ud) ∈Rd be a common root off1 and f2. Thenres(f1, f2, x1)(u2, . . . , ud)= 0.

(ii) Let u= (u2, . . . , ud) ∈ Rd−1 such thatres(f1, f2, x1)(u)= 0 but fm1,1(u) 6= 0 or fm2,2(u) 6= 0. Then
there exists au1 ∈C such thatf1(u1, u)= f2(u1, u)= 0.

(iii) res(f1, f2, x1) = 0 if and only if f1 and f2 have a common factorg ∈ R[x1, . . . , xd ] with deg(g, x1)

> 1.

In general we would like to use resultants in the following way. Letp1, p2 and p3 be the partial
derivatives of the polynomialp (see (4.5)). First we compute the two resultants res1,2= res(p1,p2, x) ∈
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R[y, z], res2,3 = res(p2,p3, x) ∈ R[y, z] and then the resultant res1,2,3 = res
(
res1,2, res2,3, y

) ∈ R[z].
Next we determine the real roots of res1,2,3, and for each rootz we determine the common roots of
res1,2(y, z)= 0 and res2,3(y, z)= 0. So we get a couple of common roots of res1,2 and res2,3. Again we
put each pair of those common roots intop1,p2,p3 and solve the three polynomials with respect tox.

Now, as we shall see, if res1,2,3 6= 0 (and thus all resultants are nontrivial), then we can compute
V(∇p) by this method. However, in general some of the resultants may vanish and hence we have to
find common factors of the polynomials (cf. Lemma 4.3(iii)). According to Lemma 4.2 we are mainly
interested in factors corresponding to affine subspaces. Therefore we call a polynomiall ∈R[x1, . . . , xd ]
linear if deg(l)= 1, i.e.,

l= l0+
d∑
i=1

li · xi, li ∈R.

Remark 4.1. Let f=∑m
i=0fi x

i
1, l= l0+

∑d
i=1 li · xi ∈R[x1, . . . , xd ] with fi ∈R[x2, . . . , xd], li ∈R and

fm, l1 6= 0. Thenl is a factor off if and only if f
(
(l1x1− l)/ l1, x2, . . . , xd

)= 0.

Proof. Obviously, if l is factor of f then the statement holds. Without loss of generality letl1 = 1 and
l= l− x1 and letq=∑m1

i=0 qi x
i
1 be the polynomial whose coefficients are recursively defined by

qm−1= fm and qi = fi+1− qi+1l, i =m− 2, . . . ,0. (4.9)

Multiplication of l andq yields l · q= f− f0+ l · q0. Sincef0, l · q0 ∈ R[x2, . . . , xd ], l(−l, x2, . . . , xd)=
f(−l, x2, . . . , xd)= 0 we must have−f0+ l · q0= 0. 2

Hence the(d − 1)-dimensional affine subspaces, where a polynomial vanishes are given by the linear
factors, and visa versa. Therefore for a setI of polynomials inR[x1, . . . , xd ] let

Wd−1(I)= {C ⊂ V(I): C = aff(C) and dim(C)= d − 1
}
.

On account of Remark 4.1 we can easily determine all linear factors and thusWd−1(f) of a given
polynomial by the following procedure.

Algorithm 4.1 (Determining a linear factor of a polynomialf).
• For each variablexj do (without loss of generality letj = 1)

F1. Writef asf=∑m1
i=0fi x

i
1 with fi ∈R[x2, . . . , xd ].

If m1 6= 0 do
F2. Findd affinely independent pointsu2, . . . , ud+1 ∈Rd−1 such thatf(x1, u

i) 6= 0, 26 i 6 d + 1.
F3. For 26 i 6 d + 1 determine the real rootsZi of the univariate polynomialsf(x1, u

i)= 0. Let
Z0= {x1 ∈R: f(x1,0, . . . ,0)= 0}.

F4. For each(z2, . . . , zd+1) ∈Z2× · · · ×Zd+1 do
F5. Determine the solutionl = (l0, l2, . . . , ld)T ∈ Rd of the linear system(1, ui

T
)l = zi ,

26 i 6 d + 1.
F6. Letl=−l0+ x1−∑d

i=2 li · xi . If f(x1− l, x2, . . . , xd)= 0 thenl is a linear factor and the
remainder̂f= f/l is given by the polynomialq=∑m1

i=0qi x
i
1 defined in (4.9).

• If for all solutions l = (l0, l2, . . . , ld )T ∈ Rd the corresponding linear polynomiall is not a factor off
thenf posseses no linear factors.
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Lemma 4.4. Let f ∈R[x1, . . . , xd ], f 6= 0. Then Algorithm4.1finds a linear factorl ∈R[x1, . . . , xd] of f
and determines the polynomialsf/l, if f has a linear factor at all.

Proof. Let l = l0 +∑d
i=1 lixi be a linear factor off and let us assume without loss of generality that

l1=−1. Let l= l0+ l2x2+ · · · + ldxd ∈ R[x2, . . . , xd ] andl = (l0, l2, . . . , ld )T. By Remark 4.1 we have
f(l, x2, . . . , xd)= 0 and for the pointsui we get 0= f(l(ui), ui)= f((1, ui

T
)l, ui) and hence(1, ui

T
)l ∈Zi ,

i = 2, . . . , d + 1. By the choice of the vectorsui each linear system has a unique solution.
Finally, we remark that the(d − 1)-linearly independent pointsui can be found quite easily. If the

leading coefficient off with respect tox1 is constant, then we setui = ei−1 ∈ Rd−1, 26 i 6 d, and
ud+1= 0, whereei denotes theith unit vector. Otherwise we perturb these points a bit.2

Since each polynomial can be written as a unique product of irreducible polynomials we can apply the
above algorithm iteratively to the computed remainders in order to determine all linear factors of a given
polynomial. Obviously, we can also use Algorithm 4.1 to find a common linear factor of two or more
polynomials. Hence we have the following corollary.

Corollary 4.1. Let I be a set of polynomialsfi ∈ R[x1, . . . , xd], i ∈ I . Then there exists an algorithm
which computes all common linear factors of the polynomialsfi, i ∈ I , and the setWd−1(I).

For special polynomials we have a simple test to decide whether one polynomial is a factor of another
one.

Remark 4.2. Let f =∑m
i=0fi · xm−i1 ∈ R[x1, . . . , xd], g =∑n

i=0gi · xn−i1 ∈ R[x1, . . . , xd], m > n > 1,
fi, gi ∈ R[x2, . . . , xd ] andg0 ∈R\{0}. Then there exists an algorithm which decides whetherg is a factor
of f and determines the polynomialh= f/g if g is a factor off.

Proof. Without loss of generality letg0 = 1. By definitiong is a factor off if and only if there exists
a polynomialh =∑m−n

i=0 hi · xm−n−i1 , hi ∈ R[x2, . . . , xd ], such thatg · h = f. Hence by comparing the
coefficients we get

fk =
min{k,n}∑

j=max{0,n−m+k}
gj · hk−j , k = 0, . . . ,m.

Sinceg0 = 1 the firstm − n identities determine uniquely the coefficientshj , j = 0, . . . ,m − n, and
the remaining identities can be used as a verification whetherg is really a factor off, i.e., whether
h= f/g. 2

Next we describe algorithms how we can find all the isolated affine subspaces for some very special
polynomials in two variables.

Lemma 4.5. Let f= f0 · x2+ f1 · x + f2 ∈R[x, y] with fi ∈R[y] anddeg(fi)6 i. Then there exists an
algorithm which computesVaff(f).

Proof. SinceV(f) is a conic section, the set of all isolated affine subspaces ofV(f) consists either of one
or of two lines or of an isolated root or it is empty. Using well-known formula for conic sections one can
determine all of them. 2
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Lemma 4.6. Let f ∈ R[x, y] with deg(f)6 4 and f 6= 0. Then there exists an algorithm which computes
a setṼaff(f) in the sense of(4.7).

Proof. Let f=∑4
i=0fi · x4−i , fi ∈ R[y] and deg(fi)6 i. On account of Corollary 4.1 we determine all

linear factors off and the setW1(f) containingV1
aff(f). Hence it remains to determine the isolated roots,

i.e., V0
aff(f). Since none of the isolated roots lies in a 1-dimensional subspace ofW1(f), we can divide

f by the linear factors corresponding to the elements ofW1(f). Therefore, in the following we assume
that f has no linear factors. Iff is an univariate polynomial inx, say, having a real rootx, then−x + x
would be a linear factor off. Thus if f is an univariate polynomial we set̃Vaff(f) =W1(f). Hence let
deg(f, x)> deg(f, y)> 1.

If (x, y) is an isolated root then∇f(x, y) = 0 and thus we can look for all isolated roots of the set
{(x, y) ∈ R2: f(x, y) = fx(x, y) = 0}, wherefx denotes the partial derivative off with respect tox, i.e.,
fx =∑3

i=0 f̃i · x3−i , with f̃i ∈ R[y], deg(f̃i) 6 i. Now let res= res(f, fx, x) ∈ R[y] be the resultant of
these two polynomials. If res6= 0 then we determineV(res) and afterwardsW0 = {(x, y): f = fx = 0,
y ∈ V(res)}. Observe, that for any fixedy ∈ V(res) the polynomialf(x, y) cannot vanish, because
otherwise it contains a linear factor (see Remark 4.1). In this case we setṼaff(f)=W0 ∪W1(f).

It remains to consider the case res= 0 and therefore we may assume deg(f, x) > 2. By Lemma 4.3
we know thatf andfx have a common factorg which has positive degree inx. Moreover, it is not hard
to see that res(f, fx)= 0 implies thatf is divisible by someh2, h ∈ R[x, y] with deg(h, x)> 1. Hence, if
deg(f, x)6 3 thenf can be written as a product of polynomialsfk with deg(fk, x)= 1 which shows thatf
has no isolated roots.

So let deg(f, x)= 4. Then the common factorg of f, fx has degree 1, 2 or 3 with respect to the variable
x. If deg(g, x) = 1 then it is a linear factor, because the leading coefficientf0 is a constant. Also, if
deg(g, x) = 3 then f/g ∈ R[x, y] is a linear factor off. Hence deg(g, x) = 2 and it can be written as
g =∑2

i=0gix
2−i with gi ∈ R[y], deg(gi) 6 i. Thus fx/g is a linear factor and we can determineg by

the following procedure. For each linear factorl of fx let gl = fx/l. Then we have to test whethergl is a
factor off. This can be done with the algorithm described in Remark 4.2. So we can assume that we have
found the factorg of f with deg(g)= 2. Let g= f/g. Then the problem is reduced to the determination
of the isolated roots of the two polynomialsg andg, which can be solved by Lemma 4.5. Hence we set
Ṽaff(f)= V0

aff(g)∪ V0
aff(g)∪W1(f). 2

Lemma 4.7. Let f,g ∈ R[x, y] with f,g 6= 0 anddeg(f)6 4, deg(g)6 3. Then there exists an algorithm
which computes a set̃Vaff(f,g) in the sense of(4.7).

Proof. We proceed as in the proof of the last lemma. First we determine all common linear factors of
these two polynomials and the setW1(f,g) containingV1

aff(f,g) (cf. Corollary 4.1). Then we divide the
polynomials by these common linear factors and it remains to find the isolated rootsV0

aff(f,g). To this
end we may assume that deg(f, x),deg(f, y)> 1.

Let res= res(f,g, x) ∈ R[y]. If res 6= 0 then we determineV(res), W0 = {(x, y): f = fx = 0, y ∈
V(res)} and we set̃Vaff(f)=W0 ∪W1(f). Therefore we can assume res= 0. Since deg(g)6 3 we know
that if the polynomialg is not irreducible then it has a linear factorl, say. Using Algorithm 4.1 we can
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determine such a linear factorl as well as the remainderĝ= g/l. Next we split our system in two systems,
namely

I1: f= ĝ= 0

and

I2: f= l= 0.

Since l is a linear factor andg and f are assumed to be free of common linear factors the second
system can be solved by substituting one variable inf via l. Since deg(ĝ) < deg(g) we can apply
recursively the previous argumentation to the systemI1. Thus, ifg is not irreducible we set̃Vaff(f,g)=
V0

aff(I1)∪ V0
aff(I2)∪W1(f,g).

If g is irreducible, and since res= 0, the polynomialg has to be a factor off. Hence the determination
of V0

aff(f,g) is reduced to the calculation of the isolated roots ofg. With the algorithm of Lemma 4.6 we
can find a set̃Vaff(g)⊂ V(g) containingVaff(g) and we set̃Vaff(f,g)= Ṽaff(g)∪W1(f,g). 2
Lemma 4.8. For j = 1, . . . ,3 let fj = f j0 ·x2+f j1 ·x+f j2 ∈R[x, y, z], f ji ∈R[y, z], with deg(f ji )6 i.
Let f 2

0 = 0, f 2
1 6= 0, res1,2 = res(f1, f2, x), res2,3 = res(f2, f3, x) and let res1,2 6= 0 or res2,3 6= 0.

Then for eachL ∈ Vaff(f
1, f2, f3) there exists anM ∈ Vaff(res1,2, res2,3) ∪ W 1(res1,2, res2,3) such that

L⊂ {(x, y, z) ∈R3: (y, z) ∈M}.

Proof. Without loss of generality let res1,2 6= 0 and letL ∈ Vaff(f
1, f2, f3). By Lπ we denote the

orthogonal projection ofL onto the plane{(x, y, z) ∈ R3: x = 0}. Obviously,Lπ is an affine subspace
and by the definition of resultants we have res1,2(y, z) = res2,3(y, z) = 0 for all (y, z) ∈ Lπ . Since
res1,2 6= 0 we have dim(Lπ) ∈ {0,1}. If dim(Lπ) = 1, thenLπ itself corresponds to a common linear
factor of res1,2 and res2,3 and thusLπ ∈ W 1(res1,2, res2,3). Therefore letLπ = {(y0, z0)} and soL is
either an isolated 1-dimensional subspace or an isolated root ofV(f1, f2, f3). If (y0, z0) is contained in
an 1-dimensional subspace ofW 1(res1,2, res2,3) the statement is certainly true. Thus we may assume that
l(y0, z0) 6= 0 for every common linear factorl of res1,2 and res2,3 and we have to show thatu0= (y0, z0)

is an isolated root ofVaff(res1,2, res2,3). Suppose the contrary and letu1 = (y1, z1) ∈ V(res1,2, res2,3)
such that there exists a pathP ⊂ V(res1,2, res2,3), P = {ut : t ∈ [0,1]}, connectingu0 and u1. Then
P 6= conv{u0, u1}, because otherwise aff{u0, u1} ⊂ V(res1,2, res2,3) is a 1-dimensional set containingu0.
Hence we can assumef 2

1 (u
t) 6= 0, t ∈ (0,1), and by Lemma 4.3(ii) there existat , bt ∈ C such that

f1(at , ut ) = f2(at , ut ) = 0 = f 2(bt , ut ) = f3(bt , ut ), t ∈ (0,1). Sincef 2
0 = 0 andf 2

1 (u
t) 6= 0 we get

at = bt ∈R. However this shows thatL is not an isolated affine subspace ofV(f1, f2, f3). 2
Of course the last lemma also implies the following corollary.

Corollary 4.2. For j = 1,2 let fj = f j0 · x2+ f j1 · x + f j2 ∈ R[x, y, z], f ji ∈ R[y, z], with deg(f ji )6 i.
Let f 2

0 = 0, f 2
1 6= 0 and let res1,2 = res(f1, f2, x) 6= 0. Then for eachL ∈ Vaff(f

1, f2) there exists an
M ∈ Vaff(res1,2)∪W 1(res1,2) such thatL⊂ {(x, y, z) ∈R3: (y, z) ∈M}.

Proof. We setf 3= f 1 and apply Lemma 4.8.2
Using Corollary 4.1 and the previous lemmas we can make the resultant approach practicable.
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Theorem 4.1. Let p(x, y, z) be a polynomial with total degree at most3. Let V(∇p) = {(x, y, z) ∈
R3: ∇p = 0}. There exists an algorithm computing a setṼaff(∇p) in the sense of(4.7).

Proof. First we note that after some scaling, subtractions, and renumbering we may assume thatV(∇p)

is given by the following systemI of polynomial equations (see (4.5)):

I:

p1 = l1 · x + q1= 0,

p2 = l2 · x + q2= 0,

p3 = κ · x2+ l3 · x + q3= 0,

(4.10)

whereκ ∈ {0,1}, li ∈ R[y, z] are linear polynomials andqi ∈ R[y, z] with deg(qi )6 2. We may further
assume that deg(p1)6 deg(p2)6 deg(p3). Depending on the number of non-trivial polynomials and the
number of variables inI we have to distinguish several cases. Obviously, if all polynomials in (4.10)
vanish then we haveV(∇p)=R3 and we have to do nothing.

(0) I consists of one or two or three polynomials in only one variable.
Then we can determineV(∇p) by any algorithm computing the roots of an univariate polynomial.

(1,2) I consists of one polynomial in two variables.
Without loss of generality letV(I)= {(x, y, z) ∈R3: q3(y, z)= 0} =R×V(q3), with V(q3)⊂R2.
Via the algorithm of Lemma 4.5 we can determineV(q3) and we setṼaff(I) = {R × C: C ∈
Vaff(q3)}.

(2,2) I consists of two polynomials in two variables.
Without loss of generality let

V(I)= {(x, y, z) ∈R3: q2(y, z)= q3(y, z)= 0
}=R× V(q2,q3).

Using the Algorithm of Lemma 4.7 we can determine a setṼaff(q2,q3)⊂ R2 (cf. (4.7)) and we set
Ṽaff(I)= {R× C: C ∈ Ṽaff(q2,q3)}.

(3,2) I consists of three polynomials in two variables.
Without loss of generality let

V(I)= {(x, y, z) ∈R3: q1(y, z)= q2(y, z)= q3(y, z)= 0
}=R× V(q1,q2,q3).

We may assume that both variables occur in all three polynomials and that the polynomials
are linearly independent. Otherwise we can reduce this case to one of the previous ones. First,
by Corollary 4.1 we determine all common linear factors and the setW1(q1,q2,q3) containing
V1

aff(q1,q2,q3) and hence we may assume thatq1,q2,q3 have no common linear factors and both
variables occur in the polynomials. Next we compute the resultant res2,3 = res(q2,q3, y) ∈ R[z].
If res2,3 6= 0 then we determineW = {(y, z): q1 = q2 = q3 = 0, z ∈ V(res2,3)}. Observe that for
a fixedz not all three polynomialsqi can vanish, because otherwise they have a common linear
factor. In this case we set̃Vaff(I)= {R× C: C ∈W1(q1,q2,q3)∪W}.
It remains to consider the case res2,3= 0. Sinceq2, q3 are assumed to be linearly independent and
since deg(qi )6 2 the common factor (cf. Lemma 4.3(iii)) has to be a linear polynomiall2,3 which
can be determined via Algorithm 4.1. Then we consider the two systems

I1: q1 = 0, l2,3= 0,

I2: q1 = 0, q2/l2,3= 0, q3/l2,3= 0.



U. Betke, M. Henk / Computational Geometry 16 (2000) 157–186 177

Both systems are free of common linear factors and since both systems contain linear polynomials
we can easily determineV(I1) andV(I2) by substitution. We set

Ṽaff(I)= {R× C: C ∈W1(q1,q2,q3)∪ V(I1)∪ V(I2)
}
.

• In the remaining cases we first determine the setW2(I) and therefore we may always assume
that the given partial derivatives have no common linear factors.

(1,3) I consists of one polynomial in three variables.
(a) LetV(I)= {(x, y, z) ∈R3: l3 · x + q3= 0}. Then we may assumel3 6= 0 and the dimension of
any affine subspace ofV(I) is 2. Therefore we set̃V(I)=W2(I).
(b) Let V(I) = {(x, y, z) ∈ R3: f = x2 + l3 · x + q3 = 0}. Let q̃ = l3 · l3/4− q3 ∈ R[y, z]. For
every (x∗, y∗, z∗) ∈ V(I) we havex∗ = −l3(y

∗, z∗)/2±√q̃(y∗, z∗) and hencẽq(y∗, z∗) > 0. If
q̃(y∗, z∗) > 0 then we can always find a neighborhoodU of (y∗, z∗) such that̃q(y, z)> 0 for all
(y, z) ∈ U and (x∗, y∗, z∗) belongs to a 2-dimensional connected component ofV(f). Hence we
may set (cf. Lemma 4.5)

Ṽaff(I)=W2(I)∪ ⋃
C∈Vaff(̃q)

{(−l3(y, z)/2, y, z
)
: (y, z) ∈ C}.

(2,3) I consists of two polynomials in three variables.
Then we may assume without loss of generality that the variablex occurs in both polynomials.
(a) Let

V(I)= {(x, y, z) ∈R3: p1= l1 · x + q1= 0, p2= l2 · x + q2= 0
}

with l1 6= 0, l2 6= 0 and we can assume thatp1,p2 are linearly independent. Let res1,2 ∈ R[y, z]
be the resultant of these two polynomials with respect tox. Since the polynomials are linearly
independent, deg(p1),deg(p2) 6 2, and since we have assumed that they have no common linear
factors the resultant res1,2 cannot vanish. By definition res1,2 ∈ R[y, z] is a polynomial of total
degree at most 3. By Lemma 4.6 we can find a setṼaff(res1,2) containingVaff(res1,2) and for each
C ∈ Ṽaff(res1,2) we consider the system

IC: p1(x, y, z)= 0, p2(x, y, z)= 0, (y, z) ∈ C.
SinceC is a 0- or 1-dimensional affine subspace,IC is a system of at most two polynomials
in at most two variables. Hence by the previous cases we can determine a setṼaff(IC) ⊂ V(IC)
containingVaff(IC) and we set

Ṽaff(I)=W2(I)∪ ⋃
C∈Ṽaff(res1,2)

Ṽaff(IC).

On account of Corollary 4.2 we haveVaff(I)⊂ Ṽaff(I).
(b) Let

V(I)= {(x, y, z) ∈R3: p1= l1 · x + q1= 0, p2= x2+ l2 · x + q2= 0
}

with l1 6= 0. Then we can proceed as in the case above. The only difference is that the total degree
of res1,2 is at most 4.
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(3,3) I consists of three polynomials in three variables.
Then we may assume without loss of generality that the variablex occurs in at least two of
the polynomials,l2 6= 0 (cf. (4.10)) and that each of the three polynomials contains at least two
variables. Now we compute res1,2= res(p1,p2, x) and res2,3= res(p2,p3, x).
(a) res1,2= 0.
By Lemma 4.3 we know thatp1 andp2 have a common factor with positive degree inx. Thusp1,
p2 are either linearly dependent or they have a common linear factor. If they are linearly dependent
we can proceed as in case (2,3)(b). So letl be a common linear factor and letp̃1= p1/l, p̃2= p2/l.
Observe,̃p1, p̃2 are linear polynomials. Next we consider the two systems

I1: l= 0, p3= 0,

I2: p̃1= 0, p̃2= 0, p3= 0.

SinceVaff(I)⊂ Vaff(I1)∪Vaff(I2) it suffices to considerVaff(Ii). Since both systems contain linear
polynomials we can reduce them to systems in at most 2 variables which can be handled by one of
the methods described in one of the previous cases.
(b) res2,3 = 0. It is not hard to see that also in this case we can split our system in two systems
containing linear polynomials and we can proceed as before.
(c) res1,2 6= 0 and res2,3 6= 0. Since deg(res1,2) 6 3 and deg(res2,3) 6 4 we can use the algorithm
of Lemma 4.7 in order to determine a setṼaff(res1,2, res2,3) containingVaff(res1,2, res2,3). Now, for
eachC ∈ Ṽaff(res1,2, res2,3) let

IC: pi (x, y, z)= 0, i = 1, . . . ,3, (y, z) ∈ C.
SinceC is a 0- or 1-dimensional affine subspaceIC is a system of at most three polynomials in
at most two variables. Hence by the previous cases we can determine a setṼaff(IC) containing
Vaff(IC) and we set

Ṽaff(I)=W2(I)∪ ⋃
C∈Ṽaff(res1,2,res2,3)

Ṽ(IC).

On account of Lemma 4.8 we haveVaff(I)⊂ Ṽaff(I). 2
Remark. Up to now we have only discussed polynomials arising in case I of Algorithm 3.2. Case II can
be treated completely similar to case I. In the cases III and IV we have seven hyperplanes determining
the functionfHl1,...,Hl7 , but it is easy to see that Lemma 4.1 keeps true. Hence also in these cases we just
have to examine the isolated affine subspaces of polynomials of total degree at most three. Indeed, with
some extra effort one can show that in the cases III and IV it suffices to consider matrices(Ai1,...,i7) with
rank(Ai1,...,i7) = 7. However, we note that in case IV we have to replace the 6th hyperplaneHl6 by the
hyperplaneH̃l6 given in Theorem 2.1. The hyperplanẽHl6 can easily be constructed, if it exists at all.

Altogether, using the notation of Algorithm 3.2 we have the following result.

Corollary 4.3. There exists an algorithm which computes a setVHl1,...,Hlk consisting of finitely many
affine subspacesA1, . . . ,Ar of SHl1,...,Hlk such thatfHl1,...,Hlk is constant on any affine subspaceAi and
each local minimum offHl1,...,Hlk is contained in one of the spacesAi .
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Observe, we do not determine the local minimaMHl1,...,Hlk
of the functionfHl1,...,Hlk , but just a set

of affine subspaces containing this set. It remains to check whether such an affine subspaceAi of
the corollary contains an admissible lattice. To this end we use the criteria of Minkowski as given
in Lemma 2.3, i.e., we are only interested in admissible lattices having a basisW ∈ Ai such that the
conditions of Lemma 2.3 are satisfied.

Lemma 4.9. There exists an algorithm which finds for any affine subspaceA ∈ VHl1,...,Hlk a basisW of
an admissible lattice(in the sense of Lemma2.3)or asserts that no such lattice exists.

Proof. For simplification we assume thatHli =Hi , 16 i 6 k. With r = dimA, r ∈ {0,3}, we may write

A=
{
W ∈R3×3: W =C +

r∑
i=1

λiMi

}
,

for suitable matricesC,Mi ∈ R3×3. Now for r > 1 and forλ = (λ1, . . . , λr) ∈ Rr let W(λ) = C +∑r
i=1λiMi . If r = 0 we setW(λ) = C. According to Lemma 2.3 and Theorem 2.1 we have to find a

λ ∈Rr such that

U jW(λ) ⊂ bdP, (4.11)

with j = 1 in case I,j = 2 in case II, andj = 3 in the cases III and IV. Furthermore, in the cases I and II
we have the additional restrictions

Case I: (−1,1,1)W(λ), (1,−1,1)W(λ), (1,1,−1)W(λ) /∈ P,
Case II: (1,1,1)W(λ) /∈ P.

(4.12)

Let us denote byuiW(λ), 16 i 6 k, the vectors of the test setU jW(λ). This means we havek = 6 if j 6 2, and
k = 7 otherwise. Observe, by construction we know that all vectorsuiW(λ) lie in supporting hyperplanes
of the polytope. Therefore, ifr = 0 we can verify (4.11) and (4.12) by just checking the facet defining
inequalities of the polytope for the corresponding pointsuiW(λ), etc. Thus in the following we assume
r > 1. Then we define a setA by (cf. notation at the beginning of this section)

A= {λ ∈Rr : U jW(λ) ⊂ bd(P )
}= {λ ∈Rr : uiW(λ) ∈H+ij for all Fij ∈N

(
F i
)
, 16 i 6 k

}
. (4.13)

Using standard methods from Linear Programming we can easily decide whetherA= ∅ or we can find a
point λ∗ ∈A. If A= ∅ then the affine subspace does not contain an admissible lattice. So letλ∗ ∈A. In
the cases III and IV or ifW(λ∗) also satisfies (4.12) in the cases I and II, we are done and we have found
an admissible lattice. So let us assume that we are in case I or II,A 6= ∅ andW(λ∗) violates (4.12). The
most simple way to decide whether there exists aλ ∈ A satisfying (4.12) is the following. In case I we
consider fori, j, l ∈ {1, . . . , n} the sets

Ai,j,l = {λ ∈Rr : λ ∈A and(−1,1,1)W(λ) ∈H−i ,
(1,−1,1)W(λ) ∈H−j , (1,1,−1)W(λ) ∈H−l

}
. (4.14)

In case II we set for 16 i 6 n
Ai = {λ ∈Rr : λ ∈A and(1,1,1)W(λ) ∈H−i

}
. (4.15)
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Obviously, in the case I (case II) there exists an admissible lattice in the affine subspaceA if and only
if there existi, j, l ∈ {1, . . . , n} (i ∈ {1, . . . , n}) such thatAi,j,l 6= ∅ (Ai 6= ∅). Again, using tools from
Linear Programming we can either find aλ∗ in one of setsAi,j,l (Ai), and thus an admissible lattice
W(λ∗), or we know thatA contains no admissible lattices.2
Remark. Instead of considering then3 (n) feasibility problems in (4.14) ((4.15)) one can argue as
follows. First let us assume that we are in case I and thatW(λ∗) violates one of the restrictions
in (4.12). Then we claim that we do not have to consider this case further: Of course, if eachW(λ)

violates (4.12) for allλ ∈A satisfying (4.11) then this is trivial. Hence suppose that there exists aλ◦ ∈A
satisfying (4.12) such thatW(λ◦)Z3 is a critical lattice ofP . Then there exists aµ ∈ conv{λ◦, λ∗} ⊂A
such that one of the points of (4.12) with respect toW(µ) lies in the boundary ofP and the other points
are not contained in the interior ofP . By definition,W(µ)Z3 is a critical lattice ofP , too. Without loss of
generality let(1,1,−1)W(µ) ∈ bdP and(1,−1,1)W(µ), (−1,1,1)W(µ) /∈ intP . Furthermore, letH7 be a
supporting hyperplane of a facet ofP containing(1,1,−1)W(µ). Now letwi(µ) be theith column vector
of W(µ) and letW(µ) be the matrix with columnsw1(µ)−w3(µ), w2(µ) and−w2(µ)+w3(µ). Then
W(µ) is just another basis of the latticeW(µ)Z3 and we get

(1,0,0)W(µ) = (1,1,1)W(µ), (0,1,0)W(µ) = (0,1,0)W(µ),
(0,0,1)W(µ) = (0,1,1)W(µ), (1,−1,0)W(µ) = (1,0,1)W(µ),
(1,0,−1)W(µ) = (1,0,0)W(µ), (0,−1,1)W(µ) = (0,0,1)W(µ),
(1,1,−1)W(µ) = (1,1,0)W(µ).

Thus the test setU1
W(µ) plus the additional point(1,1,−1)W(µ) is equivalent to the test setU3

W(µ)
. Since

W(µ)Z3 is a critical lattice ofP it follows from the work of Minkowski (cf. [20, p. 27]) that we shall
find a basis of this lattice in case III. In case II we can apply the argumentation and this means that in all
cases it is sufficient to determine only one point of the setA.

To sum it up, we finally have the following algorithm for determining a densest lattice packing of a
3-dimensional polytopeP ∈K3 (cf. Algorithm 3.2).

Algorithm 4.2 (Densest lattice packing of a 3-polytope).
Input: A polytopeP ∈K3 given by the supporting hyperplanesHi , 16 i 6m, or by its vertices.
Output: A densest packing lattice ofP .
• Find the supporting hyperplanesHi , 16 i 6 n, of the facetsFi of the polytopeP0 = (P − P) ∈ K3

0
(cf. (2.1)) and compute the lattice description ofP0. With respect toP0 do
• For each of the cases I–IV of Theorem 2.1 do

I1. Compute the setsG(Fi) andG with Algorithm 3.1.
– For three facetsFl1,Fl2,Fl3 satisfyingFl2 ∈ G(Fl1) andFl3 ∈ G(Fl1)∩ G(Fl2) do

– For every choice of facetsFli , 46 i 6 k, with (Fl1,Fl2,Fl6), (Fl2,Fl3,Fl4), (Fl1,Fl3,Fl5) ∈ G
do
R0. If S̃Hl1,...,Hlk 6= ∅ (cf. (3.2)) do

R1. DetermineSHl1,...,Hlk (cf. (4.3)).
If rank(Ai1,...,ik )> 6 (cf. Lemma 4.1 and the remark after Theorem 4.1) do
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R2. Determine a setVHl1,...,Hlk consisting of finitely many affine subspaces
A1, . . . ,Ar of SHl1,...,Hlk such thatfHl1,...,Hlk is constant on any affine subspace
Ai and each local minimum offHl1,...,Hlk is contained in one of the spacesAi
(cf. Corollary 4.3).

R3. For each affine subspaceA ∈ VHl1,...,Hlk find a basisW such thatW · Zd
satisfies the criterion (1) of Lemma 2.3 in the first case and criterion (2) in
the remaining cases, or asserts that such lattice does not exist (cf. Lemma 4.9).

• Among all calculated admissible lattices find one with minimal determinant. The corresponding lattice
is a critical lattice ofP0 and a densest packing lattice ofP .

5. Densest lattice packings of the regular and Archimedean polytopes

In this section we present densest packing latticesΛ∗ of all regular and Archimedean polytopes. Since
a densest packing lattice depends on the representation of the polytope, and in order to make the results
more transparent, we shall also give the coordinates of our representations of the polytopes used for
the algorithm. For a polytopeP let f = (f0, f1, f2) be itsf -vector, i.e.,fi is the number ofi-faces.
Futhermore we shall use the following abbrevations. Letτ = (1/2)(1+√5) and letD3 be the fcc-lattice
with basis(1,1,0)T, (1,0,1)T, (0,1,1)T. Finally, letPrtc be the so called rhombic triacontahedron given
by

Prtc=
{
x ∈R3: |τxi |6 1,

∣∣∣∣12x1+ τ
2
x2+ τ + 1

2
x3

∣∣∣∣6 1,∣∣∣∣τ2x1+ τ + 1

2
x2+ 1

2
x3

∣∣∣∣6 1,
∣∣∣∣τ + 1

2
x1+ 1

2
x2+ τ

2
x3

∣∣∣∣6 1
}
. (5.1)

For the identification of the polytopes we shall use the Wythoff symbols.
• Tetrahedron, 3 | 23,f = (4,6,4) (cf. [16]).

Pt = {x ∈R3: x1+ x2+ x36 1, −x1− x2+ x36 1, −x1+ x2− x36 1, x1− x2− x36 1
}
,

Λ∗(Pt)= 2
((

1,−1
6,−1

6

)T
,
(−1

6,1,−1
6

)T
,
(−1

6,−1
6,1
)T)Z3,

δ∗(Pt)= 18
49 ≈ 0.367346938.

• Cube, 3 | 24,f = (8,12,6).

Pc= {x ∈ R3: |xi|6 1
}
, Λ∗(Pc)= 2Z3, δ∗(Pc)= 1.

• Octahedron, 4 | 23,f = (6,12,8) (cf. [20]).

Po= {x ∈R3: |x1| + |x2| + |x3|6 1
}
,

Λ∗(Po)= 2
((1

3,
1
2,

1
6

)T
,
(−1

6,−1
3,

1
2

)T
,
(−1

2,
1
6,−1

3

)T)Z3,

δ∗(Po)= 18
19 ≈ 0.947368421.
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• Dodecahedron, 3 | 25,f = (20,30,12).

Pd= {x ∈R3: |τx1| + |x2|6 1, |τx2| + |x3|6 1, |τx3| + |x1|6 1
}
,

Λ∗
(
(1+ τ)Pd

)= 2D3, δ∗(Pd)= 2+ τ
4
≈ 0.904508497.

• Icosahedron, 5 | 23,f = (12,30,20).

Pi = {x ∈R3: |x1| + |x2| + |x3|6 1, |τx1| + |(1/τ)x3|6 1,

|τx2| + |(1/τ)x1|6 1, |τx3| + |(1/τ)x2|6 1
}
,

Λ∗
(
(1+ τ)Pi

)= 2
(
w1(x),w2(x),w3(x)

)
Z3, where

w1(x)=


(−33

8 − 39
8

√
5
)
x2+ (39

4 + 33
4

√
5
)
x − 11

4 − 3
2

√
5(−1

4 − 1
4

√
5
)
x + 1+ 1

2

√
5(33

8 + 39
8

√
5
)
x2+ (−19

2 − 8
√

5
)
x + 13

4 + 3
2

√
5

 ,

w2(x)=


(−33

40

√
5− 39

8

)
x2+ (41

20

√
5+ 35

4

)
x − 5

2 − 23
20

√
5(5

4 + 1
4

√
5
)
x − 1− 1

2

√
5(−33

40

√
5− 39

8

)
x2+ (9

5

√
5+ 15

2

)
x − 3

20

√
5

 ,
w3(x)= ((1

2

√
5+ 3

2

)
x − 2−√5, x, 0

)T
,

(5.2)

andx is the unique root withx ∈ (1,2) of

1086x3+ (−1063− 111
√

5
)
x2+ (15

√
5+ 43

)
x + 102+ 44

√
5,

δ∗(Pi)= 5(1+ τ)
|det(w1(x),w2(x),w3(x))| ≈ 0.836357445.

• Cubeoctahedron, 2 | 34,f = (12,24,14) (cf. [16]).

Pco= {x ∈R3: x ∈ Pc ∩ 2 · Po
}
,

Λ∗(Pco)=Λ∗(Pt), δ∗(Pco)= 45

49
≈ 0.918367346.

• Icosidodecahedron, 2 | 35,f = (30,60,32).

Pid = {x ∈ R3: x ∈ Pi ∩ Pd
}
,

Λ∗
(
(1+ τ)Pid

)= 2D3, δ∗(Pid)= 14+ 17τ

48
≈ 0.864720371.

• Rhombic cubeoctahedron, 34| 2, f = (24,48,26).

Prco= {x ∈R3: |x1| + |x2|6 2, |x1| + |x3|6 2, |x2| + |x3|6 2,

andx ∈√2 · Pc ∩ (4−√2
)
Po
}
,

Λ∗(Prco)= 2D3, δ∗(Prco)= 16
√

2− 20

3
≈ 0.875805666.
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• Rhombic icosidodecahedron, 35| 2, f = (60,120,62).

Prid = {x ∈R3: x ∈ (3τ + 2) ·Prtc ∩ (4τ + 1) · Pi ∩ (3(1+ τ)) · Pd
}
,

Λ∗(Prid)= 2
((

τ − 1

4τ + 2
,

7

2
,

9τ + 4

4τ + 2

)T

,

(
9τ + 4

4τ + 2
,
τ − 1

4τ + 2
,

7

2

)T

,

(
7

2
,

9τ + 4

4τ + 2
,
τ − 1

4τ + 2

)T)
Z3,

δ∗(Prid)= 8τ + 46

36τ + 15
≈ 0.804708487.

• Truncated cube, 23| 4, f = (24,36,14).

Ptrc= {x ∈R3: x ∈ Pc ∩ (1+√2
)
Po
}
,

Λ∗(Ptrc)= 2
(
(1,−α,0)T, (0,1,−α)T, (−α,0,1)T)Z3, α = (2−

√
2)

3
,

δ∗(Ptrc)= 9

5+ 3
√

2
≈ 0.973747688.

• Truncated octahedron, 24| 2, f = (24,36,14).

Ptro= {x ∈R3: x ∈ Pc ∩ 3
2Po

}
,

Λ∗(Ptro)= 2
(
(1,0,0)T, (1,1,0)T,

(1
2,

1
2,−1

2

)T)Z3, δ∗(Ptro)= 1.

• Truncated dodecahedron, 23| 5, f = (60,90,32).

Ptrd=
{
x ∈R3: x ∈ (1+ τ) · Pd ∩ 7+ 12τ

3+ 4τ
· Pi

}
,

Λ∗(Ptrd)= 2D3, δ∗(Ptrd)= 1

4
· 5τ + 16

6τ − 3
≈ 0.897787626.

• Truncated icosahedron, 25| 3, f = (60,90,32).

Ptri = {x ∈ R3: x ∈ (1+ τ) · Pi ∩ (4/3+ τ) · Pd
}
,

Λ∗(Ptri)=Λ∗((1+ τ)Pi
)
,

δ∗(Ptri)= 43
√

5+ 125

108· |det(w1(x),w2(x),w3(x))| ≈ 0.7849877759 (cf. (5.2)).

• Truncated cubeoctahedron, 234|, f = (48,72,26).

Ptrco= {x ∈R3: |x1| + |x2|6 2+ 3
√

2, |x2| + |x3|6 2+ 3
√

2,

|x2| + |x3|6 2+ 3
√

2 andx ∈ (2√2+ 1
)
Pc ∩ (3√2+ 3

)
Po
}
,

Λ∗(Ptrco)= 2
((

2
√

2+ 1,−2
√

2− 1
2 + α,2

√
2+ 1

2 − α
)T
,(1

4

√
2− 3

4 + 1
2α,−3

4

√
2+ 1

4 + 1
2α,2
√

2+ 1
)T
,(7

4 + 7
4

√
2− 1

2α,
1
2 + α, 5

4

√
2+ 3

4 − 1
2α
)T)Z3,

whereα = 1
6

√
33(
√

2+ 1),

δ∗(Ptrco)= 99
992

√
66− 231

1984

√
33+ 2835

992

√
2− 6615

1984≈ 0.849373252.
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• Truncated icosidodecahedron, 235|, f = (120,180,62).

Ptrid = {x ∈R3: x ∈ (5τ + 4) · Prtc ∩ (6τ + 3) · Pi ∩ (5(1+ τ)) · Pd
}
,

Λ∗
(1

5Ptrid
)= 2d3, δ∗(Ptrid)= 2

5τ + 9
50 ≈ 0.827213595.

• Truncated tetrahedron, 23| 3, f = (12,18,8).

Ptrt = {x ∈ R3: x ∈ 5 · Pt ∩−3 · Pt
}
,

Λ∗(Ptrt)= 2
((2

3,2,
4
3

)T
,
(
2,−4

3 − 2
3

)T
,
(−4

3,
2
3,−2

)T)Z3,

δ∗(Ptrt)= 207
304≈ 0.680921053.

• Snub cube, |234,f = (24,60,38).
Let Psc be the snub cube such that the 6 quadrangle facets lie in the hyperplanes{x ∈ R3: xi =±1},
16 i 6 3, and lety∗ be the unique real solution ofy3+ y2+ y = 1.

Λ∗(Psc)= 2 ·
(
(1,0,0)T, (0,0,1)T,

(
1

2
,

1

y∗
− 1,−1

2

)T)
,

δ∗(Psc)= 1
2 + 1

6y
∗ + 2

3

(
y∗
)2≈ 0.78769996.

• Snub dodecahedron, |235,f = (60,150,92).
Let Psd be the snub dodecahedron such that the 12 pentagonal facets lie in the supporting hyperplanes
of the facets of the dodecahedron(1+ τ)Pd.

Λ∗(Psd)= 2D3, δ∗(Psd)= vol(Psd)

16
≈ 0.788640117.

Theorem 5.1. The above list contains the densities of a densest lattice packing of all regular and
Archimedean polytopes.

Proof. Algorithm 4.2. 2
Remarks.
(a) In order to get exact values for the densities as given in the above list we first use a numerical

implementation of Algorithm 4.2, by which we determine an optimal selectionFl1, . . . , Flk of facets
corresponding to a critical lattice. Then for this special choice of factes we carry out the steps R1–R3
with the symbolic computer algebra system Maple V Release 5.

(b) The last three polytopesPtrt, Psc, Psd are not centrally symmetric and thus one has to calculate the
difference bodies first. The difference body ofPsc is a polytope with 74 facets, whereas1

2(Psd−Psd)

has already 182 facets. We also have computed the densest packing lattice of the dual polytopes of
the Archimedean polytopes, the so called Catalan polytopes. Thereby we had to determine packing
lattices of polytopes with more than 380 facets. The CPU time for the determination of the densest
packing lattices of all regular and Archimedean polytopes is about 5.5 hours on a PC with a 266 Mhz
Pentium II processor.
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