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#### Abstract

An $R$-order bound for the Halley method is obtained in this work, where an analysis of the convergence of the method is also presented under mild differentiability conditions. To do this, a new technique is developed, where the involved operator must satisfy some recurrence relations. © 2004 Elsevier Inc. All rights reserved.
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## 1. Introduction

The problem of approximating a solution of a nonlinear equation

$$
\begin{equation*}
F(x)=0 \tag{1}
\end{equation*}
$$

is very interesting, since we can then solve a large number of different types of problems. So, if $F$ is a nonlinear operator defined on a nonempty open convex subset $\Omega$ of a Banach space $X$ with values in a Banach space $Y$, Eq. (1) can represent a differential equation,

[^0]a boundary value problem, an integral equation, etc. The normal way to approximate a solution of (1) is by means of iterative processes. An iterative process is defined by an algorithm such that, from an initial approximation $x_{0}$, it is constructed a sequence $\left\{x_{n}\right\}$ that satisfies $\lim _{n} x_{n}=x^{*}$ and $F\left(x^{*}\right)=0$.

In the study of iterative methods there are two especially important sides: the convergence of the sequence $\left\{x_{n}\right\}$ to a solution $x^{*}$ of (1) and the speed of this convergence. Moreover, different types of convergence analysis can be done. The semilocal convergence analysis takes into account some conditions for the operator $F$ and the initial approximation $x_{0}$ of the iteration considered for approximating the solutions of (1). If we only require conditions for the operator $F$, the convergence result is global, and if the solution $x^{*}$ must satisfy some conditions, the convergence result is local.

This paper considers Halley's method (see [4])

$$
\begin{align*}
& y_{n}=x_{n}-\left[F^{\prime}\left(x_{n}\right)\right]^{-1} F\left(x_{n}\right), \\
& H\left(x_{n}, y_{n}\right)=F\left(x_{n}\right)^{-1} F^{\prime \prime}\left(x_{n}\right)\left(y_{n}-x_{n}\right), \\
& x_{n+1}=y_{n}-\frac{1}{2} H\left(x_{n}, y_{n}\right)\left[I+\frac{1}{2} H\left(x_{n}, y_{n}\right)\right]^{-1}\left(y_{n}-x_{n}\right), \quad n \geqslant 0, \tag{2}
\end{align*}
$$

for solution of (1). The Halley method is one of the well-known numerical processes for solving (1) (see [10], where an extensive reference list can be found). Basic results concerning the convergence of the process, existence and uniqueness regions of solutions are given by other authors (see [3,12] for the references appearing there). The results concerning convergence have been published under assumptions of Newton-Kantorovich type. In [ $4,5,11]$, an abundant list of references can be found, where several techniques for finding sufficient conditions for the convergence of Halley's iteration appear.

In this paper, we pay attention to the semilocal convergence analysis. Initially, see [9], the required assumptions to study the convergence of Halley's method were:
(A1) suppose that $\Gamma_{0}=F^{\prime}\left(x_{0}\right)^{-1} \in \mathcal{L}(Y, X)$ exists at some $x_{0} \in \Omega$, where $\mathcal{L}(Y, X)$ is the set of bounded linear operators from $Y$ into $X$ and $\left\|\Gamma_{0}\right\| \leqslant \beta$,
(A2) $\left\|y_{0}-x_{0}\right\|=\left\|\Gamma_{0} F\left(x_{0}\right)\right\| \leqslant \eta$,
(A3) $\left\|F^{\prime \prime}(x)\right\| \leqslant M, x \in \Omega$,
(A4) $\left\|F^{\prime \prime \prime}(x)\right\| \leqslant N, x \in \Omega$.
Under assumptions (A1)-(A4) a semilocal convergence result is obtained. Next, this study can be modified by replacing condition (A4) for

$$
\begin{equation*}
\left\|F^{\prime \prime}(x)-F^{\prime \prime}(y)\right\| \leqslant K\|x-y\|, \quad K \geqslant 0, x, y \in \Omega \tag{3}
\end{equation*}
$$

(see [1,4,11]), which is milder, and keeping (A1), (A2) and (A3). The next step is to relax condition (3) by the following:

$$
\begin{equation*}
\left\|F^{\prime \prime}(x)-F^{\prime \prime}(y)\right\| \leqslant L\|x-y\|^{p}, \quad L \geqslant 0, p \in[0,1], x, y \in \Omega \tag{4}
\end{equation*}
$$

(see [7]). Notice that conditions (3) and (4) mean that $F^{\prime \prime}$ is Lipschitz continuous in $\Omega$ and $F^{\prime \prime}$ is $(L, p)$-Hölder continuous in $\Omega$, respectively.

Under conditions (3) and (4) the number of equations that can be solved by Halley's iteration is limited. For instance, we cannot analyze the convergence of the Halley method to a solution of equations where additions of operators, which satisfy (3) or (4), appear. We then consider the following nonlinear integral equation of mixed Hammerstein type [6]:

$$
x(s)+\sum_{i=1}^{m} \int_{a}^{b} k_{i}(s, t) \ell_{i}(x(t)) d t=u(s), \quad s \in[a, b]
$$

where $-\infty<a<b<\infty, u, \ell_{i}$, and $k_{i}$, for $i=1,2, \ldots, m$, are known functions and $x$ is a solution to be determined. If $\ell_{i}^{\prime \prime}(x(t))$ is ( $L_{i}, p_{i}$ )-Hölder continuous in $\Omega$, for $i=$ $1,2, \ldots, m$, the corresponding operator $F: \Omega \subseteq C[0,1] \rightarrow C[0,1]$,

$$
\begin{equation*}
[F(x)](s)=x(s)+\sum_{i=1}^{m} \int_{a}^{b} k_{i}(s, t) \ell_{i}(x(t)) d t-u(s), \quad s \in[a, b], \tag{5}
\end{equation*}
$$

does not satisfy (3) neither (4) when, for instance, the max-norm is considered. In this case,

$$
\left\|F^{\prime \prime}(x)-F^{\prime \prime}(y)\right\| \leqslant \sum_{i=1}^{m} L_{i}\|x-y\|^{p_{i}}, \quad L_{i} \geqslant 0, p_{i} \in[0,1], x, y \in \Omega
$$

To solve this type of equations and to relax conditions (3) and (4) we can consider

$$
\begin{equation*}
\left\|F^{\prime \prime}(x)-F^{\prime \prime}(y)\right\| \leqslant \omega(\|x-y\|), \quad x, y \in \Omega \tag{6}
\end{equation*}
$$

where $\omega(z)=\sum_{i=1}^{m} L_{i} z^{p_{i}}$. We then require that $\omega(z)$ is a nondecreasing continuous real function for $z>0$, such that $\omega(0) \geqslant 0$.

Obviously conditions (A4), (3) and (4) are relaxed by condition (6). Besides the former ones are generalized by the latter one if $\omega(z)=N, \omega(z)=K z$ and $\omega(z)=L z^{p}$, respectively.

On the other hand, the convergence properties depends on the choice of the distance $\|\cdot\|$, but for a given distance the speed of convergence of the sequence $\left\{x_{n}\right\}$ is characterized by the speed of convergence of the sequence of nonnegative numbers $\left\|x^{*}-x_{n}\right\|$. An important measure of the speed of convergence is the $R$-order of convergence (see [8]). It is known that a sequence $\left\{z_{n}\right\}$ converges with $R$-order at least $\tau>1$ if there are constants $C \in(0, \infty)$ and $\gamma \in(0,1)$ such that $z_{n} \leqslant C \gamma^{\tau^{n}}, n=0,1, \ldots$.

Under conditions (A1)-(A4) or (A1)-(A3) and (3), the Halley method is of $R$-order at least three (see [2]) and the $R$-order of Halley's iteration has not been studied under conditions (A1)-(A3) and (4). Here we present a new technique consisting of a system of recurrence relations for analyzing the semilocal convergence of the Halley method and prove that, under the mildest conditions (A1)-(A3) and (6), the Halley process is of $R$-order at least two, but if $\omega(t z) \leqslant t^{q} \omega(z)$, for $z>0, t \in[0,1], q \in[0,1]$, the $R$-order of convergence is at least $2+q$. From this, the $R$-order at least $2+p$ is deduced if (A1)-(A3) and (4) are satisfied.

Moreover, to find a priori estimates for the distances $\left\|x^{*}-x_{n}\right\|, n=1,2, \ldots$, we look for a function $\alpha: \mathbb{N} \rightarrow \mathbb{R}_{+}$such that $\left\|x^{*}-x_{n}\right\| \leqslant \alpha(n), n=1,2, \ldots$. On the basis of the new technique developed here, a priori error bounds are derived for the Halley sequence.

Throughout the paper we denote $\overline{B(x, r)}=\{y \in X ;\|y-x\| \leqslant r\}$ and $B(x, r)=\{y \in X$; $\|y-x\|<r\}$.

## 2. Semilocal convergence of Halley's method

To establish a semilocal convergence result for the Halley method, certain conditions for the operator $F$ and the initial approximation $x_{0}$ are required. Conclusions about the existence and uniqueness of solutions of (1) are also obtained. We provide the regions of existence and uniqueness of solutions from the theoretical significance of the Halley method, without finding the solutions themselves. This is sometimes more important than the actual knowledge of a solution.

A new technique is developed to prove the semilocal convergence of sequence (2), where we construct, from some scalar parameters, a system of recurrence relations where two real sequences of positive real numbers are involved. The convergence of iteration (2) is then guaranteed from the fact that (2) is a Cauchy sequence.

### 2.1. Recurrence relations

Let us suppose that $\Gamma_{0}=F^{\prime}\left(x_{0}\right)^{-1} \in \mathcal{L}(Y, X)$ exists at some $x_{0} \in \Omega$, where $\mathcal{L}(Y, X)$ is the set of bounded linear operators from $Y$ into $X$. Moreover, we assume the following assumptions:
(C1) $\left\|\Gamma_{0}\right\| \leqslant \beta$,
(C2) $\left\|y_{0}-x_{0}\right\|=\left\|\Gamma_{0} F\left(x_{0}\right)\right\| \leqslant \eta$,
(C3) $\left\|F^{\prime \prime}(x)\right\| \leqslant M, x \in \Omega$,
(C4) $\left\|F^{\prime \prime}(x)-F^{\prime \prime}(y)\right\| \leqslant \omega(\|x-y\|), x, y \in \Omega$, where $\omega(z)$ is a nondecreasing continuous real function for $z>0$, such that $\omega(0) \geqslant 0$,
(C5) there exists a positive real function $\varphi \in C[0,1]$, with $\varphi(t) \leqslant 1$, such that $\omega(t z) \leqslant$ $\varphi(t) \omega(z)$, for $t \in[0,1]$ and $z \in(0,+\infty)$.

Note that condition (C5) is not restrictive, since we can always consider $\varphi(t)=1$, as a consequence of $\omega$ is a nondecreasing function, but its interest is to sharp the a priori error bounds. We denote $A=\int_{0}^{1}(1-t) \varphi(t) d t$.

From (C1)-(C5), we consider $a_{0}=M \beta \eta$ and $b_{0}=\beta \eta \omega(\eta)$. Observe that if $x_{1} \in \Omega$ and $a_{0}<2$, we have $\left\|H\left(x_{0}, y_{0}\right)\right\| \leqslant a_{0}$ and, by the Banach lemma, $\left[I+\frac{1}{2} H\left(x_{0}, y_{0}\right)\right]^{-1}=$ $P\left(x_{0}, y_{0}\right)$ exists and $\left\|P\left(x_{0}, y_{0}\right)\right\| \leqslant \frac{2}{2-a_{0}}$, since $a_{0}<2$. Moreover, if $b_{0}<\frac{a_{0}^{2}-4 a_{0}+2}{A\left(2-a_{0}\right)}$,

$$
\left\|x_{1}-y_{0}\right\| \leqslant \frac{1}{2}\left\|H\left(x_{0}, y_{0}\right)\right\|\left\|P\left(x_{0}, y_{0}\right)\right\|\left\|y_{0}-x_{0}\right\| \leqslant \frac{a_{0}}{2-a_{0}}\left\|y_{0}-x_{0}\right\|
$$

and

$$
\left\|x_{1}-x_{0}\right\| \leqslant\left\|x_{1}-y_{0}\right\|+\left\|y_{0}-x_{0}\right\| \leqslant \frac{2}{2-a_{0}}\left\|y_{0}-x_{0}\right\|<R \eta,
$$

where

$$
R=\frac{2}{\left(2-a_{0}\right)\left(1-\frac{2}{2-3 a_{0}}\left(\frac{a_{0}^{2}}{2\left(2-a_{0}\right)}+A b_{0}\right)\right)}
$$

This value of $R$ is deduced later. Consequently, $y_{0}, x_{1} \in B\left(x_{0}, R \eta\right)$. Furthermore, from

$$
\left\|I-\Gamma_{0} F^{\prime}\left(x_{1}\right)\right\| \leqslant\left\|\Gamma_{0}\right\|\left\|F^{\prime}\left(x_{0}\right)-F^{\prime}\left(x_{1}\right)\right\| \leqslant M\left\|\Gamma_{0}\right\|\left\|x_{1}-x_{0}\right\| \leqslant \frac{2 a_{0}}{2-a_{0}}
$$

and $a_{0}<2$, it follows $\left\|I-\Gamma_{0} F^{\prime}\left(x_{1}\right)\right\|<1$ and, by the Banach lemma, $\Gamma_{1}$ exists and $\left\|\Gamma_{1}\right\| \leqslant \frac{2-a_{0}}{2-3 a_{0}}\left\|\Gamma_{0}\right\|$. Therefore, $x_{1}$ is well defined.

To prove the sequence $\left\{x_{n}\right\}$, defined by (2), is well defined, we first define the following real functions:

$$
\begin{equation*}
f(x)=\frac{2}{2-x}, \quad g(x)=\frac{2-x}{2-3 x} \quad \text { and } \quad h(x, y)=\frac{x^{2}}{2(2-x)}+A y \tag{7}
\end{equation*}
$$

that satisfy the properties appearing in the following lemma.
Lemma 2.1. Let $f, g$ and $h$ be the three scalar functions given in (7). Then
(a) $f(x)$ and $g(x)$ are increasing in $x \in\left(0, \frac{3-\sqrt{5}}{2}\right)$,
(b) $h(x, y)$ is increasing in its first and second arguments for $x \in\left(0, \frac{3-\sqrt{5}}{2}\right)$ and $y>0$.

Now, we introduce an approximation of $F$ in Lemma 2.2, where the approximations introduced in (2) are used. From a similar approximation presented in [4], the proof of Lemma 2.2 follows immediately.

Lemma 2.2. Let $F$ be a nonlinear operator defined on an open convex subset $\Omega$ of a Banach space $X$ with values in a Banach space $Y$. Suppose that the operator $F$ has continuous second-order Fréchet-derivatives on $\Omega$. Then, the following approximations is true for all $n \geqslant 0$ :

$$
\begin{aligned}
F\left(x_{n+1}\right)= & \int_{0}^{1} F^{\prime \prime}\left(y_{n}+t\left(x_{n+1}-y_{n}\right)\right)(1-t) d t\left(x_{n+1}-y_{n}\right)^{2} \\
& -\frac{1}{2} \int_{0}^{1} F^{\prime \prime}\left(x_{n}+t\left(y_{n}-x_{n}\right)\right) t d t\left(y_{n}-x_{n}\right) P\left(x_{n}, y_{n}\right) H\left(x_{n}, y_{n}\right)\left(y_{n}-x_{n}\right) \\
& +\int_{0}^{1}\left[F^{\prime \prime}\left(x_{n}+t\left(y_{n}-x_{n}\right)\right)-F^{\prime \prime}\left(x_{n}\right)\right](1-t) d t \\
& \times\left(y_{n}-x_{n}\right) P\left(x_{n}, y_{n}\right)\left(y_{n}-x_{n}\right)
\end{aligned}
$$

where $P\left(x_{n}, y_{n}\right)=\left[I+\frac{1}{2} H\left(x_{n}, y_{n}\right)\right]^{-1}$.

Taking into account now the approximation of Lemma 2.2 for $n=0$, we obtain the next bound

$$
\left\|F\left(x_{1}\right)\right\| \leqslant\left(\frac{M \eta}{8} a_{0}^{2} f\left(a_{0}\right)^{2}+\frac{M \eta}{4} a_{0} f\left(a_{0}\right)+A \eta \omega(\eta) f\left(a_{0}\right)\right)\left\|y_{0}-x_{0}\right\|
$$

Next, we suppose

$$
\begin{equation*}
a_{0} \in\left(0, \frac{3-\sqrt{5}}{2}\right) \quad \text { and } \quad b_{0}<\frac{2\left(a_{0}^{2}-3 a_{0}+1\right)}{A\left(2-a_{0}\right)} \tag{8}
\end{equation*}
$$

Notice that the bounds for the parameters $a_{0}$ and $b_{0}$ have been restricted as a consequence of the following required development. Then $f\left(a_{0}\right) g\left(a_{0}\right) h\left(a_{0}, b_{0}\right)=c_{0}<1$ and

$$
\begin{aligned}
\left\|y_{1}-x_{1}\right\| & =\left\|\Gamma_{1} F\left(x_{1}\right)\right\| \leqslant\left\|\Gamma_{1}\right\|\left\|F\left(x_{1}\right)\right\| \leqslant f\left(a_{0}\right) g\left(a_{0}\right) h\left(a_{0}, b_{0}\right)\left\|y_{0}-x_{0}\right\| \\
& =c_{0}\left\|y_{0}-x_{0}\right\|<\eta,
\end{aligned}
$$

so that

$$
M\left\|\Gamma_{1}\right\|\left\|y_{1}-x_{1}\right\| \leqslant M\left\|\Gamma_{0}\right\| g\left(a_{0}\right) c_{0}\left\|y_{0}-x_{0}\right\| \leqslant a_{0} g\left(a_{0}\right) c_{0}
$$

and

$$
\begin{aligned}
\left\|\Gamma_{1}\right\| \omega\left(\left\|y_{1}-x_{1}\right\|\right)\left\|y_{1}-x_{1}\right\| & \leqslant\left\|\Gamma_{0}\right\| g\left(a_{0}\right) \omega\left(c_{0}\left\|y_{0}-x_{0}\right\|\right) c_{0}\left\|y_{0}-x_{0}\right\| \\
& \leqslant b_{0} g\left(a_{0}\right) c_{0} \varphi\left(c_{0}\right)
\end{aligned}
$$

Now, from the Banach lemma, $P\left(x_{1}, y_{1}\right)=\left[I+\frac{1}{2} H\left(x_{1}, y_{1}\right)\right]^{-1}$ exists, since $\left\|H\left(x_{1}, y_{1}\right)\right\| \leqslant$ $a_{0} g\left(a_{0}\right) c_{0}$, and $\left\|P\left(x_{1}, y_{1}\right)\right\| \leqslant f\left(a_{0} g\left(a_{0}\right) c_{0}\right)$. Thus

$$
\begin{aligned}
& \left\|x_{2}-y_{1}\right\| \leqslant \frac{1}{2} a_{0} g\left(a_{0}\right) c_{0} f\left(a_{0} g\left(a_{0}\right) c_{0}\right)\left\|y_{1}-x_{1}\right\| \\
& \left\|x_{2}-x_{1}\right\| \leqslant\left\|x_{2}-y_{1}\right\|+\left\|y_{1}-x_{1}\right\| \leqslant f\left(a_{0} g\left(a_{0}\right) c_{0}\right)\left\|y_{1}-x_{1}\right\|
\end{aligned}
$$

and, as $f$ is increasing in $\left(0, \frac{3-\sqrt{5}}{2}\right)$,

$$
\left\|x_{2}-x_{0}\right\| \leqslant\left\|x_{2}-x_{1}\right\|+\left\|x_{1}-x_{0}\right\| \leqslant\left(1+c_{0}\right) f\left(a_{0}\right)\left\|y_{0}-x_{0}\right\|<R \eta
$$

since $a_{0} g\left(a_{0}\right) c_{0}<a_{0}<\frac{3-\sqrt{5}}{2}$.
Finally, from

$$
\begin{aligned}
\left\|I-\Gamma_{1} F^{\prime}\left(x_{2}\right)\right\| & \leqslant\left\|\Gamma_{1}\right\|\left\|F^{\prime}\left(x_{1}\right)-F^{\prime}\left(x_{2}\right)\right\| \leqslant M\left\|\Gamma_{1}\right\|\left\|x_{2}-x_{1}\right\| \\
& \leqslant a_{0} g\left(a_{0}\right) c_{0} f\left(a_{0} g\left(a_{0}\right) c_{0}\right)
\end{aligned}
$$

and $a_{0} g\left(a_{0}\right) c_{0}<a_{0}<\frac{3-\sqrt{5}}{2}$, it follows $\left\|I-\Gamma_{1} F^{\prime}\left(x_{2}\right)\right\|<1$ and, by the Banach lemma, $\Gamma_{2}$ exists and $\left\|\Gamma_{2}\right\| \leqslant g\left(a_{0} g\left(a_{0}\right) c_{0}\right)\left\|\Gamma_{1}\right\|$. Consequently, $x_{2}$ is also well defined.

Note that we can do then $a_{0} g\left(a_{0}\right) c_{0}=a_{1}$ and $b_{0} g\left(a_{0}\right) c_{0} \varphi\left(c_{0}\right)=b_{1}$ to define the following real sequences:

$$
\begin{aligned}
a_{n} & =a_{n-1} g\left(a_{n-1}\right) c_{n-1}, \quad n \geqslant 1, \\
b_{n} & =b_{n-1} g\left(a_{n-1}\right) c_{n-1} \varphi\left(c_{n-1}\right), \quad n \geqslant 1, \\
c_{n} & =f\left(a_{n}\right) g\left(a_{n}\right) h\left(a_{n}, b_{n}\right), \quad n \geqslant 1,
\end{aligned}
$$

that satisfy the properties of Lemma 2.3.

Lemma 2.3. Let $f, g$ and $h$ be the three scalar functions given in (7). If $a_{0}$ and $b_{0}$ satisfy (8), then
(a) $c_{0}<1$ and $g\left(a_{0}\right) c_{0}<1$,
(b) the sequences $\left\{a_{n}\right\},\left\{b_{n}\right\}$ and $\left\{c_{n}\right\}$ are decreasing,
(c) $a_{n}<\frac{3-\sqrt{5}}{2}$, for all $n \geqslant 0$.

Proof. Item (a) is trivial from the hypotheses. Next, we invoke the induction hypotheses and use Lemma 2.1 to prove item (b). Finally, as the sequence $\left\{a_{n}\right\}$ is decreasing and $a_{0} \in\left(0, \frac{3-\sqrt{5}}{2}\right)$, it follows that $a_{n}<a_{0}<\frac{3-\sqrt{5}}{2}$, for all $n \geqslant 0$.

Since our goal is to show the sequence $\left\{x_{n}\right\}$, given by (2), is well defined, we present in Lemma 2.4 a system of recurrence relations from which we obtain the last. From a similar way that the mentioned above and using induction the proof of Lemma 2.4 follows.

Lemma 2.4. Under the hypotheses of Lemma 2.3, the following items are true for all $n \geqslant 1$ :
(I) $\Gamma_{n}$ exists and $\left\|\Gamma_{n}\right\|=\left\|F^{\prime}\left(x_{n}\right)^{-1}\right\| \leqslant g\left(a_{n-1}\right)\left\|\Gamma_{n-1}\right\|$,
(II) $\left\|y_{n}-x_{n}\right\| \leqslant c_{n-1}\left\|y_{n-1}-x_{n-1}\right\| \leqslant c_{0}^{n}\left\|y_{0}-x_{0}\right\|<\eta$,
(III) $M\left\|\Gamma_{n}\right\|\left\|y_{n}-x_{n}\right\| \leqslant a_{n}$,
(IV) $\left\|\Gamma_{n}\right\| \omega\left(\left\|y_{n}-x_{n}\right\|\right)\left\|y_{n}-x_{n}\right\| \leqslant b_{n}$,
(V) $P\left(x_{n}, y_{n}\right)=\left[I+\frac{1}{2} H\left(x_{n}, y_{n}\right)\right]^{-1}$ exists and $\left\|P\left(x_{n}, y_{n}\right)\right\| \leqslant f\left(a_{n}\right)$,
(VI) $\left\|x_{n+1}-y_{n}\right\| \leqslant \frac{a_{n}}{2} f\left(a_{n}\right)\left\|y_{n}-x_{n}\right\|$,
(VII) $\left\|x_{n+1}-x_{n}\right\| \leqslant f\left(a_{n}\right)\left\|y_{n}-x_{n}\right\|$,
(VIII) $\left\|x_{n+1}-x_{0}\right\| \leqslant f\left(a_{0}\right) \frac{1-c_{0}^{n+1}}{1-c_{0}}\left\|y_{0}-x_{0}\right\|<R \eta$, where $R=\frac{f\left(a_{0}\right)}{1-c_{0}}$.

### 2.2. A semilocal convergence result and $R$-order of convergence two

Once the sequence $\left\{x_{n}\right\}$ is well defined, the next goal is to prove that $\left\{x_{n}\right\}$ is a Cauchy sequence and it is consequently convergent. To do this, we see that (2) is a Cauchy sequence and the condition $a_{n}<2$ is satisfied, for all $n \geqslant 1$.

We first provide some properties that satisfy the sequences $\left\{a_{n}\right\},\left\{b_{n}\right\}$ and $\left\{c_{n}\right\}$.
Lemma 2.5. Let $f, g$ and $h$ be the three scalar functions given in (7) respectively and define $\gamma=a_{1} / a_{0}$. If (8) is satisfied, then
(i) $f(\gamma x)<f(x), g(\gamma x)<g(x)$ and $h(\gamma x, \gamma y)<\gamma h(x, y)$, for $\gamma \in(0,1)$, with $x \in$ $\left(0, \frac{3-\sqrt{5}}{2}\right)$ and $y \in\left(0, \frac{2\left(x^{2}-3 x+1\right)}{A(2-x)}\right)$,
(ii) $a_{n}<\gamma^{2^{n-1}} a_{n-1}<\gamma^{2^{n}-1} a_{0}, b_{n}<\gamma^{2^{n-1}} b_{n-1}<\gamma^{2^{n}-1} b_{0}$, for all $n \geqslant 2$ and $c_{n}<$ $\gamma^{2^{2 n-1}} c_{n-1}<\gamma^{2^{n}-1} c_{0}=\gamma^{2^{n}} / g\left(a_{0}\right)$, for all $n \geqslant 1$.

Proof. Item (i) is obvious, since $f$ and $g$ are increasing in $\left(0, \frac{3-\sqrt{5}}{2}\right)$ and $h$ is increasing in its first and second arguments for $\left(0, \frac{3-\sqrt{5}}{2}\right)$ and $\left(0, \frac{2\left(x^{2}-3 x+1\right)}{A(2-x)}\right)$, respectively.

To prove (ii), invoke the induction hypothesis and use Lemma 2.1. As $a_{1}=\gamma a_{0}$, we have $b_{1}=\gamma b_{0} \varphi\left(c_{0}\right) \leqslant \gamma b_{0}$, since $\varphi\left(c_{0}\right) \leqslant 1$, and $c_{1} \leqslant \gamma c_{0}$. If we suppose that (ii) is true for $n=k$, then

$$
\begin{aligned}
a_{k+1} & =a_{k} g\left(a_{k}\right) c_{k}<\gamma^{2^{k-1}} a_{k-1} g\left(\gamma^{2^{k-1}} a_{k-1}\right) \gamma^{2^{k-1}} c_{k-1} \\
& <\gamma^{2^{k}} a_{k-1} g\left(a_{k-1}\right) c_{k-1}=\gamma^{2^{k}} a_{k} \\
b_{k+1} & =b_{k} g\left(a_{k}\right) c_{k} \varphi\left(c_{k}\right)<b_{k} g\left(a_{0}\right) \gamma^{2^{k}-1} c_{0} \varphi\left(c_{k}\right) \leqslant \gamma^{2^{k}} b_{k},
\end{aligned}
$$

since $\varphi\left(c_{k}\right) \leqslant 1$, and

$$
c_{k+1}=f\left(a_{k+1}\right) g\left(a_{k+1}\right) h\left(a_{k+1}, b_{k+1}\right)<\gamma^{2^{k}} f\left(a_{k}\right) g\left(a_{k}\right) h\left(a_{k}, b_{k}\right)=\gamma^{2^{k}} c_{k} .
$$

Moreover,

$$
\begin{aligned}
& a_{n}<\gamma^{2^{n-1}} a_{n-1}<\gamma^{2^{n-1}} \gamma^{2^{n-2}} a_{n-2}<\cdots<\gamma^{2^{n}-1} a_{0}, \\
& b_{n}<\gamma^{2^{n-1}} b_{n-1}<\gamma^{2^{n-1}} \gamma^{2^{n-2}} b_{n-2}<\cdots<\gamma^{2^{n}-1} b_{0}, \\
& c_{n}<\gamma^{2^{n-1}} c_{n-1}<\gamma^{2^{n-1}} \gamma^{2^{n-2}} c_{n-2}<\cdots<\gamma^{2^{n}-1} c_{0}
\end{aligned}
$$

The lemma is proved.
We then provide the following semilocal convergence result, which is also used to draw conclusions about the existence of a solution and the domain in which it is located, along with some error estimates that lead to Halley's method converges with $R$-order of convergence at least two under conditions (C1)-(C5).

Theorem 2.6. Let $X$ and $Y$ be two Banach spaces and $F: \Omega \subseteq X \rightarrow Y$ a twice Fréchet differentiable operator on a nonempty open convex domain $\Omega$. We suppose that $\Gamma_{0}=$ $F^{\prime}\left(x_{0}\right)^{-1} \in \mathcal{L}(Y, X)$ exists for some $x_{0} \in \Omega$ and conditions (C1)-(C5) hold. Denote $a_{0}=M \beta \eta$ and $b_{0}=\beta \eta \omega(\eta)$, and suppose (8). If $\overline{B\left(x_{0}, R \eta\right)} \subseteq \Omega$, where $R=\frac{f\left(a_{0}\right)}{1-c_{0}}$ and $c_{0}=f\left(a_{0}\right) g\left(a_{0}\right) h\left(a_{0}, b_{0}\right)$, then the sequence $\left\{x_{n}\right\}$, defined in (2) and starting from $x_{0}$, converges to a solution $x^{*}$ of Eq. (1), the solution $x^{*}$ and the iterates $x_{n}, y_{n}$ belong to $\overline{B\left(x_{0}, R \eta\right)}$. Furthermore, the following error bounds are obtained:

$$
\begin{equation*}
\left\|x^{*}-x_{n}\right\| \leqslant f\left(a_{0}\right) \eta \gamma^{2^{n}-1} \frac{\Delta^{n}}{1-\gamma^{2^{n}} \Delta}, \quad n \geqslant 0 \tag{9}
\end{equation*}
$$

where $\gamma=a_{1} / a_{0}$ and $\Delta=1 / g\left(a_{0}\right)$.
Proof. Firstly, we prove that sequence (2) is a Cauchy one. From (II), we have

$$
\left\|y_{n}-x_{n}\right\| \leqslant c_{n-1}\left\|y_{n-1}-x_{n-1}\right\| \leqslant \cdots \leqslant\left(\prod_{i=0}^{n-1} c_{i}\right)\left\|y_{0}-x_{0}\right\|
$$

and, by Lemma 2.5, it follows that

$$
\prod_{i=0}^{n-1} c_{i}<\prod_{i=0}^{n-1} \gamma^{2^{i}} \Delta=\gamma^{2^{n}-1} \Delta^{n}
$$

where $\gamma=a_{1} / a_{0}<1$ and $\Delta=1 / g\left(a_{0}\right)<1$. In consequence, from $m \geqslant 1$,

$$
\begin{align*}
& \left\|x_{n+m}-x_{n}\right\| \leqslant\left\|x_{n+m}-x_{n+m-1}\right\|+\left\|x_{n+m-1}-x_{n+m-2}\right\|+\cdots+\left\|x_{n+1}-x_{n}\right\| \\
& \leqslant \\
& \quad f\left(a_{n+m-1}\right)\left\|y_{n+m-1}-x_{n+m-1}\right\|+f\left(a_{n+m-2}\right)\left\|y_{n+m-2}-x_{n+m-2}\right\|+\cdots \\
& \quad+f\left(a_{n}\right)\left\|y_{n}-x_{n}\right\| \\
& \leqslant  \tag{10}\\
& \leqslant f\left(a_{n}\right) \sum_{i=n}^{n+m-1}\left(\prod_{j=0}^{i-1} c_{j}\right)\left\|y_{0}-x_{0}\right\| \\
& \leqslant f\left(a_{0}\right) \eta \gamma^{2^{n}-1} \Delta^{n} \frac{1-\gamma^{2^{n}\left(2^{m}-1\right)} \Delta^{m}}{1-\gamma^{2^{n}} \Delta},
\end{align*}
$$

since $\gamma^{2^{i}+2^{n}} \geqslant \gamma^{2^{i+1}}$, for $i=n, n+1, \ldots, n+m-1$. In addition, $\left\{x_{n}\right\}$ converges to $x^{*}=$ $\lim _{n} x_{n}$.

Obviously, $x_{m} \in B\left(x_{0}, R \eta\right)$, for all $m \geqslant 1$, as if $n=0$ in (10), we obtain

$$
\left\|x_{m}-x_{0}\right\| \leqslant f\left(a_{0}\right) \eta \frac{1-\gamma^{2^{m}-1} \Delta^{m}}{1-\gamma \Delta}<R \eta
$$

Following a similar procedure, we have $y_{n} \in B\left(x_{0}, R \eta\right)$, for all $n \geqslant 0$.
By letting now $n \rightarrow \infty$ in (II), it follows that $\left\|\Gamma_{n} F\left(x_{n}\right)\right\| \rightarrow 0$. Besides $\left\|F\left(x_{n}\right)\right\| \rightarrow 0$, since $\left\|F\left(x_{n}\right)\right\| \leqslant\left\|F^{\prime}\left(x_{n}\right)\right\|\left\|\Gamma_{n} F\left(x_{n}\right)\right\|$ and $\left\{\left\|F^{\prime}\left(x_{n}\right)\right\|\right\}$ is a bounded sequence. Therefore $F\left(x^{*}\right)=0$ by the continuity of $F$ in $\overline{B\left(x_{0}, R \eta\right)}$.

Finally, by letting $m \rightarrow \infty$ in (10), we obtain (9).
Note that the following result on the $R$-order of Halley's method is clear from (9).
Corollary 2.7. Under the conditions of Theorem 2.6, the Halley method is of $R$-order at least two.

### 2.3. Uniqueness of the solution

Now we establish the uniqueness of the solution $x^{*}$ of Eq. (1) by the next theorem.
Theorem 2.8. Let us suppose conditions (C1)-(C4) hold. The solution $x^{*}$ of Eq. (1) is unique in the region $B\left(x_{0}, \frac{2}{M \beta}-R \eta\right) \cap \Omega$.

Proof. We assume $z^{*}$ is another solution of (1) in $B\left(x_{0}, \frac{2}{M \beta}-R \eta\right) \cap \Omega$. Then, from

$$
\int_{0}^{1} F^{\prime}\left(x^{*}+t\left(z^{*}-x^{*}\right)\right) d t\left(z^{*}-x^{*}\right)=F\left(z^{*}\right)-F\left(x^{*}\right)=0
$$

we have to prove that the operator $T=\int_{0}^{1} F^{\prime}\left(x^{*}+t\left(z^{*}-x^{*}\right)\right) d t$ is invertible to obtain $x^{*}=z^{*}$. By the Banach lemma, we have to prove $\|I-T\|<1$. Indeed,

$$
\begin{aligned}
\|I-T\| & \leqslant\left\|\Gamma_{0}\right\| \int_{0}^{1}\left\|F^{\prime}\left(x^{*}+t\left(z^{*}-x^{*}\right)\right)-F^{\prime}\left(x_{0}\right)\right\| d t \\
& \leqslant M \beta \int_{0}^{1}\left\|x^{*}+t\left(z^{*}-x^{*}\right)-x_{0}\right\| d t \\
& \leqslant M \beta \int_{0}^{1}\left((1-t)\left\|x^{*}-x_{0}\right\|+t\left\|z^{*}-x_{0}\right\|\right) d t \\
& <\frac{M \beta}{2}\left(R \eta+\frac{2}{M \beta}-R \eta\right)=1 .
\end{aligned}
$$

This completes the proof.

## 3. On the $\boldsymbol{R}$-order of convergence

Observe that for the operator (5) we have $\omega(z)=\sum_{i=1}^{m} L_{i} z^{p_{i}}$. In consequence, $\omega(t z)=$ $\sum_{i=1}^{m}\left(L_{i} t^{p_{i}} z^{p_{i}}\right)$, and then, $\varphi(t)=t^{q}$, where $q=\min \left\{p_{1}, p_{2}, \ldots, p_{m}\right\}$, since $t \in[0,1]$ and $p_{i} \in[0,1]$, for all $i=1,2, \ldots, m$. In this situation, $A=\frac{1}{(1+q)(2+q)}$ and the sequence $\left\{b_{n}\right\}$ is reduced to

$$
b_{n}=b_{n-1} g\left(a_{n-1}\right) c_{n-1}^{1+q}, \quad n \geqslant 1 .
$$

Besides,

$$
h\left(\gamma x, \gamma^{1+p} y\right)<\gamma^{1+p} h(x, y), \quad \text { for } \gamma \in(0,1), p \in[0,1],
$$

with $x \in\left(0, \frac{3-\sqrt{5}}{2}\right)$ and $y \in\left(0,2(1+q)(2+q) \frac{x^{2}-3 x+1}{2-x}\right)$. Hence, for all $n \geqslant 2$,

$$
\begin{aligned}
& a_{n}<\gamma^{(2+q)^{n-1}} a_{n-1}<\gamma^{\frac{(2+q)^{n}-1}{1+q}} a_{0}, \\
& b_{n}<\left(\gamma^{(2+q)^{n-1}}\right)^{1+q} b_{n-1}<\gamma^{(2+q)^{n}-1} b_{0}
\end{aligned}
$$

and, for all $n \geqslant 1$,

$$
c_{n}<\gamma^{(2+q)^{n}-1} c_{0}=\gamma^{(2+q)^{n}} / g\left(a_{0}\right) .
$$

Therefore, we obtain new error bounds for the Halley's method

$$
\left\|x^{*}-x_{n}\right\| \leqslant f\left(a_{0}\right) \eta \gamma^{\frac{(2+q)^{n}-1}{1+q}} \frac{\Delta^{n}}{1-\gamma^{(2+q)^{n}} \Delta}, \quad n \geqslant 0
$$

from which we derive that the Halley sequence converges with $R$-order at least $2+q$, since

$$
\left\|x^{*}-x_{n}\right\| \leqslant \frac{f\left(a_{0}\right) \eta}{\gamma^{\frac{1}{1+q}}(1-\Delta)}\left(\gamma^{\frac{1}{1+q}}\right)^{(2+q)^{n}}, \quad n \geqslant 0 .
$$

Remark. Observe that if $F^{\prime \prime}$ is Lipschitz continuous in $\Omega$, then $F^{\prime \prime}$ satisfies (3) and $\omega(z)=$ $K z, K \geqslant 0$, so that Halley's method is of $R$-order at least three. If $F^{\prime \prime}$ is ( $L, p$ )-Hölder continuous in $\Omega$, then $F^{\prime \prime}$ satisfies (4), $\omega(z)=L z^{p}, L \geqslant 0$, and the Halley process is of $R$-order at least $2+p$.
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