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on brightness and spatial parameters of the ASAR images at five scale levels, and was verified with manual clas-
sification in four areas chosen to represent varying environmental conditions. The presented algorithm works
comparatively well with images of the ocean in freezing temperatures and strong wind conditions, common in
the Amundsen Sea. The detection rate was 96.2% which corresponds to 93.2% of the icebergs area, for all seasons.
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Icebergs The method was applied on 432 radar images acquired in 2011 under different meteorological, oceanographic

The Amundsen Sea and sea ice conditions. As an output a map showing the probability of finding icebergs has been created. It
shows that high probability coincides with depth contours and indicates a westward drift of the bergs throughout
the whole region.
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1. Introduction 2009). The glaciers that drain the West Antarctic Ice Sheet into the

The West Antarctic Ice Sheet is one of Earth's largest reservoirs of ice
and it has the potential to influence global sea level (Bamber et al.,
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Amundsen Sea are speeding up contributing to the ice mass loss
(Paolo et al., 2015; Pritchard et al., 2012; Rignot et al., 2013). Although
iceberg calving is a substantial part of the ice volume budget in this
area (Depoorter et al., 2013; Liu et al., 2015), focus has historically
been on the basal melt induced by ocean currents circulating below
the ice shelves (Jacobs et al., 2013, 2011; Pritchard et al., 2012). Large
quantities of glacial melt water have been observed in the water column
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on the Amundsen Sea shelf (e.g. Jacobs et al., 2012; Wahlin et al., 2010),
but it is not known whether this melt comes from the ice shelves or
from the icebergs already detached from the glaciers. It is not yet
known how large the net iceberg melt is in the Amundsen Sea, nor
the impact the melt has on the ocean circulation on the shelf. The fate
of the icebergs after calving, i.e. how they drift and where and why
they accumulate, is also a very recent topic.

Icebergs form through calving at ice shelves and glacier tongues in
coastal areas where glaciers terminate in the sea. They have an impact
on the local water circulation and primary production (e.g. Biddle
et al.,, 2015; Lancelot et al., 2009; Raiswell et al., 2008; Smith et al.,
2007), and also affect sea ice formation. Through iceberg drift large
quantities of freshwater are moved into the open sea where thin fresh
melt water-enriched surface layers can form as the bergs melt. The
amount of freshwater stored in the near-surface water column is a key
component of sea ice formation (Bintanja et al., 2015; Bjork et al.,
2002), which is particularly clear in the Southern Ocean where melting
icebergs are often surrounded by a tongue of sea ice. According to Liu
et al. (2015) ice mass loss due to iceberg calving in the Amundsen Sea
reaches 244 Gt/yr, which is presently the highest rate in Antarctica.
The estimated ice mass loss induced by basal melt in the basin is
484 + 57 Gt/yr and the total grounding line flux 505 + 24 GT/yr
(Depoorter et al,, 2013).

Ship observations of icebergs (e.g. Jacka and Giles, 2007; Romanov
et al., 2012) can provide detailed information about their size and
shape but are temporally and spatially limited. Satellite borne sensors,
e.g., radar altimeters, scatterometers or Synthetic Aperture Radars
(SAR), can provide data with wide area coverage and a relatively high
temporal resolution and are increasingly used in iceberg detection. Var-
ious sensors have different limitations. Because of low spatial resolution
only very large icebergs (>10 nautical miles along at least one axis) can
be monitored with the use of scatterometers (Stuart and Long, 2011).
Radar altimeters are limited when deformed sea ice is present
(Tournadre et al., 2012, 2008) and optical sensors are restricted by
clouds or darkness and can have difficulty distinguishing between
snow covered ice floes and icebergs (Fig. 1). SAR sensors can acquire
data under almost all meteorological conditions with relatively high
spatial resolution and is now commonly used for iceberg detection
(e.g. Silva and Bigg, 2005; Wesche and Dierking, 2012; Williams et al.,
1999; Willis et al., 1996; Young et al., 1998).

Icebergs are often regions of higher radar backscatter intensity than
their surroundings. As the relative dielectric constant value of non-
saline ice is low, the attenuation depth of the radar signal at C-band
may range from 1 to 14 m, depending on additional scattering caused
by air bubbles and other impurities within the berg (Langley et al.,
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2007; Rignot et al., 2001). Hence the backscatter of an iceberg is affected
by both surface and volume scattering. According to Young et al. (1998)
icebergs have backscatter intensity between — 6 dB to — 4 dB, or higher,
while the surroundings (mix of open water and sea ice) have less than
—10.5 dB. Silva and Bigg (2005) empirically determined the iceberg
threshold value of — 10 dB as a lower limit for the average backscatter
coefficient. Both studies were based on winter images. The intensity
threshold proposed by Willis et al. (1996) is based on resolution-
reduced images, combined with mathematical morphology operators.
Another type of pixel-based iceberg identification was developed by
Wesche and Dierking (2012) in which K-distribution functions were
used to identify relative cumulation distributions of icebergs and back-
ground from which intensity thresholds were determined. The perfor-
mance of such algorithms are good when there is high contrast
between the iceberg and its surroundings, but less good when the con-
trast is small e.g. in a rough sea state (Wesche and Dierking, 2012;
Williams et al., 1999).

The ability to distinguish icebergs from open water or low concen-
tration sea ice depends on meteorological conditions. If the air temper-
ature is above freezing, the backscatter of icebergs can be significantly
decreased due to wet snow or liquid water on the surface of the berg,
and they can appear as dark objects against a brighter background
(Wesche and Dierking, 2012; Willis et al., 1996). Willis et al. (1996) de-
termined the optimal wind conditions for iceberg detection in open
water as the wind speed below 5 m-s~! or above 11 m-s~ . Optimal
meteorological conditions for SAR iceberg detection are hence freezing
temperature and presence of young saline sea ice without any deforma-
tions (Wesche and Dierking, 2012). In such conditions icebergs appear
as bright objects against a darker background and can be identified
from the backscatter value. In non-optimal meteorological conditions
e.g. in wind-roughened open water conditions or the air temperature
at or above the melting point it is however more difficult to use pixel-
based methods to identify icebergs from SAR images (Wesche and
Dierking, 2012; Willis et al., 1996). The Amundsen Sea is characterized
by challenging conditions for iceberg detection through existing
methods, i.e. strong winds, cold winters and large sea ice drift, acting
to form a rough and highly variable sea- or ice surface that has scatter
properties comparable to the icebergs themselves. Despite the fact
that it is one of the most iceberg-rich seas in Antarctica only a few stud-
ies have been done on icebergs in the Amundsen Sea (Wesche and
Dierking, 2015).

In recent years there has been growing interest in methods studying
groups of pixels rather than single pixels. Segments of pixels are then
translated into objects, using state-of-art methods. Williams et al.
(1999) and Young et al. (1998) identified icebergs by detecting its

Fig. 1. Comparison of optical LANDSAT ETM + image, recorded on 29 Dec 2011 (left) and ENVISAT ASAR image, recorded on 30 Dec 2011 (right). Icebergs (red outline) cannot be
distinguished from snow covered sea ice floes on the optical image (left) and they can be easily recognized on the corresponding ASAR image (right). Red outlines are digitized

icebergs (left) and results of the classification (right).
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edges from the backscatter gradient by an algorithm proposed by
Sephton et al. (1994). The method is limited to icebergs bigger than 6
pixels and generally overestimates the iceberg area. Silva and Bigg
(2005) also utilized an algorithm with edge detection using the
multiresolution filter of Fjortoft et al. (1999). Segments were created
using the watershed algorithm (Beucher and Lantuejoul, 1978) and ho-
mogenous objects were merged, based on proportion of shared border
and average intensity difference between two touching segments. A
strength of this method is that the formed objects have spatial informa-
tion associated with them, e.g., area, perimeter, width, length etc., which
can be used during the classification process. To identify icebergs Silva
and Bigg (2005) used both backscatter coefficient and geometrical
properties. The study showed that spatial features can significantly im-
prove the classification performance, and their algorithm gave better re-
sults than the sigma-on-mu filter and pixel bonding presented in
previous studies (Williams et al., 1999; Young et al., 1998).

More advanced methods for object identification, referred to as Ob-
ject Based Image Analyses (OBIA), have been developed and applied to
e.g. land-use classification (Cleve et al., 2008; Gholoobi et al., 2010;
Whiteside et al.,, 2011) where they have provided substantial improve-
ment. This class of techniques builds on segmentation, edge-detection,
feature extraction and classification concepts that are combined to im-
prove the performance. Moreover OBIA is inextricably linked to multi-
scale analysis concepts. Multi-scale analysis, i.e. segmentation of objects
at multiple scale levels and building a hierarchical network of super-
and sub-segments (Baatz and Schdpe, 2000), is an important tool.
Each scale layer corresponds to a specific spatial scale of features in
the environment, for example, different sizes of icebergs. The
multiresolution segmentation algorithm was implemented in the
eCognition Developer software around which much of the OBIA devel-
opment originated (for a review see e.g. Blaschke, 2010). Today, OBIA
or GEOBIA (Geographic Object-Based Image Analysis) is a rapidly grow-
ing and evolving methodology in remote sensing and GIScience
(Blaschke et al., 2014).

We will here for the first time apply OBIA to SAR data in order to
classify icebergs. In order to examine whether classifying objects rather
than pixels improves classification results in images influenced by
speckle noise radar data, the present investigation was undertaken.
The study is focused on iceberg detection in the Amundsen Sea, a region
in which it is notoriously difficult to detect icebergs due to the prevail-
ing high winds causing sea ice deformations. Parameters based on
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brightness value and spatial parameters of icebergs in the Amundsen
Sea are analyzed, and a methodology for iceberg detection and classifi-
cation based on the results is presented. We use the new method to cal-
culate the probability of icebergs occurrence in the Amundsen Sea in
2011.

2. Data and study area

For the development of the method 432 ENVISAT ASAR Wide Swath
Mode (WSM) Level 1b images recorded between 1 January and 31 De-
cember 2011 covering the Amundsen Sea shelf area (Fig. 2) were ana-
lyzed. ASAR WSM are medium resolution radar images acquired at C-
band (5.3 GHz) and HH or VV polarization using the ScanSAR technique
(Envisat ASAR Product Handbook, 2007). They are provided at a pixel
size of 75 m x 75 m, with an effective spatial resolution of 150 m x
150 m and incidence angle 17°-43°. For this study only HH polarized
data were available.

Air temperature and wind data were taken from the European Cen-
tre for Medium-Range Weather Forecasts (ECMWF) ERA interim re-
analysis data (Dee et al., 2011; Fig. 2) which according to Bracegirdle
and Marshall (2012) is the most accurate of the six major meteorologi-
cal reanalysis products covering the Amundsen Sea (see also Carvajal
et al. (2013) and Wahlin et al. (2013) for more comparisons of
ECMWEF wind data in the in the Amundsen Sea region). The Amundsen
Sea is characterized by a seasonal ice cover, cold winters and strong
winds. Fig. 3 shows the temperature and wind speed in the four control
points (Fig. 2). Freezing conditions and strong winds, challenging condi-
tions for iceberg detection, occur in the Amundsen Sea throughout the
year. Temperatures above zero degrees Celsius, at which icebergs can
appear as dark objects against a bright background in the radar images,
were noted in January and December at all four control points. However,
the low summertime winds appear to counteract this and dark icebergs
against a brighter background were present on only one image, record-
ed on 24 Dec 2011 and hence not further considered here.

3. Preprocessing of the data
3.1. Reprojection and radiometric calibration

The ASAR WSM Level 1b product includes slant range to ground
range correction but the data are not geolocated or radiometrically
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Fig. 2. Overview of the Amundsen Sea region, indicating data cover, location of verification polygons (cross-hatched, from left AOI1, AOI2, AOI3, AOI4) and location of points where

meteorological data where studied (P1-P4).
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filtered

Fig. 4. Comparison between original image and image filtered using Frost Filter with kernel size 3 x 3. The two red contours indicate the border of two icebergs in the unfiltered image and
demonstrate the effect of the filter (subsets present zoomed-in version of the right-hand iceberg).

calibrated. As a first step all images were georectified to Lambert
Azimutal Equal Area projection (central meridian - 115°W and lati-
tude of origin - 90°S) using NEST DAT 5.1 (Next ESA SAR Toolbox,
2015). As the study is focused on the Amundsen Sea a subset (longi-
tude 100°W - 135°W, latitude 70°S - 76°S) was extracted from the
original image.

In order to remove radiometric distortions caused by the varying in-
cidence angle the images were calibrated to show the normalized
gamma () coefficient according to Rosich and Meadows (2004):

_ DN? sina )
- K cosa

where K is the absolute calibration constant, DN? is pixel intensity
and « is incidence angle.

3.2. Filtration

Speckle noise (the grainy ‘salt and pepper’ pattern caused by ran-
dom interference) inherently exists on SAR images, and this disturbance
has to be reduced. This can be achieved by multi-looking or spatial filter-
ing. Multi-looking (i.e. summing and averaging single looks) is usually
done during signal processing. It reduces speckle but results in a spatial
resolution loss (Raney, 1998). The current ASAR WSM data have 11.5
equivalent number of looks at a ground resolution of 150 m (Envisat
ASAR Product Handbook, 2007). Additional speckle reduction by spatial
filtering was also performed. In order to preserve the edges better the
filtering was performed on the square root of vy (Eq. 1).

A good filter for our purposes should reduce speckle while preserv-
ing edges between different areas and spatial signal variability. Spatial
filters can be either non-adaptive or adaptive. Non-adaptive filters can
be based on the mean or the median and use the same set of weights
over the entire image. They tend to smooth away details such as
edges. Adaptive filters, for example Frost (Frost et al., 1982) and Lee
(Lee, 1981) filters accommodate changes in local properties and tend
to better preserve edges while removing speckle noise (Mansourpour
et al., 2006; Serkan et al., 2008; Wang et al., 2012). For the current
data a Frost filter (Frost et al., 1982) with kernel size 3 x 3 was used.
The effect of the filter is shown in Fig. 4: It reduces the speckle and
makes objects more homogeneous (thereby aiding the segmentation

process) by smoothing of details. However, it also blurs the image and
slightly increases the size of objects.

After filtering the data were converted to logarithmical scale (dB) ac-
cording to:

y[dB] = 10 - logy¢y (2)

4. Icebergs detection

In order to improve automatic detection of icebergs in the challeng-
ing environmental conditions (i.e. presence of deformed sea ice) an
OBIA based detection algorithm was developed. An overview of the
identification process is presented in Fig. 5. The SAR image is divided
into objects through a segmentation algorithm (Section 4.1). These are
then identified as icebergs or non-icebergs (Section 4.2). In order to cor-
rectly identify icebergs of all different sizes, a method employing several
segmentation levels (corresponding to different size objects), the multi-
scale segmentation described in Baatz and Schdpe (2000), was imple-
mented. The method creates a hierarchical network of super- and sub-
segments and allows examination of relations between objects at differ-
ent scale levels. The method was implemented using the eCognition De-
veloper software (eCognition Developer, 2015).

4.1. Segmentation

Fig. 6 shows a sketch of the segmentation process. It starts from sin-
gle pixels at the bottom level. At each step a pair of objects is merged
into a larger segment until the maximum permitted heterogeneity for
that level (given by the user-defined scale parameter) is achieved. The
merging decision is based on the homogeneity value, which is a combi-
nation between the object's shape and how homogeneous its brightness
is. The relative importance between shape and brightness is set by the
user. The shape parameter is used to prevent segments having frayed
borders. More weight on smoothness maintains the ability to produce
non-compact data while more weight on compactness gives more
round objects. The latter is used when rather compact objects are to
be separated from non-compact segments by relatively weak spectral
contrast. The relative importance between smoothness and compact-
ness is also set by the user.

Fig. 3. Daily air temperature (a-d) and daily wind speed conditions (e-h) in the four verification points indicated in Fig. 1. The dashed lines show the optimal temperature (below 0 °C) and
wind speed values for iceberg detection (below 5 m-s~! or above 11 m-s~!) (Wesche and Dierking, 2012; Willis et al., 1996).
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Fig. 5. Flowchart of the object-based iceberg identification process. Dashed rectangle illustrates how the segmentation is performed at the five scale levels, and the parameters used for

iceberg classification at each level (see also Table 2).

Merging stops when the homogeneity of the merged object ex-
ceeds the value of the scale parameter. A higher scale parameter
will hence allow more merging which results in larger objects
and vice versa. The process is reversible, i.e. objects can be created

by starting from larger segments (at larger scale parameter) and
splitting them into the most homogeneous elements possible.
Using this method a number of objects are defined at each scale
level.

a | | Entire image b
Scale parameter

Homogeneity

I ] I Superobject ] Level 1
.:,..,-' ’o.‘_. / ....... @ Brightness

I ] I Nei;hbor-}+lmage objecl-H— Nei;hbor ] Level 2

LI I | [subobiect] [ ]

Level 3

Smoothness

DDDDDDDDDDDDDDD Pixel level I

Fig. 6. Network of sub- and super objects created during multiresolution segmentation process (a) and conceptual sketch showing how the homogeneity value is a combination of
brightness and shape, and smoothness and compactness (b). Arrows show the relative importance between the two parameters, a value between 0 and 1 that is set by the user (Table 1).



A.K. Mazur et al. /| Remote Sensing of Environment 189 (2017) 67-83 73

Table 1
Scale parameter and shape and compactness weight parameter settings appropriate for
the segmentation process. Level refers to icebergs sizes - the higher level the smaller
objects.

Relative importance of

Level Scale parameter Shape (%) Compactness(%)
1 75 10 10
2 50 10 10
3 25 10 50
4 10 10 50
5 5 10 50

The scale, shape and compactness parameters - needed for automat-
ic segmentation - are shown in Table 1. They were chosen using the Es-
timation of Scale Parameter 2 (ESP 2) tool (Dragut et al., 2014) and
based on visual interpretation of segmentation results. Five different ob-
ject levels were used in order to encompass the different sizes of ice-
bergs present in the area (Fig. 7). The segmentation process was
started from creating large objects that were split into smaller segments
at the next segmentation stages. The shape weights were set to 0.1. The
compactness weights were set to 0.1 for higher scale parameters and
0.5 at the lower levels.

Level 2

Table 2
Number of object samples of icebergs and background at different levels.

Number of samples

Level Icebergs Background
1 35 345

2 47 561

3 189 762

4 491 970

5 457 865

TOTAL 1219 3503

Furthermore a coastline shape file was added in order to block out
the continent during the segmentation process.

4.2. Separating icebergs from background objects

The next step is to separate icebergs from the background. As ob-
jects' properties differ with scale levels, classifiers and thresholds have
to be determined at each level separately. To do this, 12 sample images

were selected (recorded on 24 Jan, 16 Feb, 17 Mar, 15 Apr, 15 May, 16
Jun, 16 Jul, 16 Aug, 15 Sep, 16 Oct, 15 Nov and 15 Dec) with different

Level 1

Level 3

Fig. 7. An example of an original image and segments at different scale levels.
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seasons, sea state, sea ice conditions and incidence angle. Through the
segmentation algorithm, 4722 objects were obtained. In similarity
with the algorithm development in e.g. Wesche and Dierking (2012);
Williams et al. (1999); Willis et al. (1996); Young et al. (1998) these
were visually inspected and classified into 1219 iceberg objects and
3503 background objects (Table 2).

Fig. 8 shows the icebergs (blue triangles) and background (black
dots) objects as a function of vy (Eq. 2) and incidence angle. As can be

y (dB)

241 4 lcebergs (93.2%) p~:
= e Background (94.7%)
e 20 24 28 32 36 40 44
Incidence angle (°)
c 4

Level 2

o
2
>
-24 [
4 |cebergs (85.1%) .
e Background (96.8%)
-28
16 20 24 28 32 36 40 44
Incidence angle (°)
e 4

Level 4

y (dB)

4 |cebergs (90.8%) .
e Background (93.2%)
-28
16 20 24 28 32 36 40 44

Incidence angle (°)

seen, even though <y is normalized with incidence angle the distinction
between icebergs and background still vary with the angle. The empir-
ically best linear fit of the threshold yr as a function of incidence angle
(o) is given by:

Yr=-02 -«

b 4

Level 1

y (dB)

4 |cebergs (94.3%)
e Background (98.3%)

16 20 24 28 32 36 40 44
Incidence angle (°)

Level 3

Y (dB)

4 |cebergs (91.5%)

e Background (96.2%)
16 20 24 28 32 36 40 44
Incidence angle (°)

y (dB)

A |cebergs (97.2%)
o Background (92.5%)

6 20 24 28 = & -
Incidence angle (°)

Fig. 8. Result of the manually classified sample images (purple is icebergs, black is background) together with the best linear fit (Eq. 3) for the distinction between icebergs and the
surroundings (red line) for all samples (a), level 1 (b), level 2 (c), level 3 (d), level 4 (e), level 5 (f). The values in parentheses show the automatic detection performance based on the

linear fit.
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Fig. 8 shows that over 90% of the objects in the test images were clas-
sified correctly using Eq. 3. Misclassifications occur mainly at the near
and far range of the image and they are mostly background objects clas-
sified as icebergs (‘false alarms’). There are also some iceberg objects
classified as background (‘misses’), especially at level 2.

In order to improve the automatic classification further, two contrast
parameters were created: the y_mean-range and the 'y_mean-neighbors.
The y_mean-range is the difference between vy of an object and the
mean 7y of objects within 50 pixels from it. The y_mean-neighbors is
the difference between 7y of an object and the mean vy for neighbor ob-
jects (i.e. which share border). In general, the higher the values of
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lationship between the ©y_mean- range parameter and vy at different
scale levels while the relationship between the y_mean-neighbors pa-
rameter and y is presented in Fig. 10. In both cases iceberg and back-
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minimum y_mean-range and 'y mean-neighbors value classified as ice-
bergs was added (Figs. 9 and 10, purple lines).

According to the contrast parameters (Figs. 9 and 10), iceberg ob-
jects should be the brightest segments amongst their neighbors. How-
ever, sea ice in a late stage of development can sometimes be brighter
than the icebergs. Hence, a contrast and homogeneity based parameter
- the y_std-range — was created that quantifies the homogeneity of the
iceberg. The y_std-range is the difference between the standard devia-
tion of an object's y and the standard deviation of 7y for objects within
50 pixels from it. This parameter makes it easier to distinguish icebergs
when they are surrounded by sea ice floes, as icebergs are usually more

homogenous. The higher the value of the y_std-range parameter, the
more homogeneous the segment is compared to the surroundings.
The determined thresholds of the y_std-range parameter are presented
in Table 3 for different scale levels. Sea ice floes have a typical size that
appears at levels 3, 4 and 5 and the y_std-range threshold was added
at those scale levels.

In order to improve the algorithm even further spatial features of the
objects were also included. Icebergs are usually more compact and have
less frayed borders compared to background segments. Even though
spatial features cannot be used alone to separate icebergs from back-
ground, it can be used to improve the results based on the -y and contrast
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Table 3
The y_mean-range, the y_mean-neighbors and the y_std-range thresholds as a value and as
a function of vy at different scale levels.

y_mean-range y_mean-neighbors vy_std-range
Level 1 >5.8 —0.85-y +1 >5.8 —0.85-y +1 -
Level 2 >41 —0.85-y >5.5 —0.85-y -
Level 3 >3.6 —0.85-y — 1 >4.0 —0.85-y >2.5

Level 4 >3.6
Level 5 >3.7

—085y —2 >33
—085y —1  >31

—085y—2  >17
—085y—1  >12

criteria. The spatial parameters considered here were: area, border
index, compactness and roundness or rectangular fit (Table 4). The
area is given by the number of pixels forming an object. The border
index and compactness parameters describe the smoothness of an ob-
ject. The border index is calculated as the ratio of the border length of
the object and the border length of its smallest enclosing rectangle.
Compactness is calculated as the product of the object's length and
width divided by its area. In both cases the value 1 describes a smooth
segment without any frayed borders. The roundness and the rectangu-
lar fit parameters are used to describe the shape. The roundness is calcu-
lated as the ratio between the radius of the smallest enclosing ellipse
and the radius of the largest enclosed ellipse of the object. The rectangu-
lar fit is based on the rectangle with the same area as the considered ob-
ject and compares the area of the object outside this rectangle with the
empty area inside the rectangle. In general the lower roundness value
the more round an object is and the closer to the value 1 the rectangular
fit parameter is the more square a segment is. During the classification
process round and rectangular icebergs were analyzed separately. A
more detailed description of all spatial parameters is available in the
eCognition Developer reference book (Trimble Documentation, 2014).
Similarly to the 7y value based parameters the thresholds were deter-
mined based on sample analysis and set to the minimum or maximum
values observed amongst all iceberg samples at each scale level
(Table 4).

Fig. 11 shows the result for all the samples after applying all above
mentioned parameters and thresholds. As can be seen there is a certain
overlap in the parameter values between icebergs and background
which results in icebergs not distinguished or background objects mis-
takenly classified as icebergs (see e.g. Wesche and Dierking, 2012).

The classification accuracy based on mean segment brightness only
is about 94.3%. After implementing contrast and shape parameters the
overall accuracy increased to 97.4%. There is a small increase in number
of misses after applying contrast and shape parameters particularly in
summer and autumn where sea ice floes characteristics are very similar
to icebergs properties. This is due to the inherent trade-off between de-
tection rate and false alarm rate. False alarms (e.g. present on the left
side of the plot) are caused by high backscatter for water under near in-
cidence angles or free-flowing, deformed sea ice floes with high bright-
ness. The former were partially corrected by use of the spatial
parameters (orange dots). Missed icebergs (e.g. present on the right
side of the plot) are caused by low brightness contrast between icebergs
and surroundings (sea ice in late stage of development). The thresholds
were set to reduce the false alarm rate during summer and autumn, and
the average false alarm rate was <1% of all objects after implementing
contrast and shape parameters in the classification. The highest level

Table 4
The threshold values of spatial parameters at different scale levels set in the iceberg clas-
sification process.

Parameter Level 1 Level 2 Level 3 Level 4 Level 5
Area <8000 <7000 <950 <500 <120
Compactness <1.7 <23 <27 <37 <2.1
Roundness <09 <14 <19 <2.1 <13
Rectangular fit >0.8 >0.6 >0.5 >0.4 >0.6
Border index <16 <1.7 <2.1 <2.1 <16

Icebergs (92.1%)
Background (99.1%)
Misses (7.9%) “ =
False alarms (0.9%) ¥
Background corrected by spatial parameters

e o »

16 18 20 22 24 26 28 30 32 34 36 38 40 42
Incidence angle (°)

Fig. 11. Classification result of all object samples based on defined parameters and
thresholds. The red line is the best linear fit for the distinction between icebergs and the
surroundings based on the object brightness value (see Fig. 8a). Purple and black dots
are correctly classified icebergs and the background, respectively. Red triangles
represent missed icebergs, green triangles are false alarms. Orange dots are background
objects classified as icebergs by parameters based on the brightness value but corrected
with the use of spatial parameters.

of both misses and false alarms were observed at scale level 4, the size
of many sea ice floes formed in the Amundsen Sea.

5. Results and validation

Using the results from the previous section, classification of created
objects was performed on SAR data collected over the Amundsen Sea
during 2011. The largest objects were created at level 1 and classified
into icebergs and background based on the thresholds determined dur-
ing analysis of samples at this level (Table 3-4). Next, the image was
segmented again creating level 2, leaving out objects classified as ice-
bergs in the previous classification. Classification of icebergs was then
again carried out based on thresholds corresponding to level 2
(Table 3-4). In a similar fashion segmentation and classification was
conducted at the three remaining levels. The segmentation and classifi-
cation process depends on the image size and takes between 5 and 15
min on an Intel Core 17 CPU workstation with 16 GB of memory. An ex-
ample of the result is shown in Fig. 12.

After visual inspection (with detection of missed icebergs and false
alarm reduction) the iceberg segments were exported as a shape file.

In order to validate the classification results we used Level-1B imag-
ery taken from the Digital Mapping System (DMS) over the Amundsen
Sea during NASA's Operation IceBridge mission in 2011 (Dominguez,
2010). In general iceberg detection on radar data depends on many fac-
tors and is not directly limited by the pixel size. However, there were 12
icebergs which were detected on IceBridge images and were smaller
than 150 m along both axes (width and length), none of which could
be seen on ASAR images. If at least one dimension is larger that the
pixel size (150 m) an echo signal might be high enough that an iceberg
can be detected on ASAR data; there were 29 such icebergs identified in
IceBridge data that overlapped in time and space with ASAR acquisitions
(e.g. Fig. 13).

Comparing the two data sets, 16 icebergs out of 29 could be detected
and were correctly identified on overlapping IceBridge and ASAR im-
ages. Undetectable icebergs, i.e. icebergs present on IceBridge images
and not seen on overlapping ASAR images occured in 11 cases, and 9
icebergs out of these 11 were larger that the pixel size (150 m) in one
dimension. Two icebergs out of 18 detectable were missed in the auto-
matic detection process but could be detected manually on the ASAR
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Level 2

Level 1

Fig. 12. An example of an original image and classification results at different scale levels (before visual inspection). Blue color indicates no icebergs detected, white areas indicate detected

icebergs.

images. It was also noted that icebergs closer than 150 m apart were not
separated in the segmentation process as single segments. As a result
clusters of icebergs were merged into one object (eg. Fig. 13, lower
subset).

In general it is difficult to distinguish icebergs from sea ice floes on
Landsat imagery, which is also affected by stripes on large portions of
the image caused by the failure of the scan line corrector (see e.g. Fig.
1). Hence Landsat imagery could not be used for validation of the algo-
rithm. However by picking icebergs from SAR images and locating them
on corresponding Landsat images we could compare the size estimate
from radar and optical data. This was done by manually digitizing
bergs present on IceBridge and Landsat data (e.g. Fig. 1 left), calculating
the area and comparing it with the classification results (Fig. 14). As ex-
pected, larger icebergs had smaller relative error in the size estimate.
For icebergs larger than 5 km? the error was around + 5%, and for ice-
bergs with an area larger than 50 km? the error was around +1%.
Higher relative size errors, even up to + 100% for the smallest ones hav-
ing an area comparable to the pixel size, were observed for smaller ice-
bergs (Fig. 14).

Since available iceberg observations from independent sources such
as Landsat and IceBridge are very limited, further examination of the al-
gorithm performance is done based on manually classified icebergs in

the ASAR images (in similarity with e.g. Silva and Bigg, 2005; Wesche
and Dierking, 2015; Williams et al., 1999). For that purpose four verifi-
cation areas (90 x 90 km) were selected (Fig. 2). These areas represent
specific regions: (i) where icebergs tend to drift together with sea ice
(AOI 1 and AOI 4), (ii) where icebergs accumulate but high sea ice
drift is present (AOI 2), (iii) where icebergs often accumulate and
there is little sea ice drift present (AOI 3). The images for verification
were randomly chosen from all four seasons, avoiding the images
used to calibrate the algorithm (Table 2). A comparison between auto-
matic (using the criterion in Tables 3-4) and manual detection for dif-
ferent areas and seasons is presented in Table 5. The comparison was
made before the manual reclassification of misses and false alarms
was undertaken.

Additionally in each verification area Cohen's Kappa coefficient (&),
comparing the observed accuracy with the expected, was calculated
(Cohen, 1960) (Table 6). When there is no agreement other than that
which would be expected by chance k is zero. When there is total agree-
ment, K is one.

Based on Table 6 the worst classification results were obtained
in spring in AOI 1 and in autumn in AOI 4 (Fig. 15), during wind-
roughened water (Fig. 15a) and presence of sea ice floes (Fig.
15b).
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Fig. 13. An example of IceBridge aerial photographs taken on 17th Oct 2011 (subsets) and
an ASAR image taken on 18th Oct 2011 (background). The blue lines indicate the
classification result compared with an ASAR data and a high resolution aerial image.
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Fig. 14. Comparison between icebergs sizes estimated from ASAR images and from
Landsat (black) and IceBridge (red) images. Values in the table are derived from Landsat
images.

Table 6

The Kappa coefficient (k) calculated in different verification areas.
Area Summer Autumn Winter Spring
AOI'1 0.973 0.892 0.964 0.569
AOI 2 0.992 0.891 0.960 0.885
AOI 3 0.879 0.906 0.857 0.923
AOl 4 0.809 0.224 0.892 0.839

Although the majority of the icebergs present in those polygons
were detected, false alarms were also observed. Sea ice-induced mis-
classification (mainly during summer and autumn) was more common
than wind-induced misclassification. Wind-induced misclassification
occurred on a few images only, and it was limited to the near range of
the radar scene. For wind-induced misclassification all icebergs were
classified but the false alarm rate was 28.6% of the number of icebergs
(i.e. the algorithm detected 28.6% more icebergs than present in the
area), which corresponded to an iceberg area overstimation of 1.5
times (Table 5). This accounted for 0.15% of the total area. Table 7
shows iceberg classification results as a function of size and season for
the four AOI's. Icebergs smaller than 1 km? had an average detection
rate of 96.9%, while icebergs larger than 1 km? had lower detection
rate of 95.4%. The average was 96.2%, which corresponds to 93.2% of
the iceberg area. One of the worst classification results is shown in Fig.
15b, where false alarms led to a doubling of the number of icebergs
and a large overstimation of the iceberg area. However, such high false
alarm rate (0.75% of the total polygon area) were observed on only
about 5% of the images and in certain parts of the Amundsen Sea. The
the overall false alarm rate for all verification polygons was 7.0%
(16.8% based on the iceberg area) and the overall rate of misses was
3.8% (6.8% based on the iceberg area) (Table 5). The highest number
of missed icebergs were observed in AOI 3 - where icebergs accumulate.
Misclassifications appear to be caused by icebergs frozen together or
being very close. Icebergs which are within 1 pixel distance are rarely
separated during the segmentation process. Also large icebergs, if not
sufficiently homogeneous, may be under segmented. However, it is
straight forward to resegment and reclassify such areas during the man-
ual misses and false alarm reduction.

As an application and output of the new algorithm, a probability map
has been constructed (Fig. 16). The colors indicate the probability of
finding an iceberg inside a grid cell (7.5 x 7.5 km), calculated by division
of the number of days that an iceberg is found by the number of days
that have SAR image coverage. As expected there is a high probability
of finding icebergs on top of shallow ridges and banks, with probability
curves coinciding with depth contours in areas close to the main iceberg
sources (i.e. the ice shelf fronts). The fact that the bathymetric data so

Table 5
Comparison between automatic and manual detection of icebergs in different seasons of 2011. AOI 1 indicates area of interest 1, etc. (Fig. 2).
AOI Summer Autumn Winter Spring
Number of Area of icebergs Number of Area of icebergs Number of Area of icebergs Number of Area of icebergs
icebergs (km?) icebergs (km?) icebergs (km?) icebergs (km?)
1 Correct 7 32 52 226 30 425 21 7.8
Miss 0 0.0 7 3.6 0 0.0 0 0.0
False alarms 1 0.2 8 1.8 2 3.1 6 11.8
2 Correct 41 129.7 64 94.2 93 133.6 63 94.2
Miss 0 0.0 1 0.6 2 22 1 1.9
False alarms 2 22 1 22.1 4 8.7 3 22.1
3 Correct 145 2189 166 249.6 150 228.0 149 236.9
Miss 10 314 5 19.9 5 323 4 9.9
False alarms 4 26.6 2 299 5 40.8 5 28.6
4 Correct 4 2.7 28 8.9 99 474 33 183
Miss 3 13 4 1.6 1 0.4 0 0.0
False alarms 0 0.0 33 59.4 6 111 1 7.0
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Fig. 15. Example of classification errors: false alarms due to presence of wind-roughened water in AOI 1 during spring (a) and false alarms caused by presence of deformed sea ice in AOI 4
during autumn (b). Blue color indicates detected icebergs, red and green are false alarms and misses, respectively.

closely coincides with the iceberg probability lends further support to
the reliabiity of the method. It can be noted that the high probability
of icebergs is centered on the eastward side of ridges, indicating a west-
ward drift of the bergs throughout the whole region.

6. Discussion

An object-based algorithm for iceberg detection, implemented for
the Amundsen Sea, has been presented. This is the first time that an ice-
berg detection algorithm has been applied and verified in the Amund-
sen Sea for all seasons. The only previous study implemented to this
region before was the work by Wesche and Dierking (2015), a pixel-
based algorithm based on data aquired during September-October
1997.

In general the current method was shown to work well under atmo-
spheric and oceanographic conditions often prevailing in the Amundsen
Sea, i.e. cold temperatures and hard winds. The (limited) available inde-
pendent validation data (aerial images from operation IceBridge,
Dominguez, 2010) show that as expected icebergs smaller than the
pixel size (150 m) along both axes are in general not visible on ASAR im-
ages. However, the icebergs that were sufficiently large to be detected
on ASAR images were shown on their positions and with no false alarms
and only few misses as compared to IceBridge data. It would be desir-
able to in the future have better validation of ASAR detection of icebergs
for example by increased optical data gathering or GPS tracking of
icebergs.

Error estimates of the iceberg size were also conducted comparing
IceBridge and Landsat data to the results of the automatic ASAR classifi-
cation. In general both positive and negative deviations in iceberg areas
were observed and the average error was 4-25%. This can be compared
to the algorithm presented by Wesche and Dierking (2012) which
tended to overestimate the area by 10 £ 21% and to Williams et al.
(1999) and Young et al. (1998) that overestimated the area by 20%. In
general icebergs smaller than 0.5 km? differed by +48%, icebergs

between 0.5 and 1 km? differed by + 20%, icebergs between 1 and 5
km? differed by 13% and icebergs larger than 5 km? differed by about
=+ 3%. The highest relative errors, up to 4 100%, were obtained for the
smaller icebergs that were comparable in size to ASAR pixels. This is a
limitation of the available medium resolution data source and this un-
certainty has to be considered in future studies concerning iceberg
mass budgets and trends in the Amundsen Sea.

Validation of the algorithm itself was performed by comparing man-
ually detected icebergs in the ASAR images to the automatic classifica-
tion results in four areas of interest (Fig. 2), in similarity with e.g. Silva
and Bigg (2005); Wesche and Dierking (2015) and Williams et al.
(1999). The presented algorithm has an average detection rate of
96.2% (corresponding to an area of 93.2%) in the Amundsen Sea. This
can be compared to the one presented by Wesche and Dierking
(2015) that detected on average 46% (corresponding to an area of
86.7%), the one by Williams et al. (1999) (detecting 84%) and Silva
and Bigg (2005) (detecting 70%, corresponding to 70% of the area). In
the present study ASAR WSM data with pixel size 150 m x 150 m
were used, while Wesche and Dierking (2015) used Radarsat-1 Antarc-
tic Mapping Project mosaic and both Williams et al. (1999) and Silva
and Bigg (2005) used ERS-1 images. Both Wesche and Dierking
(2015) and Williams et al. (1999) used SAR data with spatial resolution
of 100 m x 100 m. The results of Silva and Bigg (2005) were based on
SAR images with a pixel size 25 m x 25 m. It should also be pointed
out that the present study applies to radar images recorded for the
whole year, while previous studies only used winter images.

Although the proposed algorithm shows noteworthy improvement
compared to existing methods, false alarms still appear in particular in
areas where wind-roughened open water or highly deformed sea ice
floes are present (spring AOI 1 or autumn AOI 4; Table 6). The backscat-
ter coefficient of such sea ice floes overlaps with that of icebergs, and
they also tend to form quite compact objects with high contrast to the
surrounding water. Such sea ice conditions require high user interven-
tion. Excluding these cases the presented algorithm had an average

Table 7
The percentage rate of correctly classified number and area of icebergs of different sizes in different seasons of 2011.
Summer Autumn Winter Spring
Icebergs area Number of Area of icebergs Number of Area of icebergs Number of Area of icebergs Number of Area of icebergs
(km2) icebergs (%) (%) icebergs (%) (%) icebergs (%) (%) icebergs (%) (%)
<0.5 96.0 95.5 94.0 93.0 99.4 99.2 100 100
0.5-1.0 90.8 90.5 96.2 96.0 98.9 98.5 98.5 98.3
1.0-5.0 96.3 97.7 96.1 95.3 96.8 92.6 95.9 94.5
>5 85.7 84.8 85.7 86.9 84.6 88.2 100 100
Net: 93.8 91.6 95 93.6 97.9 92.8 98.2 96.8
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Fig. 16. Probability of icebergs occurrence in the Amundsen Sea in 2011. Thin lines indicate bathymetry according to the IBCSO database (Arndt et al., 2013) colors indicate iceberg

probability according to the color map.

false alarm rate of 3.9% (based on total number of detected icebergs),
which corresponds to an area of 12.6%. The false alarm area accounted
for 0.27% of the total verification area. Including the worst scenarios
the average false alarm rate based on iceberg number was 7.0%,
overestimating the total iceberg area by 16.8% (i.e. 0.29% of the total ver-
ification area). This can be compared with the algorithm presented by
Williams et al. (1999) generating around 38% of false alarms based on
iceberg number and with the method of Silva and Bigg (2005) which
overestimated the iceberg area by 30%.

The dependency of the performance of the algorithm on iceberg size
(Table 7) is inverse compared to most previous studies. Silva and Bigg
(2005), Wesche and Dierking (2015) and Williams et al. (1999) all
had increased detectability for larger icebergs (larger than 1 km?),
while the present algorithm had better detection rate for the smallest
icebergs. Hence the present algorithm is well suited for the Amundsen
Sea where icebergs smaller than 1 km? represent around 60% of the
population. The reason that the present algorithm better classifies
smaller icebergs might be the use of objects, together with parameters
which consider relationships between neighbor segments (Table 3-4,
Figs. 9 and 10). Small icebergs are in most cases single objects
surrounded by water or sea ice and will be well separated by such an al-
gorithm. The method used in this study also separates icebergs from sea
ice even with only slightly lower vy values, which is often observed dur-
ing summer months. The reason for the lower detection rate for larger
icebergs (1-5 km?) appears to be that they get stranded and accumu-
late, posing difficulties for the algorithm. The present data set only
had a small number of very large icebergs (>10 nautical miles along at
least one axis) on which the thresholds were based (Table 3-4), and im-
proving the method for very large icebergs is a subject for future work
involving even larger datasets.

The performance of the present algorithm is at a similar level during
all seasons (except AOI 4 in spring and AOI 1 in autumn) and it tends to
generate similar amount of false alarms and misses (3.9% and 3.8%, re-
spectively). The classification accuracy is, in common with other algo-
rithms (Silva and Bigg, 2005; Wesche and Dierking, 2015; Williams
et al., 1999; Young et al., 1998), improved by manual inspection and re-
moval of false alarms from the dataset. It is expected that dual-polarized
and higher resolution radar data e.g. provided by the SAR sensor on the
SENTINEL-1 satellite might significantly improve the performance in
the future and also decrease the error in size estimation, especially for
icebergs smaller than 1 km?.

It is expected that the present method will make it possible to ad-
vance the important and in the Amundsen Sea comparatively unex-
plored fields of iceberg formation, drift, and melting including its

influence on water masses, sea ice formation and ocean circulation.
There is also a lack of knowledge of the large-scale surface ocean circu-
lation in the Amundsen Sea, since in situ data are sparse and remote
sensing methods often fail due to the sea ice cover.

7. Summary

In this study 432 ASAR WSM images acquired in 2011 were analyzed
in order to detect and classify icebergs in the Amundsen Sea, Antarctica.
An object-based iceberg classification algorithm was developed and
shown to work well under atmospheric and oceanographic conditions
prevailing in this region i.e. cold temperatures and hard winds. A spatial
filter was designed and applied to the square root of y (Eq. 2) which
reduced speckle but kept the image characteristics needed for the seg-
mentation. Segmentation and classification were carried out hierarchi-
cally at different scale levels. Multiresolution segmentation was used
in order to avoid under- and over- segmentation. Icebergs were
classified based on a set of criteria. One of the best distinguishers was
contrast based (y_mean-range) and detected around 96% of all icebergs.
Additional spatial parameters such as area, border index, compactness,
roundness and rectangular fit was also included to exclude bright ob-
jects with complex shapes such as sea ice filaments. All thresholds
were determined based on analysis of a variety of icebergs and back-
ground samples.

The results were verified based on IceBridge data as well as manual
iceberg detection results in four verification polygons in different sea-
sons. The algorithm was shown to detect 96.2% (corresponding to an
iceberg area of 93.2%) of icebergs visible on ASAR images in the Amund-
sen Sea and the detection rate was aproximately at the same level dur-
ing all seasons. The performance of the algorithm on iceberg size is
inverse compared to most previous studies with improved performance
for smaller bergs. It is well suited for the Amundsen Sea where icebergs
smaller than 1 km? represent around 60% of the population. Further im-
provement of the algorithm is made by manual correction of misses and
false alarms. In general the algorithm tended to generate similar num-
ber of false alarms as misses, with the majority of the false alarms ob-
served in regions with heavy sea ice drift during in summer and
spring. Further validation was given in the form of an iceberg probabil-
ity map (Fig. 16) which shows that a high probability of icebergs occur-
rence is associated with topographic ridges. This is also in agreement
with Wesche and Dierking (2015) who studied near-coastal iceberg
Antarctic iceberg distribution based on the data from 1997.

Although the Amundsen Sea is the most iceberg-productive sea in
Antarctica the information on icebergs is sparse (Wesche and Dierking,
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2015). This might be because meteorological and oceanographic condi-
tions in the study area are challenging for radar iceberg detection. The
presented algorithm appear to detect the vast majority of icebergs
under all conditions, with high detection rate of small icebergs common
in the Amundsen Sea. As it is believed that the results might be a valuable
data source in this area the data have been published in the Pangaea data
library (Mazur et al., 2016).
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