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Abstract

We establish the existence and uniqueness of a strong solution to the Cauchy problem for a singular dif-
fusion equation with random noise in Rd with initial data in L2(Rd) with bounded variation or in H 1(Rd).
We also prove the existence of an invariant measure and extinction of a solution in finite time.
© 2012 Elsevier Inc. All rights reserved.
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0. Introduction

In this paper, we will discuss three issues concerned with a singular diffusion equation in Rd ,
d � 2, with random noise.

∂u

∂t
− ∇ ·

( ∇u

|∇u|
)

= g0 +
∞∑

j=1

gj (u)
dBj

dt
, (t, x) ∈ (0,∞) × Rd, (0.1)

u(0, x) = u0(x), x ∈ Rd, (0.2)

where u is a scalar-valued function, and {Bj }∞j=1 is a sequence of mutually independent standard
Brownian motions. Each gj (·) is a given map. For the deterministic case where gj ≡ 0, for all j ,
Eq. (0.1) is associated with some mathematical models in image processing and facet growth of
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crystals; see [12,13,15,18–20]. For the deterministic case gj ≡ 0, for all j , an initial boundary
value problem on a bounded space domain was discussed in [2,3,5], where the existence and
uniqueness of an entropy solution and a strong solution was established with initial data in L1

and L2, respectively. For the zero Dirichlet boundary condition and initial datum in L2, the so-
lution becomes extinct in finite time, and for the zero Neumann boundary condition, the solution
reaches the average of the initial datum in finite time. This was proved in [4]. The Cauchy prob-
lem in the whole space Rd was discussed in [10]; see also [5]. They proved the existence and
uniqueness of a solution when the initial conditions are given in L2(Rd). For the initial condi-
tion in L1

loc(R
d), they proved the existence and uniqueness of an entropy solution. In [2,3,5,10],

the main tool for the existence of a solution is the nonlinear semigroup generated by maximal
monotone operators.

In a random environment, necessary information for mathematical modelling is obtained sta-
tistically. This gives rise to stochastic model equations. For any evolution equation, it is natural to
ask how random perturbation can affect solutions from the statistical viewpoint. This often poses
challenges in analysis. At present, [8] seems to be the only work for the equation perturbed by
random noise. When the space domain is a bounded subset of Rd , d � 2, with the zero Dirich-
let or Neumann boundary condition, the existence of a solution with initial datum in L2 was
proved in [8]. The definition of a solution is given in the form of an inequality which involves
random test functions satisfying a certain stochastic evolution equation. For additive noise satis-
fying some conditions, the uniqueness of a solution and existence of an invariant measure was
also proved. For linear multiplicative noise, the uniqueness of a solution was left open. The basic
idea for the existence of a solution in [8] was to regularize the singular term by means of the
Yosida approximation.

We now point out a major hurdle in the stochastic equation (0.1). For the deterministic case,
the singular term can be represented by a function in L2 for almost all time if the initial data are
in L2. But this is not true in the stochastic case, and the definition of a solution of the deterministic
equation cannot be adapted to the stochastic case in a natural manner. This makes it necessary to
employ a definition of a solution which looks quite different from that of the deterministic case.

The goal of this paper is to obtain solutions of the Cauchy problem in Rd according to the
definition of a solution which is a natural adaptation of that for the deterministic equation. Hence,
we require more regularity on the initial data. For this, there are two different directions. On the
one hand, application to image processing suggests the use of the function class of bounded
variation. So we will consider initial data in L2(Rd) with bounded variation. This class includes
the initial data which are the characteristic functions of a bounded set with finite perimeter, which
can generate explicit solutions. These explicit solutions were studied in the above references for
the deterministic equation. We will show that if the initial data are in this class and the random
noise is purely multiplicative under some conditions, the singular term can be represented by a
function in L2(Rd), and hence, the definition of a solution for the deterministic equation can be
adapted. In this setting, we will also prove the existence of a unique invariant measure for any
d � 2, and finite time extinction of a solution in probability when d = 2 and g0 ≡ 0 in (0.1).
For the deterministic equation on a bounded space domain, finite time extinction was proved
in [4] without restriction on d . However, the method in [4] does not seem to be extended to the
stochastic equation.

On the other hand, H 1(Rd) is a standard candidate next to L2(Rd) if more regularity is
needed. For a related problem on p-harmonic map heat flow, initial data in H 1 were used in [9].
We will show that if the initial data are in H 1(Rd), the gradient of a solution lies in both L2(Rd)

and L1(Rd), for almost all time. Furthermore, we can also include additive random noise. How-
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ever, the existence of an invariant measure and finite time extinction in the H 1-setting are still
open questions; see Remark 5.2 below.

Our results on the existence of a solution to the Cauchy problem are new even for the de-
terministic equation. But, we do not know whether our existence results for Rd are valid for a
bounded domain with the Dirichlet or Neumann boundary conditions.

The general strategy for our results is to use the method of expanding torus. We first obtain
a solution on a torus with period L. By virtue of periodic property and compactness of a torus,
we can obtain basic estimates uniformly in the period L. More specifically, we can regularize
the singular term in a straightforward manner because the domain is bounded, and integration by
parts with respect to the space variables is easy because the domain has no boundary. Then, we
obtain a solution in Rd as a limit by passing L → ∞. Our procedure is different from those of
all previous works mentioned above.

The paper is organized as follows. In Section 1, we explain some notation, and state the main
results. In Section 2, we present some technical preliminaries. The Cauchy problem on a torus is
discussed in Section 3, which provides basic estimates for the existence of a solution in Rd . The
remaining sections are devoted to the proof of the main results.

Finally, I am very grateful to the anonymous referee for valuable input.

1. Notation and statement of the main results

A stochastic basis (Ω,F , {Ft },P ) is given throughout this paper, where {Ft } is a filtration
over the probability space (Ω,F ,P ) such that it satisfies the usual condition, i.e., it is right
continuous, and F0 contains all P -negligible sets in F . {Bj }∞j=1 is a sequence of mutually inde-
pendent standard Brownian motions over this stochastic basis. All stochastic integrals are defined
in the sense of Ito. For a topological space X , B(X ) denotes the set of all Borel subsets of X .

Let T > 0 be given and consider a collection of sets defined by

G = {
A ∈ FT ⊗B

([0, T ]) ∣∣ A ∩ (
Ω × [0, t]) ∈ Ft ⊗B

([0, t]) for each t ∈ [0, T ]}.
Then, (Ω ×[0, T ],G, dP ⊗dt) is a finite measure space. Let X be a topological space. Consider
the set of all functions from Ω ×[0, T ] to X . In this set, we identify dP ⊗dt-equivalent functions
as the same function, and a function is said to be X -valued progressively measurable if it has a
dP ⊗ dt-equivalent function f such that f −1(Q) ∈ G for each Q ∈ B(X ).

When X is a Banach space, Lr(Ω × [0, T ];G;X ), 1 � r � ∞, is defined in the usual sense
of Bochner with respect to the measure dP ⊗ dt .

For general references on stochastic analysis relevant to the present paper, see [11,14,16].
Let M(Rd) be the set of all finite Radon measures on Rd . Then, it is a Banach space under

the norm of total variation ‖ · ‖M(Rd). When ν = (ν1, . . . , νd) ∈ (M(Rd))d , we employ the norm

‖ν‖(M(Rd))d = sup

{
d∑

j=1

∫
Rd

ψj dνj

∣∣∣ ψ = (ψ1, . . . ,ψd) ∈ (
C0

(
Rd

))d
,

∥∥|ψ |∥∥
L∞(Rd)

� 1

}

where C0(R
d) stands for the set of all bounded continuous functions on Rd which vanish at

infinity.
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Let us write

Y = L2(Rd
) × (

M
(
Rd

))d

where L2(Rd) is equipped with norm topology and (M(Rd))d is equipped with weak star topol-
ogy. Let

S = {
f ∈ L2(Rd

) ∣∣ ∇f ∈ (
M

(
Rd

))d}
,

and Λ : f 
→ (f,∇f ). Then, Λ is a one-to-one linear mapping from S into Y , and Λ(S) is a
linear subspace of Y . We can equip S with the topology generated by Λ−1(Θ) for all open subset
Θ of Y . It holds that B(S) ⊂ B(L2(Rd)); see Lemma 2.6 below.

Throughout this paper, we avoid using the notation BV(Rd), because its definition requires
that BV(Rd) ⊂ L1(Rd). The notation sup0�t�T {· · ·} will be used to denote the essential supre-
mum of {· · ·} on the interval [0, T ].

1.1. Existence I

Let T > 0 be given. We assume

g0 ∈ L2(0, T ;H 1(Rd
))

, gj ∈ C
([0, T ] × L2(Rd

);L2(Rd
))

, ∀j � 1, (1.1)

such that for all t ∈ [0, T ], all v,w ∈ L2(Rd),

∥∥gj (t, v)
∥∥

L2(Rd)
� cj + dj‖v‖L2(Rd), ∀j � 1, (1.2)∥∥gj (t, v) − gj (t,w)

∥∥
L2(Rd)

� dj‖v − w‖L2(Rd), ∀j � 1, (1.3)

where cj ’s and dj ’s are nonnegative constants, and

∞∑
j=1

(
c2
j + d2

j

)
< ∞. (1.4)

We also assume that for each t and v ∈ H 1(Rd), gj (t, v) ∈ H 1(Rd), and

∥∥gj (t, v)
∥∥

H 1(Rd)
� cj + dj‖v‖H 1(Rd), ∀j � 1. (1.5)

Definition 1.1. u is said to be a solution of (0.1)–(0.2) if the following conditions are satisfied.

(i) u is H 1(Rd)-valued progressively measurable,
(ii) u ∈ C([0, T ];L2(Rd)), P -almost surely,

(iii) E(sup0�t�T ‖u‖2
H 1(Rd )

) < ∞,

(iv) ∇u ∈ L1(Ω × [0, T ];G; (L1(Rd))d),
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(v) there is Π ∈ L∞(Ω × [0, T ] × Rd ;G ⊗B(Rd);Rd) such that

|Π | � 1, dP ⊗ dt ⊗ dx-almost all (ω, t, x),

Π · ∇u = |∇u|, dP ⊗ dt ⊗ dx-almost all (ω, t, x),

and for each ψ ∈ C∞
0 (Rd), it holds that

ψu(t) = ψu0 +
t∫

0

ψ∇ · Π(s)ds

+
t∫

0

ψg0(s) ds +
∞∑

j=1

t∫
0

ψgj

(
u(s)

)
dBj (s) in H−1(Rd

)
(1.6)

for all t ∈ [0, T ], P -almost surely.

Theorem 1.2. Suppose that u0 ∈ L2(Ω;F0;H 1(Rd)). Under the conditions (1.1)–(1.5), there is
a unique solution of (0.1)–(0.2).

1.2. Existence II

We assume

g0 ∈ L2(0, T ;L2(Rd
))

, ∇g0 ∈ (
L1([0, T ] × Rd

))d
,

gj ∈ C
([0, T ] × R

)
, ∀j � 1, (1.7)

such that for all t ∈ [0, T ], and all z,w ∈ R,

gj (t,0) = 0, ∀j � 1, (1.8)

and

∣∣gj (t, z) − gj (t,w)
∣∣ � dj |z − w|, ∀j � 1, (1.9)

for nonnegative constants dj ’s such that

∞∑
j=1

d2
j < ∞. (1.10)

Definition 1.3. u is said to be a solution of (0.1)–(0.2) if the following conditions are satisfied.

(i) u is S-valued progressively measurable,
(ii) u ∈ C([0, T ];S), P -almost surely,

(iii) E(sup0�t�T ‖u(t)‖2
2 d ) + E(sup0�t�T ‖∇u(t)‖(M(Rd))d ) < ∞,
L (R )
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(iv) there is Π ∈ L∞(Ω × [0, T ] × Rd ;G ⊗B(Rd);Rd) such that

|Π | � 1, dP ⊗ dt ⊗ dx-almost all (ω, t, x),

∇ · Π ∈ L2(Ω × [0, T ];G;L2(Rd
))

,

−〈∇ · Π,u〉L2(Rd) = ‖∇u‖(M(Rd))d , dP ⊗ dt-almost all (ω, t)

and it holds P -almost surely that

u(t) = u0 +
t∫

0

∇ · Π(s)ds +
t∫

0

g0(s) ds +
∞∑

j=1

t∫
0

gj

(
u(s)

)
dBj (1.11)

in L2(Rd), for all t ∈ [0, T ].

Theorem 1.4. Let u0 ∈ L2(Ω;F0;L2(Rd)) such that ‖∇u0‖(M(Rd))d ∈ L1(Ω;F0). Under the
conditions (1.7)–(1.10), there is a unique solution of (0.1)–(0.2).

1.3. Invariant measures

We assume

g0 ∈ L2(Rd
)
, ∇g0 ∈ (

L1(Rd
))d

, gj = ξj (·) ∈ W 1,∞(R), ∀j � 1, (1.12)

ξj (0) = 0,
∣∣ξj (z) − ξj (w)

∣∣ � βj |z − w|, ∀z,w ∈ R, (1.13)

ξ ′
j (z) � αj , for almost all z ∈ R, or ξ ′

j (z) � −αj , for almost all z ∈ R, (1.14)

where αj ’s and βj ’s are nonnegative constants satisfying the condition

∞∑
j=1

β2
j < 2

∞∑
j=1

α2
j < ∞. (1.15)

Under (1.12)–(1.15), the conditions (1.7)–(1.10) are satisfied for all 0 < T < ∞.

Definition 1.5. Let X(·;0, y) denote the solution of (0.1) with X(0;0, y) = y ∈ S according to
Definition 1.3. A probability measure μ on (S,B(S)) is called an invariant measure if

μ(G) =
∫
S

E
(
χG

(
X(t;0, y)

))
dμ(y)

for all G ∈ B(S) and all t � 0.

Theorem 1.6. Under the assumptions (1.12)–(1.15), there is a unique invariant measure over
(S,B(S)).
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1.4. Extinction of a solution in probability

We assume

g0 ≡ 0, gj = ξj (·) ∈ W 1,∞(R), ∀j � 1, (1.16)

∞∑
j=1

β2
j <

3

2

∞∑
j=1

α2
j < ∞. (1.17)

Under (1.13)–(1.14) and (1.16)–(1.17), all conditions for Theorem 1.4 are satisfied for all 0 <

T < ∞.

Let u be a solution of (0.1)–(0.2) for (t, x) ∈ (0,∞) × Rd. We define a stopping time

τ =
{

inf{t > 0 | ‖u(t)‖L2(Rd) = 0},
∞, if the set {· · ·} is empty.

(1.18)

Theorem 1.7. Suppose d = 2 and u0 ∈ L2(Ω;F0;L2(R2)) such that ‖∇u0‖(M(R2))2 ∈
L1(Ω;F0). Under the assumptions (1.13)–(1.14), and (1.16)–(1.17),

u(t) = 0, ∀t � τ(ω), P -almost surely, (1.19)

and

P {τ � t} � 1 − C

eσt − 1
E

(‖u0‖
1
2
L2(R2)

)
, ∀t > 0, (1.20)

where C and σ are positive constants independent of u0.

2. Technical lemmas

Let GL be the building block of the d-dimensional torus TL with period L, i.e.,

GL =
{
x = (x1, . . . , xd)

∣∣∣ −L

2
� xj <

L

2
, j = 1, . . . , d

}
.

For a real number s, the Sobolev spaces Hs
L on TL is characterized in terms of the Fourier series.

Hs
L =

{
f

∣∣∣ f =
∑

k∈Zd

cke
i 2πk·x

L , c−k = ck,
∑

k∈Zd

(
1 + |k|2)s |ck|2 < ∞

}

where Z is the set of all integers, and k = (k1, . . . , kd). L2(GL) can be identified with H 0
L. We

equip H 0
L and H 1

L with the following norms, respectively.

‖f ‖H 0
L

= ‖f ‖L2(GL), ‖f ‖H 1
L

= (‖f ‖2
L2(GL)

+ ∥∥|∇f |∥∥2
L2(GL)

) 1
2 .
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Lemma 2.1. Let h ∈ H 2
L. It holds that for each positive constant ε,

〈
∇ ·

( ∇h√
ε + |∇h|2

)
,�h

〉
L2(GL)

� 0.

Proof. Let {ej }dj=1 denote the standard orthonormal basis for Rd . Then, for each 1 � j � d ,

h(· + ηej ) − 2h(·) + h(· − ηej )

η2
→ ∂2h

∂x2
j

(·)

as η → 0, strongly in L2(GL). Thus,

〈
∇ ·

( ∇h√
ε + |∇h|2

)
,
∂2h

∂x2
j

〉
L2(GL)

= lim
η→0

〈
∇ ·

( ∇h√
ε + |∇h|2

)
,
h(· + ηej ) − h(·)

η2
− h(·) − h(· − ηej )

η2

〉
L2(GL)

= lim
η→0

〈
∇ ·

( ∇h(·)√
ε + |∇h(·)|2

)
− ∇ ·

( ∇h(· + ηej )√
ε + ∣∣∇h(· + ηej )

∣∣2

)
,
h(· + ηej ) − h(·)

η2

〉
L2(GL)

� 0,

where the last inequality follows from the convexity of the functional

h 
→
∫

GL

√
ε + |∇h|2 dx. �

If f ∈ BV(Rd), i.e., f ∈ L1(Rd) with ∇f ∈ (M(Rd))d , the following fact follows from
results in [6]; see also [5]. But for f ∈ S , we need extra effort to find an approximating sequence
in S ∩ L1(Rd).

Lemma 2.2. Let Ψ ∈ (L∞(Rd))d be such that ∇ · Ψ ∈ L2(Rd). Then, for all f ∈ S,

−〈∇ · Ψ,f 〉L2(Rd) �
∥∥|Ψ |∥∥

L∞(Rd)
‖∇f ‖(M(Rd))d . (2.1)

Proof. First we assume that f ∈ S has compact support in Rd . Let ρε be the Friedrichs mollifier.
Then,

−〈Ψ ∗ ρε,∇f ∗ ρε〉(L∞(Rd))d ,(L1(Rd ))d = 〈
(∇ · Ψ ) ∗ ρε, f ∗ ρε

〉
L2(Rd)

→ 〈∇ · Ψ,f 〉L2(Rd)

and

∣∣〈Ψ ∗ ρε,∇f ∗ ρε〉(L∞(Rd))d ,(L1(Rd ))d

∣∣ �
∥∥|Ψ |∥∥ ∞ d ‖∇f ‖(M(Rd))d , ∀ε > 0.
L (R )



2936 J.U. Kim / Journal of Functional Analysis 262 (2012) 2928–2977
Thus, (2.1) holds. Next we assume that f ∈ S ∩ L1(Rd). Choose a function ϕ ∈ C∞
0 (Rd) such

that

ϕ(x) =
{

1, for |x| � 1,

0, for |x| � 2,
0 � ϕ(x) � 1, ∀x. (2.2)

Set

ϕR(x) = ϕ

(
x

R

)
, for each x. (2.3)

Then,

∥∥∇(ϕRf )
∥∥

(M(Rd))d
� ‖∇f ‖(M(Rd))d + C

R
‖f ‖L1(Rd)

for some positive constant C depending only on ϕ. Since (2.1) holds for ϕRf and

ϕRf → f strongly in L2(Rd
)
,

(2.1) is valid for f by passing R → ∞. Next we drop the assumption f ∈ L1(Rd). Let us define

hδ(z) =
{

z2

δ
sgn(z), −δ < z < δ,

z, otherwise.
(2.4)

If f ∈ S , then, hδ(f ∗ ρε) ∈ S ∩ L1(Rd), and we can apply the previous result to hδ(f ∗ ρε).
In the meantime, for fixed ε > 0,

hδ(f ∗ ρε) → f ∗ ρε strongly in L2
(
Rd

)
, as δ → 0.

Since

∇(f ∗ ρε)(x) = 0, for almost all x, on the set
{
x

∣∣ (f ∗ ρε)(x) = 0
}

we find that

h′
δ

(
(f ∗ ρε)(x)

)∇(f ∗ ρε)(x) → ∇(f ∗ ρε)(x) as δ → 0, for almost all x.

It follows that (2.1) is valid for f ∗ ρε and hence, for f ∈ S. �
The following inequality is well known for f ∈ BV(Rd). For f ∈ S , it can be proved by

means of hδ(·) defined by (2.4). But it also follows as a special case of Theorem 3.47 in [1].

Lemma 2.3. Let v ∈ L2(Rd) be such that ∇v ∈ (M(Rd))d . Then, it holds that

‖v‖
L

d
d−1 (Rd)

� C‖∇v‖(M(Rd))d (2.5)

for some positive constant C independent of v.
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Lemma 2.4. Suppose f ∈ L2(Ω;F0;L2(Rd)) such that ‖∇f ‖(M(Rd))d ∈ L1(Ω;F0).
Then, there is a sequence {fk}∞k=1 such that

fk → f in L2
(
Ω;F0;L2

(
Rd

))
, as k → ∞,

fk ∈ W 1,1(Rd
) ∩ H 1(Rd

)
, P -almost surely, ∀k,

support of fk is contained in {x | |x| < Rk}, P -almost surely, for some 0 < Rk < ∞,

E
(‖∇fk‖(L1(Rd ))d

)
� 1 + E

(‖∇f ‖(M(Rd))d
)
, ∀k.

Proof. Let hδ(·) and ρε be the same as in Lemma 2.2, and let ϕR be defined by (2.2)–(2.3). It is
enough to note the following facts.

∥∥∇(f ∗ ρε)
∥∥

(L1(Rd))d
� ‖∇f ‖(M(Rd))d , ∀ε > 0, P -almost surely,

lim
ε→0

E
(‖f ∗ ρε − f ‖2

L2(Rd)

) = 0,

hδ(f ∗ ρε) ∈ W 1,1(Rd
)
, ∀δ > 0, ∀ε > 0, P -almost surely,

∥∥hδ(f ∗ ρε)
∥∥

L1(Rd )
� 1

δ
‖f ∗ ρε‖2

L2(Rd)
, P -almost surely,

lim
δ→0

E
(∥∥∇hδ(f ∗ ρε) − ∇(f ∗ ρε)

∥∥
(L1(Rd))d

) = 0, for each fixed ε > 0,

lim
δ→0

E
(∥∥hδ(f ∗ ρε) − (f ∗ ρε)

∥∥2
L2(Rd)

) = 0, for each fixed ε > 0,

lim
R→∞E

(∥∥ϕRhδ(f ∗ ρε) − hδ(f ∗ ρε)
∥∥2

L2(Rd)

) = 0, for each fixed δ > 0 and ε > 0,

lim
R→∞E

(∥∥∇(
ϕRhδ(f ∗ ρε)

)∥∥
(L1(Rd))d

) = E
(∥∥∇hδ(f ∗ ρε)

∥∥
(L1(Rd))d

)
,

for each fixed δ > 0 and ε > 0. �
Lemma 2.5. Suppose that v ∈ L2(Ω × [0, T ];G;L2(Rd)) such that

E
(

sup
0�t�T

∥∥v(t)
∥∥2

L2(Rd )

)
< ∞, (2.6)

∇v ∈ (
L1((0, T ) × Rd

))d
, P -almost surely. (2.7)

Let Ξ ∈ L∞(Ω × [0, T ] × Rd;G ⊗ B(Rd);Rd), v0 ∈ L2(Ω;F0;L2(Rd)), and ψj ∈ L2(Ω ×
[0, T ];G;L2(Rd)), ∀j � 1, such that

∞∑
j=1

E

( T∫
0

∥∥ψj (t)
∥∥2

L2(Rd )
dt

)
< ∞. (2.8)

If it holds that for each R > 0,
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ϕRv(t) = ϕRv0 +
t∫

0

ϕR∇ · Ξ(s)ds +
∞∑

j=1

t∫
0

ϕRψj (s) dBj (s) in H−1
(
Rd

)
, (2.9)

for all t ∈[0, T ], P -almost surely, where ϕR is defined by (2.2)–(2.3), then v ∈C([0, T ];L2(Rd)),
P -almost surely, and

∥∥v(t)
∥∥2

L2(Rd)
= ‖v0‖2

L2(Rd)
− 2

t∫
0

∫
Rd

Ξ(s) · ∇v(s) ds

+ 2
∞∑

j=1

t∫
0

〈
ψj(s), v(s)

〉
L2(Rd)

dBj (s) +
∞∑

j=1

t∫
0

∥∥ψj(s)
∥∥2

L2(Rd)
ds (2.10)

for all t ∈ [0, T ], P -almost surely.

Proof. (2.6) and (2.9) imply that v is L2(Rd)-weakly continuous in t ∈ [0, T ], P -almost surely,
and that for each R � 1 and ε > 0,

(ϕRv) ∗ ρε ∈ C
([0, T ];L2(Rd

))
, P -almost surely.

As above, the convolution is taken with respect to the space variables.
Choose sequences {Rk} ↑ ∞, and {εn} ↓ 0.

It follows from (2.9) and Ito’s formula that

∥∥(
ϕRv(t)

) ∗ ρε

∥∥2
L2(Rd)

= ∥∥(ϕRv0) ∗ ρε

∥∥2
L2(Rd )

+ 2

t∫
0

〈(
ϕR∇ · Ξ(s)

) ∗ ρε,
(
ϕRv(s)

) ∗ ρε

〉
L2(Rd)

ds

+ 2
∞∑

j=1

t∫
0

〈(
ϕRv(s)

) ∗ ρε,
(
ϕRψj (s)

) ∗ ρε

〉
L2(Rd)

dBj (s)

+
∞∑

j=1

t∫
0

∫
Rd

∣∣(ϕRψj (s)
) ∗ ρε

∣∣2
dx ds, ∀t ∈ [0, T ], (2.11)

for all R = Rk and all ε = εn, P -almost surely. Fix ε = εn, and t ∈ [0, T ]. Then, P -almost surely,

t∫
0

〈(
ϕR∇ · Ξ(s)

) ∗ ρε,
(
ϕRv(s)

) ∗ ρε

〉
L2(Rd)

ds

=
t∫ 〈∇ · (ϕRΞ(s)

) ∗ ρε,
(
ϕRv(s)

) ∗ ρε

〉
L2(Rd )

ds
0
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−
t∫

0

〈(∇ϕR · Ξ(s)
) ∗ ρε,

(
ϕRv(s)

) ∗ ρε

〉
L2(Rd)

ds.

Meanwhile, by (2.2)–(2.3) and the fact that ρε(x) = 0, for |x| > ε, it holds that

T∫
0

∣∣〈(∇ϕR · Ξ(s)
) ∗ ρε,

(
ϕRv(s)

) ∗ ρε

〉
L2(Rd)

∣∣ds

�
∥∥|Ξ |∥∥

L∞([0,T ]×Rd)

∥∥|∇ϕR|∥∥
Ld(Rd)

T∫
0

( ∫
R−ε�|x|�2R+ε

∣∣(ϕRv(s)
) ∗ ρε

∣∣ d
d−1 dx

) d−1
d

ds

and

∥∥|∇ϕR|∥∥
Ld(Rd)

� C, ∀R > 1.

Let χR,ε stand for the characteristic function of the set {x | R − ε � |x| � 2R + ε}. It follows
from Lemma 2.3 that

∥∥χR,ε

(
(ϕRv) ∗ ρε

)∥∥
L

d
d−1 (Rd)

�
∥∥χR,ε

(|v| ∗ ρε

)∥∥
L

d
d−1 (Rd )

� ‖v‖
L

d
d−1 (Rd)

� C‖∇v‖(L1(Rd ))d

and

lim
R→∞

∥∥χR,ε

(|v| ∗ ρε

)∥∥
L

d
d−1 (Rd )

= 0, dP ⊗ dt-almost all (ω, t).

Hence, by (2.7) and Lebesgue’s dominated convergence theorem,

lim
R→∞

T∫
0

(∫
Rd

χR,ε

∣∣(ϕRv(s)
) ∗ ρε

∣∣ d
d−1 dx

) d−1
d

ds = 0, P -almost surely,

and thus,

lim
R→∞

T∫
0

∣∣〈(∇ϕR · Ξ(s)
) ∗ ρε,

(
ϕRv(s)

) ∗ ρε

〉
L2(Rd)

∣∣ds = 0, P -almost surely. (2.12)

Next we see that
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t∫
0

〈∇ · (ϕRΞ(s)
) ∗ ρε,

(
ϕRv(s)

) ∗ ρε

〉
L2(Rd )

ds

= −
t∫

0

〈(
ϕRΞ(s)

) ∗ ρε,∇
(
ϕRv(s)

) ∗ ρε

〉
(L2(Rd))d

ds

and, by using (2.7) and the same estimate as for (2.12),

lim
R→∞

t∫
0

〈(
ϕRΞ(s)

) ∗ ρε,∇
(
ϕRv(s)

) ∗ ρε

〉
(L2(Rd))d

ds =
t∫

0

∫
Rd

(
Ξ(s) ∗ ρε

) · (∇v(s) ∗ ρε

)
dx ds

for all t ∈ [0, T ], P -almost surely. We then pass ε = εn → 0 to obtain the third term in (2.10).
Next we handle the martingale term in (2.11). Let us set

MR,ε(t) =
∞∑

j=1

t∫
0

〈(
ϕRv(s)

) ∗ ρε,
(
ϕRψj (s)

) ∗ ρε

〉
L2(Rd)

dBj (s),

Mε(t) =
∞∑

j=1

t∫
0

〈
v(s),ψj (s) ∗ ρε ∗ ρε

〉
L2(Rd)

dBj (s)

and

M(t) =
∞∑

j=1

t∫
0

〈
v(s),ψj (s)

〉
L2(Rd )

dBj (s).

We can rewrite MR,ε(t) as

MR,ε(t) =
∞∑

j=1

t∫
0

〈
v(s), ϕR

((
ϕRψj (s)

) ∗ ρε ∗ ρε

)〉
L2(Rd)

dBj (s).

By the Burkholder–Davis–Gundy inequality and (2.6),

E
(

sup
0�t�T

∣∣MR,ε(t) − Mε(t)
∣∣)

� CE

( ∞∑
j=1

T∫ ∣∣〈v(t), ϕR

((
ϕRψj (t)

) ∗ ρε ∗ ρε

) − ψj (t) ∗ ρε ∗ ρε

〉
L2(Rd)

∣∣2
dt

) 1
2

0
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� CE

(
sup

0�t�T

∥∥v(t)
∥∥

L2(Rd)

( ∞∑
j=1

T∫
0

∥∥ϕR

((
ϕRψj (t)

) ∗ ρε ∗ ρε

)

− ψj(t) ∗ ρε ∗ ρε

∥∥2
L2(Rd)

dt

) 1
2
)

� C

(
E

( ∞∑
j=1

T∫
0

∥∥ϕR

((
ϕRψj (t)

) ∗ ρε ∗ ρε

) − ψj (t) ∗ ρε ∗ ρε

∥∥2
L2(Rd)

dt

)) 1
2

.

It holds that

∥∥ϕR

(
(ϕRψj ) ∗ ρε ∗ ρε

) − ψj ∗ ρε ∗ ρε

∥∥
L2(Rd)

�
∥∥ϕR

(
(ϕRψj ) ∗ ρε ∗ ρε

) − (ϕRψj ) ∗ ρε ∗ ρε

∥∥
L2(Rd)

+ ∥∥(ϕRψj ) ∗ ρε ∗ ρε − ψj ∗ ρε ∗ ρε

∥∥
L2(Rd)

� 2
∥∥(1 − ϕR)

(|ψj | ∗ ρε ∗ ρε

)∥∥
L2(Rd)

� 2‖ψj‖L2(Rd).

By (2.8) and Lebesgue’s dominated convergence theorem,

lim
R→∞E

(
sup

0�t�T

∣∣MR,ε(t) − Mε(t)
∣∣) = 0

and hence, there is a subsequence still denoted by {Rk} such that

lim
Rk→∞MRk,ε(t) = Mε(t)

for all t ∈ [0, T ], P -almost surely. In the same way,

lim
εn→0

Mεn(t) = M(t)

for all t ∈ [0, T ], P -almost surely.
The other terms in (2.11) are easy to handle first by passing R = Rk → ∞ and then, by passing

ε = εn → 0. By (2.10), v ∈ C([0, T ];L2(Rd)), P -almost surely. �
Lemma 2.6. B(S) ⊂ B(L2(Rd)).

Proof. Let

YN = {
(f,m) ∈ Y

∣∣ ‖m‖(M(Rd))d � N
}

for each positive integer N , equipped with topology induced by Y . Then, YN is a Polish space,
and so is its closed subset Λ(S) ∩YN . We write
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SN = Λ−1(YN).

Then, SN is a Polish space, and

S =
∞⋃

N=1

SN.

If O is an open subset of S , then O ∩ SN is an open subset of SN . Since the identity map
SN → L2(Rd) is one-to-one and continuous, every Borel subset of SN is also a Borel subset
of L2(Rd): see [7, p. 67]. Hence, every Borel subset of S is a Borel subset of L2(Rd). �
Lemma 2.7. Let fk → f weakly in L2(Ω × [0, T ];G;H 0

L). Suppose that

E
(

sup
0�t�T

‖∇fk‖2
(H 0

L)d

)
� C1, ∀k,

and

E
(

sup
0�t�T

‖∇fk‖(L1(GL))d

)
� C2, ∀k,

for positive constants C1 and C2. Then, it holds that

E
(

sup
0�t�T

‖∇f ‖2
(H 0

L)d

)
� C1, (2.13)

and

E
(

sup
0�t�T

‖∇f ‖(L1(GL))d

)
� C2. (2.14)

Proof. There is a sequence {f̂k} such that each f̂k is a convex combination of finite fk’s and

f̂k → f strongly in L2(Ω × [0, T ];G;H 0
L

)
.

Hence there is a subsequence still denoted by {f̂k} such that

f̂k(ω, t) → f (ω, t) strongly in H 0
L,

for dP ⊗ dt almost all (ω, t). It follows that

‖∇f ‖(H 0
L)d � lim

k→∞
‖∇f̂k‖(H 0

L)d

and

‖∇f ‖(L1(GL))d � lim ‖∇f̂k‖(L1(GL))d
k→∞
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for dP ⊗ dt almost all (ω, t). Thus,

E
(

sup
0�t�T

‖∇f ‖(L1(Rd))d

)
� E

(
sup

0�t�T

lim
k→∞

‖∇f̂k‖(L1(Rd))d

)

� E
(

lim
k→∞

sup
0�t�T

‖∇f̂k‖(L1(Rd))d

)

� lim
k→∞

E
(

sup
0�t�T

‖∇f̂k‖(L1(Rd))d

)
� C2

which gives (2.14). In the same way, (2.13) can be shown. �
3. The Cauchy problem on TL

3.1. Modification of coefficients of the noise

Case I. Assume (1.1)–(1.5). Let ΛL be the operator from L2(Rd) into H 0
L such that

ΛL(w)(x) = w(x), ∀x ∈ GL. (3.1)

Set R = L/4, and

g0,L = ΛL(ϕRg0), L � 1, (3.2)

gj,L(w) = ΛL

(
ϕR(·)gj

(
ϕR(·)w))

, L � 1, ∀j � 1, (3.3)

where ϕR is defined by (2.2)–(2.3). Then, it is easy to see that g0,L and gj,L have the following
properties.

g0,L ∈ L2(0, T ;H 1
L

)
, gj,L ∈ C

([0, T ] × H 0
L;H 0

L

)
, ∀j � 1, ∀L � 1, (3.4)

ϕRg0,L → g0 strongly in L2
(
0, T ;H 1

(
Rd

))
, (3.5)

and, for all t ∈ [0, T ],
∥∥gj,L(t, v)

∥∥
H 0

L
� cj + dj‖v‖H 0

L
, ∀v ∈ H 0

L, ∀j � 1, (3.6)∥∥gj,L(v) − gj,L(w)
∥∥

H 0
L

� dj‖v − w‖H 0
L
, ∀v,w ∈ H 0

L, ∀j � 1, (3.7)

and

∥∥gj,L(t, v)
∥∥

H 1
L

� Kcj + Kdj‖v‖H 1
L
, ∀v ∈ H 1

L, ∀j � 1, (3.8)

where cj ’s and dj ’s are the same as in (1.2)–(1.3), and K denotes positive constants independent
of j � 1 and L � 1.
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Case II. Assume (1.7)–(1.10). Following the same argument as in Lemma 2.4, we set

g0,Lk
= ΛLk

(
ϕRk

hδk
(g0 ∗ ρεk

)
)

(3.9)

where Lk = 4Rk . We can find sequences

{Rk} ↑ ∞, {δk} ↓ 0, {εk} ↓ 0

so that

g0,Lk
∈ L2(0, T ;H 1

Lk

)
, ∀k, (3.10)

‖∇g0,Lk
‖(L1([0,T ]×GL))d � 1 + ‖∇g0‖(L1([0,T ]×Rd))d , ∀k, (3.11)

ϕRk
g0,Lk

→ g0 strongly in L2
(
0, T ;L2

(
Rd

))
, as k → ∞. (3.12)

We also set

gj,Lk
(t,w) = gj (t,w), ∀j � 1, ∀k, (3.13)

where gj satisfies (1.8)–(1.10).
We note that (3.13) implies (3.6)–(3.8).
We consider the initial value problem on a d-dimensional torus TL with period L.

∂u

∂t
= ∇ ·

( ∇u

|∇u|
)

+ g0,L +
∞∑

j=1

gj,L(u)
dBj

dt
, (3.14)

u(0) = u0,L. (3.15)

Definition 3.1. u is said to be a solution of (3.14)–(3.15) on TL if the following conditions are
satisfied.

(i) u is H 1
L-valued progressively measurable such that

E
(

sup
t∈[0,T ]

∥∥u(t)
∥∥2

H 1
L

)
< ∞

and

u ∈ C
([0, T ];H 0

L

)
, P -almost surely,

(ii) there is some ΠL ∈ L∞(Ω × [0, T ] × TL;G ⊗B(TL);Rd) such that

|ΠL| � 1, dP ⊗ dt ⊗ dx-almost all (ω, t, x),

ΠL · ∇u = |∇u|, dP ⊗ dt ⊗ dx-almost all (ω, t, x),

and
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u(t) = u0,L +
t∫

0

∇ · ΠL(s) ds +
t∫

0

g0,L(s) ds +
∞∑

j=1

t∫
0

gj,L

(
u(s)

)
dBj (s) (3.16)

holds in H−1
L for all t ∈ [0, T ], P -almost surely.

Theorem 3.2. Assume (3.4) and (3.6)–(3.8). Let u0,L ∈ L2(Ω;F0;H 1
L). Then, there is a unique

solution uL of (3.14)–(3.15). Furthermore, it holds that

E
(

sup
0�t�T

‖uL‖2
H 1

L

)
� CE

(‖u0,L‖2
H 1

L

) + C

T∫
0

‖g0,L‖2
H 1

L

dt + C (3.17)

and

E
(

sup
0�t�T

‖uL‖2
H 0

L

)
+ E

( T∫
0

‖∇uL‖(L1(GL))d dt

)

� CE
(‖u0,L‖2

L2(GL)

) + C

T∫
0

‖g0,L‖2
L2(GL)

dt + C (3.18)

where C denotes various positive constants independent of u0,L, g0,L, and L � 1.
If gj,Lk

, j � 0, satisfies (3.10), (3.11) and (3.13), we also have

E
(

sup
0�t�T

‖∇uLk
‖(L1(GLk

))d

)

� CE
(‖∇u0,Lk

‖(L1(GLk
))d

) + C

T∫
0

‖∇g0,Lk
‖(L1(GLk

))d dt (3.19)

and

E

( T∫
0

‖∇ · ΠLk
‖2
L2(GLk

)
dt

)

� CE
(‖∇u0,Lk

‖(L1(GLk
))d

) + C

T∫
0

‖∇g0,Lk
‖(L1(GLk

))d dt (3.20)

for some positive constants C independent of u0,Lk
, g0,Lk

, and Lk � 1.

As mentioned above, the conditions (3.13) implies (3.6)–(3.8).
The remainder of this section is devoted to the proof. The details are presented through three

steps.
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Step 1. Throughout this step, we fix L > 1, η > 0, and ε > 0, and consider the initial value
problem on TL.

∂u

∂t
+ η�2u − ε�u − ∇ ·

( ∇u√
ε + |∇u|2

)
= g0,L +

∞∑
j=1

gj,L(u)
dBj

dt
, (3.21)

u(0) = u0,L (3.22)

where u0,L is the same as in Theorem 3.2.
For each v ∈ H 2

L and t ∈ [0, T ], we set

A(t, v) = −η�2v + ε�v + ∇ ·
( ∇v√

ε + |∇v|2
)

+ g0,L(t).

It is easy to see the following properties.

(i) For each v1, v2, v3 ∈ H 2
L, and t ∈ [0, T ], the map

λ 
→ 〈
A(t, v1 + λv2), v3

〉
H−2

L ,H 2
L

is continuous on R.
(ii) For each v,w ∈ H 2

L and t ∈ [0, T ],

2
〈
A(t, v) − A(t,w), v − w

〉
H−2

L ,H 2
L

+
∞∑

j=1

∥∥gj,L(t, v) − gj,L(t,w)
∥∥2

H 0
L

� γ1‖v − w‖2
H 0

L

where γ1 is a constant satisfying

γ1 �
∞∑

j=1

d2
j , dj ’s are the constants in (3.7). (3.23)

(iii) For each v ∈ H 2
L and t ∈ [0, T ],

2
〈
A(t, v), v

〉
H−2

L ,H 2
L

+
∞∑

j=1

∥∥gj,L(t, v)
∥∥2

H 0
L

� γ2‖v‖2
H 0

L

− η‖v‖2
H 2

L

+ ∥∥g0,L(t)
∥∥2

H 0
L

for some positive constant γ2 independent of t and v.
(iv) For each v ∈ H 2

L and t ∈ [0, T ],
∥∥A(t, v)

∥∥
H−2

L
� γ3‖v‖H 2

L
+ ∥∥g0,L(t)

∥∥
H 0

L

for some constant γ3 independent of t and v.



J.U. Kim / Journal of Functional Analysis 262 (2012) 2928–2977 2947
By virtue of the properties (i)–(iv), we can apply Theorem 4.2.4 in [16] to obtain a unique
solution u of (3.21)–(3.22) such that u ∈ C([0, T ];H 0

L), P -almost surely, and

u ∈ L2(Ω × [0, T ];G;H 2
L

)
, E

(
sup

0�t�T

∥∥u(t)
∥∥2

H 0
L

)
< ∞. (3.24)

Furthermore, it holds that

∥∥u(t)
∥∥2

L2(GL)
+ 2η

t∫
0

∥∥�u(s)
∥∥2

L2(GL)
ds + 2ε

t∫
0

∥∥∇u(s)
∥∥2

(L2(GL))d
ds

+ 2

t∫
0

∫
GL

|∇u(s)|2√
ε + |∇u(s)|2 dx ds = ‖u0,L‖2

L2(GL)
+ 2

t∫
0

〈
g0,L(s), u(s)

〉
L2(GL)

ds

+ 2
∞∑

j=1

t∫
0

〈
gj,L

(
u(s)

)
, u(s)

〉
L2(GL)

dBj +
∞∑

j=1

t∫
0

∥∥gj,L

(
u(s)

)∥∥2
L2(GL)

ds (3.25)

for all t ∈ [0, T ], P -almost surely. For each κ = 1
n

, n = 1,2, . . . , it holds that

(u ∗ ρκ)(t) = u0,L ∗ ρκ − η

t∫
0

�2(u(s) ∗ ρκ

)
ds + ε

t∫
0

�
(
u(s) ∗ ρκ

)
ds

+
t∫

0

∇ ·
( ∇u(s)√

ε + |∇u(s)|2
)

∗ ρκ ds +
t∫

0

g0,L(s) ∗ ρκ ds

+
∞∑

j=1

t∫
0

gj,L

(
u(s)

) ∗ ρκ dBj

in H 1
L, for all t ∈ [0, T ], P -almost surely. Here ρκ denotes the Friedrichs mollifier, and the

convolution is taken with respect to the space variables.
By Ito’s formula, we see that

∥∥∇u(t) ∗ ρκ

∥∥2
(L2(GL))d

+ 2η

t∫
0

∥∥∇(
�u(s) ∗ ρκ

)∥∥2
(L2(GL))d

ds

+ 2ε

t∫
0

∥∥�u(s) ∗ ρκ

∥∥2
L2(GL)

ds

+ 2

t∫ 〈
∇ ·

( ∇u(s)√
ε + |∇u(s)|2

)
∗ ρκ,�u(s) ∗ ρκ

〉
L2(GL)

ds
0
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= ‖∇u0,L ∗ ρκ‖2
(L2(GL))d

+ 2

t∫
0

〈∇g0,L(s) ∗ ρκ,∇u(s) ∗ ρκ

〉
(L2(GL))d

ds

+ 2
∞∑

j=1

t∫
0

〈∇gj,L

(
u(s)

) ∗ ρκ,∇u(s) ∗ ρκ

〉
(L2(GL))d

dBj

+
∞∑

j=1

t∫
0

∥∥∇gj

(
u(s)

) ∗ ρκ

∥∥2
(L2(GL))d

ds (3.26)

for all t ∈ [0, T ], P -almost surely. By (3.24), we have

E

( T∫
0

∣∣∣∣
〈
∇ ·

( ∇u(t)√
ε + |∇u(t)|2

)
∗ ρκ,�u(t) ∗ ρκ

〉
L2(GL)

∣∣∣∣dt

)
� C (3.27)

for some constant C independent of κ . But it may depend on ε > 0. By means of the Burkholder–
Davis–Gundy inequality together with (3.4)–(3.8), (3.24) and (3.27), we can derive from (3.26)
that

E
(

sup
0�t�T

∥∥∇u(t) ∗ ρκ

∥∥2
(L2(GL))d

)
� C (3.28)

for some constant C independent of κ . Since

∥∥∇u(ω, t)
∥∥

(L2(GL))d
= lim

κ→0

∥∥∇u(ω, t) ∗ ρκ

∥∥
(L2(GL))d

for dP ⊗ dt-almost all (ω, t), it holds that

E
(

sup
t∈[0,T ]

∥∥∇u(t)
∥∥

(L2(GL))d

)
� E

(
lim
κ→0

sup
t∈[0,T ]

∥∥∇u(t) ∗ ρκ

∥∥
(L2(GL))d

)

� lim
κ→0

E
(

sup
t∈[0,T ]

∥∥∇u(t) ∗ ρκ

∥∥
(L2(GL))d

)
� C. (3.29)

Since u ∈ C([0, T ];H 0
L), and ∇u ∈ L∞(0, T ; (H 0

L)d), P -almost surely, it follows that ∇u(t) is
(H 0

L)d -weakly continuous in t ∈ [0, T ], P -almost surely. Thus,

∥∥∇u(t)
∥∥

(L2(GL))d
= lim

κ→0

∥∥∇u(t) ∗ ρκ

∥∥
(L2(GL))d

for all t ∈ [0, T ], P -almost surely. Also, by (3.24),

lim
κ→0

t∫ 〈
∇ ·

( ∇u(s)√
ε + |∇u(s)|2

)
∗ ρκ,�u(s) ∗ ρκ

〉
L2(GL)

ds
0
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=
t∫

0

〈
∇ ·

( ∇u(s)√
ε + |∇u(s)|2

)
,�u(s)

〉
L2(GL)

ds

for all t ∈ [0, T ], P -almost surely. Hence, we have

∥∥∇u(t)
∥∥2

(L2(GL))d
+ 2ε

t∫
0

∥∥�u(s)
∥∥2

L2(GL)
ds + 2

t∫
0

〈
∇ ·

( ∇u(s)√
ε + |∇u(s)|2

)
,�u(s)

〉
L2(GL)

ds

� ‖∇u0,L‖2
(L2(GL))d

+ 2

t∫
0

〈∇g0,L(s),∇u(s)
〉
(L2(GL))d

ds

+ 2
∞∑

j=1

t∫
0

〈∇gj,L

(
u(s)

)
,∇u(s)

〉
(L2(GL))d

dBj +
∞∑

j=1

t∫
0

∥∥∇gj,L

(
u(s)

)∥∥2
(L2(GL))d

ds (3.30)

for all t ∈ [0, T ], P -almost surely. It follows from Lemma 2.1, (3.25) and (3.30) that

E
(

sup
t∈[0,T ]

(∥∥u(t)
∥∥2

L2(GL)
+ ∥∥∇u(t)

∥∥2
(L2(GL))d

))
� C, (3.31)

E

( T∫
0

∫
GL

|∇u|2√
ε + |∇u|2 dx dt

)
� C, (3.32)

E

( T∫
0

‖�u‖2
L2(GL)

dt

)
� Cε, (3.33)

where C is a positive constant independent of η > 0 and ε > 0, and Cε denotes a positive constant
independent of η > 0.

Step 2. Throughout this step, L > 0 and ε > 0 are fixed. Let uη be the solution of (3.21)–(3.22)
obtained above. Following the argument in [16, pp. 88–90], we pass η → 0 to obtain a solution
of

∂u

∂t
− ε�u − ∇ ·

( ∇u√
ε + |∇u|2

)
= g0,L +

∞∑
j=1

gj,L(u)
dBj

dt
, (3.34)

u(0) = u0,L, (3.35)

such that the solution u satisfies (3.31), (3.33), and u ∈ C([0, T ];H 0
L), P -almost surely. Also,

u(t) is H 1
L-weakly continuous in t ∈ [0, T ], P -almost surely, and it holds that

∥∥u(t)
∥∥2

L2(GL)
+ 2ε

t∫ ∥∥∇u(s)
∥∥2

(L2(GL))d
ds + 2

t∫ ∫ |∇u(s)|2√
ε + |∇u(s)|2 dx ds
0 0 GL
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= ‖u0,L‖2
L2(GL)

+ 2

t∫
0

〈
g0,L(s), u(s)

〉
L2(GL)

ds

+ 2
∞∑

j=1

t∫
0

〈
gj,L

(
u(s)

)
, u(s)

〉
L2(GL)

dBj +
∞∑

j=1

t∫
0

∥∥gj,L

(
u(s)

)∥∥2
L2(GL)

ds (3.36)

for all t ∈ [0, T ], P -almost surely. We now consider

d(u ∗ ρκ) = ε�u ∗ ρκ dt + ∇ ·
( ∇u√

ε + |∇u|2
)

∗ ρκ dt

+ g0,L ∗ ρκ dt +
∞∑

j=1

(
gj,L(u) ∗ ρκ

)
dBj

where ρκ is the Friedrichs mollifier. Let us set

Jε(v) =
∫

GL

√
ε + |∇v|2 dx.

By Ito’s formula, it holds P -almost surely that

Jε

(
u(t) ∗ ρκ

) = Jε(u0,L ∗ ρκ) + ε

t∫
0

〈
�u(s) ∗ ρκ,−∇ ·

( ∇u(s) ∗ ρκ√
ε + |∇u(s) ∗ ρκ |2

)〉
L2(GL)

ds

+
t∫

0

〈
∇ ·

( ∇u(s)√
ε + |∇u(s)|2

)
∗ ρκ,−∇ ·

( ∇u(s) ∗ ρκ√
ε + |∇u(s) ∗ ρκ |2

)〉
L2(GL)

ds

+
t∫

0

∫
GL

(∇u(s) ∗ ρκ) · (∇g0,L(s) ∗ ρκ)√
ε + |∇u(s) ∗ ρκ |2 dx ds

+
∞∑

j=1

t∫
0

∫
GL

(∇u(s) ∗ ρκ) · (∇gj,L(u(s)) ∗ ρκ)√
ε + |∇u(s) ∗ ρκ |2 dx dBj

+ 1

2

∞∑
j=1

t∫
0

∫
GL

( |∇gj,L(u(s)) ∗ ρκ |2√
ε + |∇u(s) ∗ ρκ |2

− |(∇u(s) ∗ ρκ) · (∇gj,L(u(s)) ∗ ρκ)|2
(
√

ε + |∇u(s) ∗ ρκ |2)3

)
dx ds

for all t ∈ [0, T ], and κ = 1 , n = 1,2, . . . .

n
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Since u ∈ H 2
L, dP ⊗ dt-almost all (ω, t),

(
∇ · ∇u√

ε + |∇u|2
)

∗ ρκ → ∇ · ∇u√
ε + |∇u|2

strongly in L2(GL), as κ → 0, dP ⊗ dt-almost all (ω, t). In the meantime, it holds dP ⊗ dt-
almost all (ω, t) that

∥∥∥∥∇ · ∇u ∗ ρκ√
ε + |∇u ∗ ρκ |2

∥∥∥∥
L2(GL)

� C√
ε
‖�u ∗ ρκ‖L2(GL) � C√

ε
‖�u‖L2(GL)

for all κ , and

∫
GL

∇(u ∗ ρκ) · ∇φ√
ε + |∇u ∗ ρκ |2 dx →

∫
GL

∇u · ∇φ√
ε + |∇u|2 dx

as κ → 0, for all φ ∈ H 1
L. Hence,

∇ ·
( ∇u ∗ ρκ√

ε + |∇u ∗ ρκ |2
)

→ ∇ ·
( ∇u√

ε + |∇u|2
)

weakly in L2(GL), as κ → 0, dP ⊗ dt-almost all (ω, t). Thus,

〈
∇ ·

( ∇u√
ε + |∇u|2

)
∗ ρκ,−∇ ·

( ∇u ∗ ρκ√
ε + |∇u ∗ ρκ |2

)〉
L2(GL)

→ −
∥∥∥∥∇ ·

( ∇u√
ε + |∇u|2

)∥∥∥∥
2

L2(GL)

and, for each j � 1,

∫
GL

(∇u ∗ ρκ) · (∇gj,L(u) ∗ ρκ)√
ε + |∇u ∗ ρκ |2 dx →

∫
GL

∇u · ∇gj,L(u)√
ε + |∇u|2 dx,

as κ → 0, dP ⊗ dt-almost all (ω, t). Also,

∣∣∣∣
∫

GL

(∇u ∗ ρκ) · (∇gj,L(u) ∗ ρκ)√
ε + |∇u ∗ ρκ |2 dx

∣∣∣∣
2

� Ld
∥∥∇gj,L(u)

∥∥2
(L2(GL))d

dP ⊗ dt-almost all (ω, t). Thus,
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∞∑
j=1

t∫
0

∫
GL

(∇u ∗ ρκ) · (∇gj,L(u) ∗ ρκ)√
ε + |∇u ∗ ρκ |2 dx dBj

→
∞∑

j=1

t∫
0

∫
GL

∇u · ∇gj,L(u)√
ε + |∇u|2 dx dBj

for all t ∈ [0, T ], P -almost surely.
By these convergence results and the fact that ∇u(t) ∈ (H 0

L)d , for all t ∈ [0, T ], P -almost
surely, we can pass κ → 0 to arrive at

Jε

(
u(t)

) = Jε(u0,L) + ε

t∫
0

〈
�u(s),−∇ ·

( ∇u(s)√
ε + |∇u(s)|2

)〉
L2(GL)

ds

−
t∫

0

∥∥∥∥∇ ·
( ∇u√

ε + |∇u|2
)∥∥∥∥

2

L2(GL)

ds +
t∫

0

∫
GL

(∇u(s)) · (∇g0,L(s))√
ε + |∇u(s)|2 dx ds

+
∞∑

j=1

t∫
0

∫
GL

(∇u(s)) · (∇gj,L(u(s)))√
ε + |∇u(s)|2 dx dBj

+ 1

2

∞∑
j=1

t∫
0

∫
GL

( |∇gj,L(u(s))|2√
ε + |∇u(s)|2 − |(∇u(s)) · (∇gj,L(u(s)))|2

(
√

ε + |∇u(s)|2)3

)
dx ds (3.37)

for all t ∈ [0, T ], P -almost surely.
We also have

∥∥∇(
u(t) ∗ ρκ

)∥∥2
(L2(GL))d

+ 2ε

t∫
0

∥∥�u(s) ∗ ρκ

∥∥2
L2(GL)

ds

+ 2

t∫
0

〈
∇ ·

( ∇u(s)√
ε + |∇u(s)|2

)
∗ ρκ,�

(
u(s) ∗ ρκ

)〉
L2(GL)

ds

= ‖∇u0,L ∗ ρκ‖2
(L2(GL))d

+ 2

t∫
0

〈∇g0,L(s) ∗ ρκ,∇u(s) ∗ ρκ

〉
(L2(GL))d

ds

+ 2
∞∑

j=1

t∫
0

〈∇gj,L

(
u(s)

) ∗ ρκ,∇u(s) ∗ ρκ

〉
(L2(GL))d

dBj

+
∞∑

j=1

t∫ ∥∥∇gj,L

(
u(s)

) ∗ ρκ

∥∥2
(L2(GL))d

ds
0
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for all t ∈ [0, T ], P -almost surely. Since ∇u(t) ∈ (H 0
L)d , for all t ∈ [0, T ], and �u ∈

L2(0, T ;H 0
L), P -almost surely, we can pass κ → 0 to arrive at

∥∥∇u(t)
∥∥2

(L2(GL))d
+ 2ε

t∫
0

∥∥�u(s)
∥∥2

L2(GL)
ds + 2

t∫
0

〈
∇ ·

( ∇u(s)√
ε + |∇u(s)|2

)
,�u(s)

〉
L2(GL)

ds

= ‖∇u0,L‖2
(L2(GL))d

+ 2

t∫
0

〈∇g0,L(s),∇u(s)
〉
(L2(GL))d

ds

+ 2
∞∑

j=1

t∫
0

〈∇gj,L

(
u(s)

)
,∇u(s)

〉
(L2(GL))d

dBj

+
∞∑

j=1

t∫
0

∥∥∇gj,L

(
u(s)

)∥∥2
(L2(GL))d

ds (3.38)

for all t ∈ [0, T ], P -almost surely.
Now we denote by uε the above solution of (3.34)–(3.35) with given ε > 0. Under the condi-

tions (3.4)–(3.8), we use Lemma 2.1 and the Burkholder–Davis–Gundy inequality to derive from
(3.36) and (3.38)

E
(

sup
0�t�T

‖uε‖2
H 1

L

)
� CE

(‖u0,L‖2
H 1

L

) + CE

( T∫
0

‖g0,L‖2
H 1

L

dt

)
+ C (3.39)

and, by the inequality |z|2√
ε+|z|2 � |z| − √

ε, ∀z ∈ Rd,

E

( T∫
0

‖∇uε‖L1(GL) dt

)
� CE

(‖u0,L‖2
L2(GL)

) + CE

( T∫
0

‖g0,L‖2
L2(GL)

dt

)
+ C

+ √
εT Ld (3.40)

where C denotes positive constants independent of u0,L, g0,L, ε, and L.

Step 3. Throughout this step, L > 0 is fixed. Let uε be the solution of (3.34)–(3.35) obtained in
Step 2 above. Our goal is to pass ε → 0 to arrive at a solution of (3.14)–(3.15).

Set

ΠL,ε = ∇uε√
ε + |∇uε |2

.

Then, we can extract subsequences still in the same notation such that
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ΠL,ε → ΠL weak star in L∞(
Ω × [0, T ] × TL;G ⊗B(TL);Rd

)
,

uε → u weakly in L2(Ω × [0, T ];G;H 1
L

)
,

and

gj,L(uε) → pj,L weakly in L2(Ω × [0, T ];G;H 1
L

)
.

It follows that

|ΠL| � 1, dP ⊗ dt ⊗ dx-almost all (ω, t, x), (3.41)

and, by Lemma 2.7,

E
(

sup
0�t�T

‖u‖2
H 1

L

)
� CE

(‖u0,L‖2
H 1

L

) + CE

( T∫
0

‖g0,L‖2
H 1

L

dt

)
+ C, (3.42)

E

( T∫
0

‖∇u‖L1(GL) dt

)
� CE

(‖u0,L‖2
L2(GL)

) + CE

( T∫
0

‖g0,L‖2
L2(GL)

dt

)
+ C, (3.43)

where C denotes positive constants independent of u0,L, g0,L, and L. It holds that

u(t) = u0,L +
t∫

0

∇ · ΠL(s) ds +
t∫

0

g0,L(s) ds +
∞∑

j=1

t∫
0

pj,L(s) dBj (3.44)

in H−1
L , for all t ∈ [0, T ], P -almost surely. We still use the argument presented in [16] to show

that u is a solution of (3.14)–(3.15). Since we are handling a singular limit at this stage, we will
provide the technical details. By a result of Krylov–Rozovskii (see [16, p. 75]), it holds that

u ∈ C
([0, T ];H 0

L

)
, P -almost surely, (3.45)

and

e−ct
∥∥u(t)

∥∥2
H 0

L
= ‖u0,L‖2

H 0
L

− c

t∫
0

e−cs
∥∥u(s)

∥∥2
H 0

L
ds

− 2

t∫
0

e−cs
〈
ΠL,∇u(s)

〉
(H 0

L)d
ds + 2

t∫
0

e−cs
〈
g0,L(s), u(s)

〉
H 0

L
ds

+ 2
∞∑

j=1

t∫
e−cs

〈
pj,L(s), u(s)

〉
H 0

L
dBj +

∞∑
j=1

t∫
e−cs

∥∥pj,L(s)
∥∥2

H 0
L
ds (3.46)
0 0
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for all t ∈ [0, T ], P -almost surely, where c = γ1 is a positive constant which is the same as
in (3.23).

Meanwhile, for every φ ∈ L2(Ω × [0, T ];G;H 0
L), the solution uε of (3.34)–(3.35) satisfies

e−ct
∥∥uε(t)

∥∥2
H 0

L
� ‖u0,L‖2

H 0
L

− c

t∫
0

e−cs
∥∥uε(s) − φ(s)

∥∥2
H 0

L
ds

− 2c

t∫
0

e−cs
〈
φ(s), uε(s)

〉
H 0

L
ds + c

t∫
0

e−cs
∥∥φ(s)

∥∥2
H 0

L
ds

− 2

t∫
0

∫
GL

e−cs |∇uε(s)|2√
ε + |∇uε(s)|2

dx ds + 2

t∫
0

e−cs
〈
g0,L(s), uε(s)

〉
H 0

L
ds

+ 2
∞∑

j=1

t∫
0

e−cs
〈
gj,L

(
uε(s)

)
, uε(s)

〉
H 0

L
dBj (s)

+
∞∑

j=1

t∫
0

e−cs
∥∥gj,L

(
uε(s)

) − gj,L

(
φ(s)

)∥∥2
H 0

L
ds

+ 2
∞∑

j=1

t∫
0

e−cs
〈
gj,L

(
uε(s)

)
, gj,L

(
φ(s)

)〉
H 0

L
ds

−
∞∑

j=1

t∫
0

e−cs
∥∥gj,L

(
φ(s)

)∥∥2
H 0

L
ds (3.47)

for all t ∈ [0, T ], P -almost surely. Let us choose any bounded nonnegative Borel function ψ

on [0, T ]. Using (3.23) and the inequality

t∫
0

∫
GL

e−cs |∇uε(s)|2√
ε + |∇uε(s)|2

dx ds �
t∫

0

∫
GL

e−cs
∣∣∇uε(s)

∣∣dx ds − √
ε

t∫
0

∫
GL

e−cs dx ds,

we combine (3.46) and (3.47) to obtain

−cE

( T∫
0

ψ(t)

t∫
0

e−cs
∥∥u(s)

∥∥2
H 0

L
ds dt

)
− 2E

( T∫
0

ψ(t)

t∫
0

e−cs
〈
ΠL(s),∇u(s)

〉
(H 0

L)d
ds dt

)

+
∞∑

j=1

E

( T∫
ψ(t)

t∫
e−cs

∥∥pj,L(s)
∥∥2

H 0
L
ds dt

)

0 0
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� −2cE

( T∫
0

ψ(t)

t∫
0

e−cs
〈
u(s),φ(s)

〉
H 0

L
ds dt

)
+ cE

( T∫
0

ψ(t)

t∫
0

e−cs
∥∥φ(s)

∥∥2
H 0

L
ds dt

)

− 2 lim
ε→0

E

( T∫
0

ψ(t)

t∫
0

∫
GL

e−cs
∣∣∇uε(s)

∣∣dx ds dt

)

+
∞∑

j=1

2E

( T∫
0

ψ(t)

∞∑
j=1

t∫
0

e−cs
〈
pj,L(s), gj,L

(
φ(s)

)〉
H 0

L
ds dt

)

−
∞∑

j=1

E

( T∫
0

ψ(t)

∞∑
j=1

t∫
0

e−cs
∥∥gj,L

(
φ(s)

)∥∥2
H 0

L
ds dt

)

which yields

−cE

( T∫
0

ψ(t)

t∫
0

e−cs
∥∥u(s) − φ(s)

∥∥2
H 0

L
ds dt

)

+ 2 lim
ε→0

E

( T∫
0

ψ(t)

t∫
0

∫
GL

e−cs
∣∣∇uε(s)

∣∣dx ds dt

)

− 2E

( T∫
0

ψ(t)

t∫
0

∫
GL

e−csΠL(s) · ∇u(s) dx ds dt

)

+
∞∑

j=1

E

( T∫
0

ψ(t)

∞∑
j=1

t∫
0

e−cs
∥∥pj,L(s) − gj,L

(
φ(s)

)∥∥2
H 0

L
ds dt

)
� 0. (3.48)

Set φ = u in (3.48). Since ∇uε converges to ∇u weakly in L2(Ω × [0, T ];G; (H 0
L)d), it holds

that

E

( T∫
0

ψ(t)

t∫
0

∫
GL

e−cs
∣∣∇u(s)

∣∣dx ds dt

)
� lim

ε→0
E

( T∫
0

ψ(t)

t∫
0

∫
GL

e−cs
∣∣∇uε(s)

∣∣dx ds dt

)
.

Also, by (3.41),

E

( T∫
ψ(t)

t∫ ∫
e−csΠL(s) · ∇u(s) dx ds dt

)
� E

( T∫
ψ(t)

t∫ ∫
e−cs

∣∣∇u(s)
∣∣dx ds dt

)
.

0 0 GL 0 0 GL
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Hence, we can derive from (3.48) that

pj,L = gj,L(u), dP ⊗ dt ⊗ dx-almost all (ω, t, x), ∀j � 1, (3.49)

and

E

( T∫
0

ψ(t)

t∫
0

∫
GL

e−cs
∣∣∇u(s)

∣∣dx ds dt

)
� lim

ε→0
E

( T∫
0

ψ(t)

t∫
0

∫
GL

e−cs
∣∣∇uε(s)

∣∣dx ds dt

)

= E

( T∫
0

ψ(t)

t∫
0

∫
GL

e−csΠL(s) · ∇u(s) dx ds dt

)
.

Since

ΠL · ∇u � |∇u|, dP ⊗ dt ⊗ dx-almost all (ω, t, x),

it holds that

ΠL · ∇u = |∇u|, dP ⊗ dt ⊗ dx-almost all (ω, t, x). (3.50)

By virtue of (3.41)–(3.45) and (3.49)–(3.50), u is a solution of (3.14)–(3.15) according to Defi-
nition 3.1.

For uniqueness, let u and û be two solutions of (3.14)–(3.15). Let ΠL and Π̂L correspond to u

and û, respectively. Then,

〈ΠL − Π̂L,∇u − ∇û〉(H 0
L)d = ‖∇u‖(L1(GL))d + ‖∇û‖(L1(GL))d

− 〈Π̂L,∇u〉(H 0
L)d − 〈ΠL,∇û〉(H 0

L)d � 0, by (3.41),

for dP ⊗ dt-almost all (ω, t). We use this for the estimate of ‖u(t) − û(t)‖2
H 0

L

to derive u ≡ û.

If (3.10)–(3.13) hold, (3.37) yields

E
(

sup
0�t�T

Jε

(
uε(t)

))
� CE

(
Jε(u0,L)

) + C

T∫
0

‖∇g0,L‖(L1(GL))d dt (3.51)

and

E

( T∫
0

‖∇ · ΠL,ε‖2
H 0

L

dt

)
� CE

(
Jε(u0,L)

) + C

T∫
0

‖∇g0,L‖(L1(GL))d dt (3.52)

where C denotes positive constants independent of u0,L, g0,L, ε and L. By Lemma 2.7, we can
pass ε → 0 to obtain (3.19) and (3.20). The proof of Theorem 3.2 is complete.
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Remark 3.3. The purpose of the term η�2u in (3.21) is to obtain H 2
L-regularity directly from the

known result in the existing literature. This regularity is used to apply Lemma 2.1. However, this
term is a technical obstacle in obtaining (3.51)–(3.52). This is the reason why we passed η → 0
with ε > 0 fixed. We also note that a deterministic version of Eq. (3.34) was discussed in [20]
over a unit square with the Neumann boundary condition. It was also discussed in [2].

4. Proof of Theorems 1.2 and 1.4

The basic idea for the existence of a solution of (0.1)–(0.2) in Rd is to obtain a solution
as the limit of the sequence {uk}∞k=1, where each uk is a solution in Theorem 3.2 above with
L = Lk ↑ ∞, as k → ∞.

We start with the following fact which is an adaptation of Lemma 2.7.

Lemma 4.1. Suppose that {uLk
}∞k=1 is a sequence such that

Lk ↑ ∞, as k → ∞,

uLk
∈ L2(Ω × [0, T ];G;H 0

Lk

)
, ∀k,

χkuLk
→ u∞,

weakly in L2(Ω × [0, T ];G;L2(Rd)), where χk denotes the characteristic function of the
set GLk

.

(i) if E(sup0�t�T ‖uLk
(t)‖2

H 0
Lk

) � C1, for all k, then E(sup0�t�T ‖u∞(t)‖2
L2(Rd )

) � C1,

(ii) if E(sup0�t�T ‖uLk
(t)‖2

H 1
Lk

) � C2, for all k, then E(sup0�t�T ‖u∞(t)‖2
H 1(Rd)

) � C2,

(iii) if E(sup0�t�T ‖∇uLk
(t)‖(L1(GLk

))d ) � C3, for all k, then

E
(

sup
0�t�T

∥∥∇u∞(t)
∥∥

(M(Rd))d

)
� C3,

(iv) if E(
∫ T

0 ‖∇uLk
(t)‖2

(L2(GLk
))d

dt) � C4, and E(
∫ T

0 ‖∇uLk
(t)‖(L1(GLk

))d dt) � C5, for all k,

then E(
∫ T

0 ‖∇u∞(t)‖2
(L2(Rd))d

dt) � C4, and

E

( T∫
0

∥∥∇u∞(t)
∥∥

(L1(Rd))d
dt

)
� C5.

Proof. We will show (iii). Since u∞ is L2(Rd)-valued G-measurable and for each nonneg-
ative number r , the set {f ∈ L2(Rd) | ‖∇f ‖(M(Rd))d � r} is a closed subset of L2(Rd),
‖∇u∞‖(M(Rd))d is G-measurable.

Choose any 1 � R < ∞. There is a sequence {vm}∞m=1 such that each vm is a convex combi-
nation of finitely many χkuL , Lk > 4R, and
k
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vm → u∞ strongly in L2(Ω × [0, T ];G;L2(Rd
))

,

E
(

sup
0�t�T

∥∥ϕR∇vm(t)
∥∥

(L1(Rd ))d

)
� C3, ∀m, (4.1)

where ϕR is defined by (2.2)–(2.3).
There is a subsequence still denoted by {vm} and Q ∈ G such that

dP ⊗ dt
(
Ω × [0, T ] \ Q

) = 0,

vm → u∞ strongly in L2
(
Rd

)
, for each (ω, t) ∈ Q.

Thus, ∇vm → ∇u∞ in the sense of distributions over Rd , for each (ω, t) ∈ Q. It follows that

E
(

sup
0�t�T

∥∥ϕR∇u∞(t)
∥∥

(M(Rd))d

)
� E

(
sup

0�t�T

lim
m→∞

∥∥ϕR∇vm(t)
∥∥

(L1(Rd))d

)

� E
(

lim
m→∞

sup
0�t�T

∥∥ϕR∇vm(t)
∥∥

(L1(Rd))d

)

� lim
m→∞

E
(

sup
0�t�T

∥∥ϕR∇vm(t)
∥∥

(L1(Rd))d

)
� C3, by (4.1),

and thus,

E
(

sup
0�t�T

∥∥∇u∞(t)
∥∥

(M(Rd))d

)
� E

(
sup

0�t�T

lim
R→∞

∥∥ϕR∇u∞(t)
∥∥

(M(Rd))d

)

� E
(

lim
R→∞

sup
0�t�T

∥∥ϕR∇u∞(t)
∥∥

(M(Rd))d

)

� lim
R→∞

E
(

sup
0�t�T

∥∥ϕR∇u∞(t)
∥∥

(M(Rd))d

)
� C3.

In the same way, (i) and (ii) follow. For (iv), we use the same argument to obtain first
E(

∫ T

0 ‖∇u∞(t)‖2
(L2(Rd))d

dt) � C4. For each R > 1, we use uniform integrability to see that

ϕR∇uk → ϕR∇u∞ weakly in
(
L1

(
Ω × [0, T ] × Rd ;G ⊗B

(
Rd

)))d ,

and thus, E(
∫ T

0 ‖ϕR∇u∞(t)‖(L1(Rd))d dt) � C5. By passing R → ∞, we see that

E

( T∫
0

∥∥∇u∞(t)
∥∥

(L1(Rd))d
dt

)
� C5. �
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4.1. Proof of Theorem 1.2

Let u0 ∈ L2(Ω;F0;H 1(Rd)) be given. Define

u0,k = ΛLk
(ϕRk

u0), Lk = 4Rk

where Rk ↑ ∞, and ΛL was defined by (3.1). Then, u0,k ∈ L2(Ω;F0;H 1
Lk

) and

ϕRk
u0,k → u0 strongly in L2

(
Ω;F0;H 1

(
Rd

))
.

Also, g0,L and gj,L are defined by (3.2) and (3.3), respectively.
Let uk be the solution in Theorem 3.2 above with L = Lk and u0,L = u0,k .
We then have

E
(

sup
0�t�T

∥∥uk(t)
∥∥2

H 1
Lk

)
� C, ∀k,

E

( T∫
0

∫
GLk

|∇uk|dx dt

)
� C, ∀k,

for some positive constants C. Hence, there is a subsequence still denoted by {uk}∞k=1 such that

χkuk → u∞, weakly in L2
(
Ω × [0, T ];G;L2

(
Rd

))
, (4.2)

where χk is the characteristic function of the set GLk
, and, by Lemma 4.1,

E
(

sup
0�t�T

∥∥u∞(t)
∥∥2

H 1(Rd)

)
� C, (4.3)

E

( T∫
0

∫
Rd

|∇u∞|dx dt

)
� C. (4.4)

If necessary, we can further extract a subsequence {uk}∞k=1 so that the corresponding sequences
{ΠLk

}∞k=1 and {gj,Lk
(uk)}∞k=1 be convergent as follows.

χkgj,Lk
(uk) → gj,∞ weakly in L2

(
Ω × [0, T ];G;L2

(
Rd

))
, j = 1,2, . . . , (4.5)

and

χkΠLk
→ Π∞ weak star in L∞(

Ω × [0, T ] × Rd ;G ⊗B
(
Rd

);Rd
)
, (4.6)

which yields

|Π∞| � 1, dP ⊗ dt ⊗ dx-almost all (ω, t, x). (4.7)
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Choose any R > 1. Then, it holds that

ϕRu∞(t) = ϕRu0 +
t∫

0

ϕR∇ · Π∞(s) ds +
t∫

0

ϕRg0(s) ds +
∞∑

j=1

t∫
0

ϕRgj,∞(s) dBj (s) (4.8)

in H−1(Rd), for all t ∈ [0, T ], P -almost surely.
It follows from Lemma 2.5 that

u∞ ∈ C
([0, T ];L2(Rd

))
, P -almost surely, (4.9)

and

e−ct
∥∥u∞(t)

∥∥2
L2(Rd )

= ‖u0‖2
L2(Rd)

− c

t∫
0

e−cs
∥∥u∞(s)

∥∥2
L2(Rd)

ds

− 2

t∫
0

∫
Rd

e−csΠ∞(s) · ∇u∞(s) dx ds + 2

t∫
0

e−cs
〈
g0(s), u∞(s)

〉
L2(Rd )

ds

+ 2
∞∑

j=1

t∫
0

e−cs
〈
gj,∞(s), u∞(s)

〉
L2(Rd)

dBj (s)

+
∞∑

j=1

t∫
0

e−cs
∥∥gj,∞(s)

∥∥2
L2(Rd )

ds (4.10)

for all t ∈ [0, T ], P -almost surely, where c = γ1 is the positive constant satisfying (3.23). Let us
choose any arbitrary φ ∈ L2(Ω × [0, T ];G;L2(Rd)) such that φ ≡ 0, for |x| � 2R > 2.

We take Lk � 4R. Since uk is the solution of (3.14)–(3.15) with L = Lk and u0,L = u0,k , it
follows from (3.46), (3.49) and (3.50) that

e−ct
∥∥uk(t)

∥∥2
L2(GLk

)
= ‖u0,k‖2

L2(GLk
)
− c

t∫
0

e−cs
∥∥uk(s) − φ(s)

∥∥2
L2(GLk

)
ds

− 2c

t∫
0

e−cs
〈
φ(s), uk(s)

〉
L2(GLk

)
ds + c

t∫
0

e−cs
∥∥φ(s)

∥∥2
L2(GLk

)
ds

− 2

t∫
0

∫
GLk

e−cs
∣∣∇uk(s)

∣∣dx ds + 2

t∫
0

e−cs
〈
g0,Lk

(s), uk(s)
〉
L2(GLk

)
ds

+ 2
∞∑

j=1

t∫
e−cs

〈
gj,Lk

(
uk(s)

)
, uk(s)

〉
L2(GLk

)
dBj (s)
0
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+
∞∑

j=1

t∫
0

e−cs
∥∥gj,Lk

(
uk(s)

) − gj,Lk

(
φ(s)

)∥∥2
L2(GLk

)
ds

+ 2
∞∑

j=1

t∫
0

e−cs
〈
gj,Lk

(
uk(s)

)
, gj,Lk

(
φ(s)

)〉
L2(GLk

)
ds

−
∞∑

j=1

t∫
0

e−cs
∥∥gj,Lk

(
φ(s)

)∥∥2
L2(GLk

)
ds (4.11)

for all t ∈ [0, T ], P -almost surely.
Next we choose any bounded nonnegative Borel function ψ on [0, T ].
It follows from (3.23), (4.2)–(4.6), and (4.10)–(4.11) that

−cE

( T∫
0

ψ(t)

t∫
0

e−cs
∥∥u∞(s)

∥∥2
L2(Rd)

ds dt

)

− 2E

( T∫
0

ψ(t)

t∫
0

∫
Rd

e−csΠ∞(s) · ∇u∞(s) dx ds dt

)

+
∞∑

j=1

E

( T∫
0

ψ(t)

t∫
0

e−cs
∥∥gj,∞(s)

∥∥2
L2(Rd )

ds dt

)

� −2cE

( T∫
0

ψ(t)

t∫
0

e−cs
〈
u∞(s),φ(s)

〉
L2(Rd)

ds dt

)

+ cE

( T∫
0

ψ(t)

t∫
0

e−cs
∥∥φ(s)

∥∥2
L2(Rd)

ds dt

)

− 2 lim
k→∞

E

( T∫
0

ψ(t)

t∫
0

∫
GLk

e−cs
∣∣∇uk(s)

∣∣dx ds dt

)

+ 2E

( T∫
0

ψ(t)

∞∑
j=1

t∫
0

e−cs
〈
gj,∞(s), gj

(
φ(s)

)〉
L2(Rd)

ds dt

)

− E

( T∫
0

ψ(t)

∞∑
j=1

t∫
0

e−cs
∥∥gj

(
φ(s)

)∥∥2
L2(Rd)

ds dt

)
. (4.12)

We rearrange terms in (4.12) to arrive at
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−cE

( T∫
0

ψ(t)

t∫
0

e−cs
∥∥u∞(s) − φ(s)

∥∥2
L2(Rd)

ds dt

)

+ 2 lim
k→∞

E

( T∫
0

ψ(t)

t∫
0

∫
GLk

e−cs
∣∣∇uk(s)

∣∣dx ds dt

)

− 2E

( T∫
0

ψ(t)

t∫
0

∫
GLk

e−csΠ∞(s) · ∇u∞(s) dx ds dt

)

+ E

( T∫
0

ψ(t)

∞∑
j=1

t∫
0

e−cs
∥∥gj,∞(s) − gj

(
φ(s)

)∥∥2
L2(Rd)

ds dt

)
� 0. (4.13)

We can take φ = ϕRu∞ in (4.13). Then, pass R → ∞ to arrive at

2 lim
k→∞

E

( T∫
0

ψ(t)

t∫
0

∫
GLk

e−cs
∣∣∇uk(s)

∣∣dx ds dt

)

− 2E

( T∫
0

ψ(t)

t∫
0

∫
Rd

e−csΠ∞(s) · ∇u∞(s) dx ds dt

)

+ E

( T∫
0

ψ(t)

∞∑
j=1

t∫
0

e−cs
∥∥gj,∞(s) − gj

(
u∞(s)

)∥∥2
L2(Rd)

ds dt

)
� 0. (4.14)

By virtue of Lemma 4.1 and (4.7), we have

E

( T∫
0

ψ(t)

t∫
0

∫
Rd

e−csΠ∞(s) · ∇u∞(s) dx ds dt

)

� E

( T∫
0

ψ(t)

t∫
0

∫
Rd

e−cs
∣∣∇u∞(s)

∣∣dx ds dt

)

� lim
k→∞

E

( T∫
0

ψ(t)

t∫
0

∫
GLk

e−cs
∣∣∇uk(s)

∣∣dx ds dt

)
.

Thus, it follows from (4.14) that

∥∥gj,∞ − gj (u∞)
∥∥

2 d = 0, dP ⊗ dt-almost all (ω, t), ∀j � 1, (4.15)

L (R )
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and

E

( T∫
0

ψ(t)

t∫
0

∫
Rd

e−csΠ∞(s) · ∇u∞(s) dx ds dt

)
= E

( T∫
0

ψ(t)

t∫
0

∫
Rd

e−cs
∣∣∇u∞(s)

∣∣dx ds dt

)
.

Since

Π∞ · ∇u∞ � |∇u∞|, dP ⊗ dt ⊗ dx-almost all (ω, t, x),

it holds that

Π∞ · ∇u∞ = |∇u∞|, dP ⊗ dt ⊗ dx-almost all (ω, t, x). (4.16)

By virtue of (4.3)–(4.4), (4.7)–(4.9), and (4.15)–(4.16), u∞ is a solution according to Defini-
tion 1.1. For uniqueness of a solution, let u and û be two solutions. By means of the property (v)
in Definition 1.1 and Lemma 2.5, we can easily derive

E
(

sup
0�t�T

∥∥u(t) − û(t)
∥∥2

L2(Rd)

)
= 0.

The proof of Theorem 1.2 is complete.

4.2. Proof of Theorem 1.4

Recall conditions (1.7)–(1.10) and (3.9)–(3.13).
Suppose u0 ∈ L2(Ω;F0;L2(Rd)) and ‖∇u0‖(M(Rd))d ∈ L1(Ω;F0).

Then, by Lemma 2.4, there is a sequence {fk}∞k=1 such that

fk → u0 in L2
(
Ω;F0;L2

(
Rd

))
, as k → ∞,

fk ∈ W 1,1(Rd
) ∩ H 1(Rd

)
, P -almost surely, ∀k,

suppfk is contained in {x | |x| < Rk}, P -almost surely,

where Rk ↑ ∞, as k → ∞

E
(‖∇fk‖(L1(Rd))d

)
� 1 + E

(‖∇u0‖(M(Rd))d
)
, ∀k.

We set

u0,k = ΛLk
(fk)

where Lk = 4Rk , for each k. Let uk be the solution in Theorem 3.2 with L = Lk and u0,L = u0,k .
We utilize the estimates (3.18)–(3.20).
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Through the same procedure as above, we find u∞ and Π∞, and arrive at

2 lim
k→∞

E

( T∫
0

ψ(t)

t∫
0

∫
GLk

e−cs
∣∣∇uk(s)

∣∣dx ds dt

)

+ 2E

( T∫
0

ψ(t)

t∫
0

∫
Rd

e−cs
(∇ · Π∞(s)

)
u∞(s) dx ds dt

)

+
∞∑

j=1

E

( T∫
0

ψ(t)

∞∑
j=1

t∫
0

e−cs
∥∥gj,∞(s) − gj

(
u∞(s)

)∥∥2
L2(Rd)

ds dt

)
� 0. (4.17)

Fix any ε > 0 and R > 1. Since ‖ϕR(∇uk ∗ ρε)‖(L2(Rd ))d � ‖uk‖L2(GLk
)‖∇ρε‖(L1(Rd))d , for

Lk � 4R, we have

E

( T∫
0

∥∥ϕR(∇uk ∗ ρε)
∥∥2

L2(Rd)
dt

)
� Cε

for some constant Cε independent of Lk � 4R. Hence,

ϕR(∇uk ∗ ρε) → ϕR(∇u∞ ∗ ρε)

weakly in (L1(Ω × [0, T ] × Rd))d , and

E

( T∫
0

ψ(t)

t∫
0

∫
Rd

e−cs
∣∣ϕR

(∇u∞(s) ∗ ρε

)∣∣dx ds dt

)

� lim
k→∞

E

( T∫
0

ψ(t)

t∫
0

∫
Rd

e−cs
∣∣ϕR

(∇uk(s) ∗ ρε

)∣∣dx ds dt

)

� lim
k→∞

E

( T∫
0

ψ(t)

t∫
0

∫
GLk

e−cs
∣∣∇uk(s)

∣∣dx ds dt

)
.

We pass R → ∞, and then, pass ε → 0 to arrive at

E

( T∫
0

ψ(t)

t∫
0

e−cs
∥∥∇u∞(s)

∥∥
(M(Rd))d

ds dt

)

� lim
k→∞

E

( T∫
0

ψ(t)

t∫
0

∫
G

e−cs
∣∣∇uk(s)

∣∣dx ds dt

)
. (4.18)
Lk
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It follows from Lemma 2.2 and (4.17)–(4.18) that

∥∥gj,∞ − gj (u∞)
∥∥

L2(Rd)
= 0, dP ⊗ dt-almost all (ω, t), ∀j � 1, (4.19)

and

−〈∇ · Π∞, u∞〉L2(Rd) = ‖∇u∞‖(M(Rd))d , dP ⊗ dt-almost all (ω, t). (4.20)

By means of (3.18)–(3.20), (4.19)–(4.20), and Lemma 4.1, we can argue as in the proof of The-
orem 1.2 to conclude that u∞ is a solution according to Definition 1.3. Uniqueness of a solution
also follows in the same way as above.

5. Proof of Theorem 1.6

First of all, we note that 0 < T < ∞ was arbitrarily given in Theorem 1.4. By the pathwise
uniqueness of a solution, we may assume that the solution exists on the interval [0,∞), P -almost
surely. We will derive some necessary estimates.

Let u be a solution of (0.1)–(0.2) according to Definition 1.3. Then, it holds that

∥∥u(t)
∥∥2

L2(Rd)
= ∥∥u(0)

∥∥2
L2(Rd)

+ 2

t∫
0

〈∇ · Π(s),u(s)
〉
L2(Rd)

ds

+ 2

t∫
0

〈
g0, u(s)

〉
L2(Rd)

ds + 2
∞∑

j=1

t∫
0

〈
ξj

(
u(s)

)
, u(s)

〉
L2(Rd)

dBj

+
∞∑

j=1

t∫
0

∥∥ξj

(
u(s)

)∥∥2
L2(Rd)

ds (5.1)

for all t � 0, P -almost surely.
Let us set X(t) = ‖u(t)‖2

L2(Rd )
. By Ito’s formula, it follows from (5.1) that

E
(
eλt

(
1 + X(t)

)r)

= E
((

1 + X(0)
)r) + λ

t∫
0

eλsE
((

1 + X(s)
)r)

ds

− 2r

t∫
0

eλsE
((

1 + X(s)
)r−1∥∥∇u(s)

∥∥
(M(Rd))d

)
ds

+ 2r

t∫
eλsE

((
1 + X(s)

)r−1〈
g0, u(s)

〉
L2(Rd)

)
ds
0
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+ r

∞∑
j=1

t∫
0

eλsE
((

1 + X(s)
)r−1∥∥ξj

(
u(s)

)∥∥2
L2(Rd)

)
ds

+ 2r(r − 1)

∞∑
j=1

t∫
0

eλsE
((

1 + X(s)
)r−2∣∣〈ξj

(
u(s)

)
, u(s)

〉
L2(Rd)

∣∣2)
ds (5.2)

where λ and r are constants. By (1.15), we can choose λ > 0, δ > 0, and 0 < r < 1
2 such that

λ + rδ + r

∞∑
j=1

β2
j − 2r(1 − r)(1 − δ)

∞∑
j=1

α2
j � 0. (5.3)

We estimate the right-hand side of (5.2). It holds that

(1 + X)r−1〈g0, u〉L2(Rd) � 1

2δ
‖g0‖2

L2(Rd )
+ δ

2
(1 + X)r . (5.4)

By the inequality

x2 � (1 − δ)(1 + x)2 − Cδ, ∀x ∈ R,

for some positive constant Cδ , we see that

(
1 + X(s)

)r−2∣∣〈ξj

(
u(s)

)
, u(s)

〉
L2(Rd)

∣∣2 � α2
j (1 − δ)

(
1 + X(s)

)r − α2
jCδ. (5.5)

By virtue of (1.12)–(1.15) and (5.3)–(5.5), we find that

E
(
eλt

(
1 + X(t)

)r) � E
((

1 + X(0)
)r)

− 2r

t∫
0

eλsE
((

1 + X(s)
)r−1∥∥∇u(s)

∥∥
(M(Rd))d

)
ds

+
t∫

0

eλs

(
r

δ
‖g0‖2

L2(Rd)
+ 2r(1 − r)Cδ

∞∑
j=1

α2
j

)
ds (5.6)

which yields

E
((

1 + X(t)
)r) � e−λtE

((
1 + X(0)

)r) + 1 − e−λt

λ
C � C, ∀t � 0, (5.7)

where C denotes various positive constants. If we take λ = 0 in (5.3), then (5.6) is still valid with
λ = 0, and thus,



2968 J.U. Kim / Journal of Functional Analysis 262 (2012) 2928–2977
1

T
E

( T∫
0

(
1 + X(t)

)r−1∥∥∇u(t)
∥∥

(M(Rd))d
dt

)

� 1

2rT
E

((
1 + X(0)

)r) + C � C, ∀T > 1.

It follows that

1

T
E

( T∫
0

∥∥∇u(t)
∥∥r

(M(Rd))d
dt

)

= 1

T
E

( T∫
0

(
1 + X(t)

)r(r−1)∥∥∇u(t)
∥∥r

(M(Rd))d

(
1 + X(t)

)r(1−r)
dt

)

� r

T
E

( T∫
0

(
1 + X(t)

)r−1∥∥∇u(t)
∥∥

(M(Rd))d
dt

)
+ 1 − r

T
E

( T∫
0

(
1 + X(t)

)r
dt

)

� C, ∀T > 1. (5.8)

Next let u1 and u2 be two solutions of (0.1) according to Definition 1.3. It holds that∥∥u1(t) − u2(t)
∥∥2

L2(Rd)
= ∥∥u1(0) − u2(0)

∥∥2
L2(Rd)

+ 2

t∫
0

〈∇ · Π1(s) − ∇ · Π2(s), u1(s) − u2(s)
〉
L2(Rd )

ds

+ 2
∞∑

j=1

t∫
0

〈
ξj

(
u1(s)

) − ξj

(
u2(s)

)
, u1(s) − u2(s)

〉
L2(Rd)

dBj

+
∞∑

j=1

t∫
0

∥∥ξj

(
u1(s)

) − ξj

(
u2(s)

)∥∥2
L2(Rd)

ds (5.9)

for all t � 0, P -almost surely.
Let

Y(t) = ∥∥u1(t) − u2(t)
∥∥2

L2(Rd )
.

By applying Ito’s formula to (5.9), we have

E
(
eλt

(
η + Y(t)

)r) = E
((

η + Y(0)
)r) + λ

t∫
0

eλsE
((

η + Y(s)
)r)

ds

+ 2r

t∫
eλs

(
η + Y(s)

)r−1〈∇ · Π1(s) − ∇ · Π2(s), u1(s) − u2(s)
〉
L2(Rd)

ds
0
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+ r

∞∑
j=1

t∫
0

eλsE
((

η + Y(s)
)r−1∥∥ξj

(
u1(s)

) − ξj

(
u2(s)

)∥∥2
L2(Rd )

)
ds

+ 2r(r − 1)

∞∑
j=1

t∫
0

eλsE
((

η + Y(s)
)r−2

× ∣∣〈ξj

(
u1(s)

) − ξj

(
u2(s)

)
, u1(s) − u2(s)

〉
L2(Rd)

∣∣2)
ds. (5.10)

By virtue of Definition 1.3 and Lemma 2.2, we have the inequality

〈∇ · Π1 − ∇ · Π2, u1 − u2〉L2(Rd) � 0

and thus, it follows from (1.13), (1.14) and (5.10) that

E
(
eλt

(
η + Y(t)

)r) � E
((

η + Y(0)
)r) + λ

t∫
0

eλsE
((

η + Y(s)
)r)

ds

+ r

∞∑
j=1

t∫
0

eλsβ2
j E

((
η + Y(s)

)r−1
Y(s)

)
ds

+ 2r(r − 1)

∞∑
j=1

t∫
0

eλsα2
jE

((
η + Y(s)

)r−2
Y(s)2)ds. (5.11)

Obviously, the same λ > 0 and 0 < r < 1
2 in (5.3) satisfy

λ + r

∞∑
j=1

β2
j + 2r(r − 1)

∞∑
j=1

α2
j < 0. (5.12)

Thus, by passing η ↓ 0 in (5.11), we obtain

E
(
eλtY (t)r

)
� E

(
Y(0)r

)
, ∀t � 0. (5.13)

We now follow the procedure discussed in [11] and [16].
Let us extend the stochastic basis and the sequence of the Brownian motions to the whole real

line, and let X(·; s, y) denote the solution of (0.1) for −∞ < s < ∞ such that X(s; s, y) = y ∈ S .
For −∞ < s < t < ∞, it follows from (5.9) that

E
(∥∥X(t; s, ξ1) − X(t; s, ξ2)

∥∥2
L2(Rd)

)
� C(t, s)E

(‖ξ1 − ξ2‖2
L2(Rd)

)
, (5.14)

for all ξ1, ξ2 ∈ L2(Ω;Fs;L2(Rd)) such that ‖∇ξi‖(M(Rd))d ∈ L1(Ω;Fs), i = 1,2, where
C(t, s) denotes some positive constant which depends only on t − s.
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For −∞ < r � s � t < ∞, we use (5.14) and approximation of X(s; r, z) by S-valued simple
functions with respect to the norm of L2(Ω;Fs;L2(Rd)) to show

E
(
φ
(
X(t; r, z))∣∣Fs

) = E
(
φ
(
X(t; s, y)

))∣∣
y=X(s;r,z), P -almost surely, (5.15)

if φ is a bounded Lipschitz continuous function on L2(Rd). Thus, (5.15) is valid when φ = χΓ ,
∀Γ ∈ B(L2(Rd)), where χΓ is the characteristic function of Γ . Since B(S) ⊂ B(L2(Rd)),
(5.15) shows that X(· : ·, ·) is a Markov process over S . It is also time homogeneous in the
following sense.

Lemma 5.1. Let L{· · ·} denote the probability law of {· · ·}.

L
{
X(t; s, y)

} = L
{
X(t − s;0, y)

}
, ∀−∞ < s � t < ∞, ∀y ∈ S.

Proof. Typically, this follows from the Yamada–Watanabe theorem in infinite dimensions. The
result worked out in [17] is quite general, but it cannot be directly applied to our case. Because
of the singular term ∇ · Π , the equation cannot be put in the required functional setting of [17].
So we will get around this hurdle. Suppose that we are given two stochastic bases.

Θ1
def= (

Ω,F ,P , {Ft }, {Bj }∞j=1

)
, Θ2

def= (
Ω̂, F̂ , P̂ , {F̂t }, {B̂j }∞j=1

)
.

Let u and û be solutions of (0.1) with the initial condition u(0) = û(0) = y ∈ S over Θ1 and Θ2,
respectively. It is enough to show that

L
{
u(t)

} = L
{
û(t)

}
, ∀t > 0.

Fix any 0 < T < ∞ and y ∈ S . By the pathwise uniqueness of a solution, we may assume
that both u and û have been constructed according to the procedure in Section 4.2. There is a
sequence of positive numbers {Lk}∞k=1 ↑ ∞, and a sequence {yk}∞k=1 such that yk ∈ H 1

Lk
, ∀k, and

χkyk → y in L2
(
Rd

)
, and ‖∇yk‖(L1(GLk

))d � 1 + ‖∇y‖(M(Rd))d , ∀k,

where χk is the characteristic function of the set GLk
. Choose a sequence of positive num-

bers {εj }∞j=1 ↓ 0. Let uLk,εj
and ûLk,εj

be solutions of (3.34) with L = Lk , ε = εj , and
uLk,εj

(0) = ûLk,εj
(0) = yk over Θ1 and Θ2, respectively. Also, let uLk

and ûLk
be solutions

of (3.14) with L = Lk , and uLk
(0) = ûLk

(0) = yk over Θ1 and Θ2, respectively. Let E be the
set of all (χkuLk,εj

, χkûLk,εj
), k, j = 1,2, . . . . Let K denote the weak closure of the convex hull

of E in

L2(Ω × [0, T ];G;dP ⊗ dt;L2(Rd
)) × L2(Ω̂ × [0, T ]; Ĝ;dP̂ ⊗ dt;L2(Rd

))
.

Then, (χkuLk
,χkûLk

) ∈ K for each k. Let u and û be solutions of (0.1) with u(0) = û(0) = y,
over Θ1 and Θ2, respectively. According to the procedure to construct a solution of (0.1)–
(0.2), we see that (u, û) ∈ K. Since K is also strongly closed in L2(Ω × [0, T ];G;dP ⊗
dt;L2(Rd)) × L2(Ω̂ × [0, T ]; Ĝ;dP̂ ⊗ dt;L2(Rd)), there is a sequence {(ζi, ζ̂i )}∞i=1 in the
convex hull of E which converges to (u, û) strongly in L2(Ω × [0, T ];G;dP ⊗ dt;L2(Rd)) ×
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L2(Ω̂ ×[0, T ]; Ĝ;dP̂ ⊗dt;L2(Rd)). We can extract a subsequence still denoted by {(ζi, ζ̂i )}∞i=1
such that ∫

Ω

φ
(
u(t)

)
dP = lim

i→∞

∫
Ω

φ
(
ζi(t)

)
dP, (5.16)

and ∫
Ω̂

φ
(
û(t)

)
dP̂ = lim

i→∞

∫
Ω̂

φ
(
ζ̂i (t)

)
dP̂ , (5.17)

for any bounded Lipschitz continuous function φ on L2(Rd), and all t ∈ Q, where dt ([0, T ] \
Q) = 0. We will show that ζi and ζ̂i have the same probability law for each i.

Choose any two finite collections {uLk,εj
}, and {ûLk,εj

}, k = 1, . . . ,m, j = 1, . . . , n. We may
interpret these two collections as solutions of a system of equations over Θ1 and Θ2, respectively,
which can be put in the framework of [17]. Hence, for each t ∈ [0, T ], the joint probability law
of {χkuLk,εj

(t)}, k = 1, . . . ,m, j = 1, . . . , n, and the joint probability law of {χkûLk,εj
(t)}, k =

1, . . . ,m, j = 1, . . . , n, are the same over (L2(Rd))mn. Thus, for any given set of constants ck,j ,
k = 1, . . . ,m, j = 1, . . . , n,

m∑
k=1

n∑
j=1

ck,jχkuLk,εj
(t) and

m∑
k=1

n∑
j=1

ck,jχkûLk,εj
(t)

have the same probability law, which yields

∫
Ω

φ
(
ζi(t)

)
dP =

∫
Ω̂

φ
(
ζ̂i (t)

)
dP̂ , ∀i, ∀t. (5.18)

Hence, it follows from (5.16)–(5.18) that

∫
Ω

φ
(
u(t)

)
dP =

∫
Ω̂

φ
(
û(t)

)
dP̂ (5.19)

for any bounded Lipschitz continuous function φ on L2(Rd), and all t ∈ Q. Since u ∈
C([0, T ];L2(Rd)), P -almost surely, and û ∈ C([0, T ];L2(Rd)), P̂ -almost surely, (5.19) yields
that

L
{
u(t)

} = L
{
û(t)

}
, ∀t. �

We now proceed to construct an invariant measure. By virtue of (5.7) and (5.13), we find that

E
(∥∥X(0;−T1, y) − X(0;−T2, y)

∥∥2r

L2(Rd)

)
� Ce−λT1 , ∀T2 > T1 > 0,

where the positive constant C depends only on y, g0, and ξj ’s.
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The space L2r (Ω;F;L2(Rd)) is an F -space under the metric

ρ(y1, y2) = E
(‖y1 − y2‖2r

L2(Rd )

)
.

So there exists X∞ ∈ L2r (Ω;F;L2(Rd)) such that

lim
T →∞E

(∥∥X∞ − X(0;−T ,0)
∥∥2r

L2(Rd)

) = 0. (5.20)

Let μT and μ∞ be probability measures over L2(Rd) defined by

μT = L
{
X(0;−T ,0)

}
, μ∞ = L{X∞}.

Then, by (5.20), as T → ∞,

μT → μ∞ weak star.

We also define a probability measure over L2(Rd) by

νT (Γ ) = 1

T

T∫
0

E
(
χΓ

(
X(0;−t,0)

))
dt, ∀Γ ∈ B

(
L2(Rd

))
.

It is easy to see that νT → μ∞, weak star as T → ∞.
For each N � 1, SN = {f ∈ L2(Rd) | ‖∇f ‖(M(Rd))d � N} is a closed subset of L2(Rd), and

1

T

T∫
0

P
{
X(t;0,0) ∈ SN

}
dt = 1 − 1

T

T∫
0

P
{∥∥∇X(t;0,0)

∥∥
(M(Rd))d

> N
}
dt

� 1 − 1

T

T∫
0

1

Nr
E

(∥∥∇X(t;0,0)
∥∥r

(M(Rd))d

)
dt

� 1 − C

Nr
, by (5.8),

and

μ∞(SN) � lim
T →∞νT (SN) � 1 − C

Nr
, ∀N > 1.

Thus,

μ∞(S) = 1. (5.21)

Next choose any bounded Lipschitz continuous function φ on L2(Rd), and fix t > 0.
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Let us define

q(y) = E
(
φ
(
X(t;0, y)

))
, ∀y ∈ S.

By (5.14), q(·) is continuous on S with respect to the L2(Rd)-norm. Let q̂(·) be the unique
extension of q(·) to L2(Rd). Since q̂ is a bounded continuous function on L2(Rd),∫

L2(Rd )

q̂(y) dμT (y) →
∫

L2(Rd)

q̂(y) dμ∞(y). (5.22)

In the meantime, by (5.20) and Lemma 5.1,∫
L2(Rd)

q̂(y) dμT (y) =
∫
S

q(y) dμT (y) = E
(
E

(
φ
(
X(t;0, y)

))∣∣
y=X(0;−T ,0)

)

= E
(
φ
(
X(0;−t − T ,0)

)) → E
(
φ(X∞)

) =
∫

L2(Rd )

φ(y) dμ∞(y)

which, combined with (5.21) and (5.22), yields∫
S

q(y) dμ∞(y) =
∫

L2(Rd)

q̂(y) dμ∞(y) =
∫

L2(Rd)

φ(y) dμ∞(y). (5.23)

Consequently, it holds that∫
S

E
(
χΓ

(
X(t;0, y)

))
dμ∞(y) = μ∞(Γ ), ∀Γ ∈ B

(
L2(Rd

))
.

Hence, the restriction of μ∞ to S is an invariant measure.
For uniqueness, suppose μ1 and μ2 are invariant measures over (S,B(S)). We can extend

them to (L2(Rd),B(L2(Rd))) such that

μ̂i(G) = μi(G ∩ S), ∀G ∈ B
(
L2(Rd

))
, i = 1,2.

So it is enough to show μ̂1 = μ̂2. For this, it is enough to show that for any bounded Lipschitz
continuous function φ on L2(Rd),

lim
t→∞E

(
φ
(
X(t;0, z)

)) = lim
t→∞

∫
L2(Rd )

E
(
φ
(
X(t;0, y)

))
dμ̂i(y)

=
∫

L2(Rd)

φ(y) dμ̂i(y), ∀z ∈ S, i = 1,2. (5.24)

Fix any y, z ∈ S . It is known that for some 0 < r < 1 ,
2
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E
(∥∥X(t;0, y) − X(t;0, z)

∥∥2r

L2(Rd)

) → 0

as t → ∞. So

∥∥X(t;0, y) − X(t;0, z)
∥∥

L2(Rd)
→ 0

in probability as t → ∞, and thus,

∣∣φ(
X(t;0, y)

) − φ
(
X(t;0, z)

)∣∣ → 0

in probability as t → ∞. It follows that

E
(∣∣φ(

X(t;0, y)
) − φ

(
X(t;0, z)

)∣∣) → 0

as t → ∞ for each y, z ∈ S . This shows the first equality in (5.24), because μ̂i(S) = 1, i = 1,2.
The second inequality is valid because μi is an invariant measure. The proof of Theorem 1.6 is
complete.

Remark 5.2. In the H 1-setting, we can proceed in the same way as above to obtain a probability
measure μ∞ over L2(Rd). However, it is not known whether μ∞(H 1(Rd)) = 1, even though
μT (H 1(Rd)) = 1, ∀T > 0. We need further estimates for this. In fact, we can obtain a uniform
bound of E(‖uL,ε(t)‖σ

H 1
L

) independent of L > 4, ε > 0, and t > 0, for some 0 < σ < 1, where

uL,ε is a solution of (3.34). But this estimate does not carry over to a solution uL of (3.14)
or to a solution u of (0.1), because uL and u are obtained as weak limits, and the functional
v 
→ E(‖v‖σ

H 1
L

) is not convex.

6. Proof of Theorem 1.7

Let d = 2, and u0 ∈ L2(Ω;F0;L2(R2)) such that ‖∇u0‖(M(R2))2 ∈ L1(Ω;F0). As above,
we set X(t) = ‖u(t)‖2

L2(R2)
, and apply Ito’s formula to (5.1) with g0 ≡ 0 to derive

E
(
eσ(τ∧t)

(
η + X(τ ∧ t)

)r) + 2rE

( τ∧t∫
0

eσs
(
η + X(s)

)r−1∥∥∇u(s)
∥∥

(M(R2))2 ds

)

= E
((

η + X(0)
)r) + σE

( τ∧t∫
0

eσs
(
η + X(s)

)r
ds

)

+ rE

( ∞∑
j=1

τ∧t∫
0

eσs
(
η + X(s)

)r−1∥∥ξj

(
u(s)

)∥∥2
L2(R2)

ds

)

+ 2r(r − 1)E

( ∞∑
j=1

τ∧t∫
eσs

(
η + X(s)

)r−2∣∣〈ξj

(
u(s)

)
, u(s)

〉
L2(R2)

∣∣2
ds

)
(6.1)
0
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where τ is the stopping time defined by (1.18), and σ > 0, η > 0, and 0 < r < 1
2 are constants

such that

−δ
def= σ + r

∞∑
j=1

β2
j − 2r(1 − r)

∞∑
j=1

α2
j < 0. (6.2)

By (1.17), we may take r = 1
4 and some small σ > 0 to satisfy (6.2), and pass η ↓ 0 in (6.1) to

find

δE

( τ∧t∫
0

eσs
∥∥u(s)

∥∥ 1
2
L2(R2)

ds

)
� E

(‖u0‖
1
2
L2(R2)

)
, ∀t > 0, (6.3)

and

E

( τ∧t∫
0

eσs
∥∥u(s)

∥∥− 3
2

L2(R2)

∥∥∇u(s)
∥∥

(M(R2))2 ds

)
� CE

(‖u0‖
1
2
L2(R2)

)
, ∀t > 0. (6.4)

By virtue of Lemma 2.3, (6.4) yields

E

( τ∧t∫
0

eσs
∥∥u(s)

∥∥− 1
2

L2(R2)
ds

)
� CE

(‖u0‖
1
2
L2(R2)

)
, ∀t > 0. (6.5)

It follows that

E

( τ∧t∫
0

eσs ds

)
= E

( τ∧t∫
0

eσs
∥∥u(s)

∥∥− 1
4

L2(R2)

∥∥u(s)
∥∥ 1

4
L2(R2)

ds

)

� 1

2
E

( τ∧t∫
0

eσs
∥∥u(s)

∥∥− 1
2

L2(R2)
ds

)
+ 1

2
E

( τ∧t∫
0

eσs
∥∥u(s)

∥∥ 1
2
L2(R2)

ds

)

� CE
(‖u0‖

1
2
L2(R2)

)
, ∀t > 0.

By passing t → ∞,

E
(
eστ − 1

)
� CσE

(‖u0‖
1
2
L2(R2)

)
which yields (1.20).

Next we will show (1.19).
Choose any 0 � t1 < t2 < ∞, and any O ∈ Ft1 . As in (6.1) with r = 1

4 and σ = 0, we can
derive

E
(
χO

(
η + ∥∥u(t2)

∥∥2
2 2

) 1
4
)
� E

(
χO

(
η + ∥∥u(t1)

∥∥2
2 2

) 1
4
)
.

L (R ) L (R )
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By passing η → 0,

E
(
χO

∥∥u(t2)
∥∥ 1

2
L2(R2)

)
� E

(
χO

∥∥u(t1)
∥∥ 1

2
L2(R2)

)

which shows that ‖u(t)‖
1
2
L2(R2)

is a supermartingale. Thus,

E
(∥∥u(s + τ)

∥∥ 1
2
L2(R2)

)
� E

(∥∥u(τ)
∥∥ 1

2
L2(R2)

) = 0, ∀s > 0.

Hence, it follows that

∥∥u(s + τ)
∥∥

L2(R2)
= 0, for any positive rational number s, P -almost surely.

Since ‖u(t)‖
1
2
L2(R2)

is continuous in t , P -almost surely, (1.19) follows. Proof of Theorem 1.7 is
complete.
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