Track-before-detect for Infrared Maneuvering Dim Multi-target via MM-PHD
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Abstract

In this paper, we present a novel and efficient track-before-detect (TBD) algorithm based on multiple-model probability hypothesis density (MM-PHD) for tracking infrared maneuvering dim multi-target. Firstly, the standard sequential Monte Carlo probability hypothesis density (SMC-PHD) TBD-based algorithm is introduced and sequentially improved by the adaptive process noise and the importance re-sampling on particle likelihood, which result in the improvement in the algorithm robustness and convergence speed. Secondly, backward recursion of SMC-PHD is derived in order to ameliorate the tracking performance especially at the time of the multi-target arising. Finally, SMC-PHD is extended with multiple-model to track maneuvering dim multi-target. Extensive experiments have proved the efficiency of the presented algorithm in tracking infrared maneuvering dim multi-target, which produces better performance in track detection and tracking than other TBD-based algorithms including SMC-PHD, multiple-model particle filter (MM-PF), histogram probability multi-hypothesis tracking (H-PMHT) and Viterbi-like.

Keywords: target tracking; probability hypothesis density; Monte Carlo; track-before-detect; importance re-sampling

1. Introduction

The problem of detecting and tracking infrared maneuvering dim multi-target at low signal-to-noise ratio (SNR) is very challenging and has received great attention in the last several years. An approach, referred as track-before-detect (TBD), jointly processes raw data from several consecutive frames and declares the presence of the target and eventually its track, which outperforms traditional algorithms at the price of an increase of computational complexity. Many TBD-based algorithms have been proposed such as histogram probability multi-hypothesis tracking (H-PMHT) [1-2], particle filter (PF) [3-6] and so on. Davey and Rutten [7] proves that PF outperforms H-PMHT and probabilistic data association (PDA) [8] regardless of computation cost. PF is proposed for the single target scenarios and is combined with multiple-model (MM-PF) to track the maneuvering one. Although it can be modified for multi-target scenarios by composite multi-hypothesis testing or heuristic searching [9], it is complex and time consuming. An efficient Viterbi-like algorithm based on generalized likelihood ratio test (GLRT) is presented [10] for detecting a moving target by airborne radar. Sequentially it is extended for multi-target scenarios via dynamic programming or via an equivalent minimum network flow optimization when the target number \( N_k \) at time step \( k \) is a priori known. And suboptimum algorithms are proposed, which separate the original joint maximization problem into \( N_k \) reduced dimension disjoint optimizations and extract multi-target one by one similarly to heuristic searching. When the target number \( N_k \) is unknown, the more challenging problem of tracking and detecting multi-target can be solved by composite multi-hypothesis testing [11]. However, the algorithms presented in Refs. [10]-[11] do not incorporate the target kine-
matics, but simply consider a maximum target velocity to define the admissible target transitions. The derivation in Ref. [10] is extended in the context of space-time adaptive processing (STAP) [12]. A one-step GLRT-based detector for the scan-to-scan varying scenario and ad hoc detectors for both stationary and varying scenarios are derived. And then it is further extended for bistatic sonars [13] and advanced by taking into account possible spillover of target energy and incorporating the target kinematics [14]. Although the derivation in Ref. [12] and Ref. [14] could be extended to multi-target scenarios with the target number unknown by introducing composite multi-hypothesis testing, it would become very complex and not work well when the targets are number-varying and maneuvering.

Fortunately, probability hypothesis density (PHD) has been proposed based on random finite set for tracking multi-target [15], which can efficiently estimate the target number and state simultaneously. A sequential Monte Carlo PHD (SMC-PHD) is designed by Vo, et al. [16] and multiple-model PHD (MM-PHD) [17] is presented consequently for maneuvering targets on a point set of measurement, which has been extensively applied in tracking targets for sonars, radars and so on. An SMC-PHD TBD-based algorithm is proposed to track low-observable multi-target [18]. However, it does poorly in tracking targets at their coming-up stage and especially in tracking maneuvering ones. Therefore we present an MM-PHD TBD-based algorithm for tracking maneuvering dim targets.

2. Dynamic and Measurement Models for Targets

The dynamics of the rth target is generally given by

$$X_k^{(r)} = F^{(r)}(X_{k-1}^{(r)}) + v_k^{(r)}$$

($t = 1, 2, \cdots, N_r; r = 1, 2, \cdots, N_f$) (1)

where $X_k^{(r)}$ denotes the rth target state on the focal plane at time step k, $F^{(r)}$ the state transition function with the superscript r representing the dynamic model index parameter, $v_k^{(r)}$ the normal random noise vector with zero mean and covariance matrix $Q_k^{(r)}$, $N_r$ the target number surviving at time step k and $N_f$ the number of the dynamic models introduced. $F^{(r)}$ and $Q_r$ are both defined in Ref. [7] and Ref. [19] for the constant velocity (CV or constant acceleration (CA)) and the clockwise/anticlockwise coordinated turn (C-CT/AC-CT) target dynamics. Usually the dynamic models of the target evolve as a Markov chain with transition probabilities matrix $P$. If the rth target exercises a CV dynamic model, $X_k^{(r)} \in R^{2x1}$ is given as

$$X_k^{(r)} = [x_k^{(r)}, y_k^{(r)}, y_k^{(r)}]^T$$

(2)

where $(x_k^{(r)}, y_k^{(r)})$, $(\dot{x}_k^{(r)}, \dot{y}_k^{(r)})$, and $I^{(r)}$ respectively denote the target position, velocity and intensity at time step k. For a CA dynamic model, the target acceleration $(\ddot{x}_k^{(r)}, \ddot{y}_k^{(r)})$ is further included.

The sensor provides two-dimensional images of the surveillance region at an interval of T seconds and each image consists of $N \times M$ resolution cells. Each cell corresponds to a rectangular region of dimensions $\Delta_x \times \Delta_y$ ($\Delta_x, \Delta_y \in R$) and the center of each cell $(i, j)$ $(i=1, 2, \cdots, N; j=1, 2, \cdots, M)$ is defined to be at $((i-0.5)\Delta_x, (j-0.5)\Delta_y)$. The measured intensity $z_{k}^{(i,j)} \in R$ at the cell $(i, j)$ is given as

$$z_{k}^{(i,j)} = \sum_{t=1}^{N_k} h_{k}^{(i,j)}(X_k^{(r)}, u_k) + n_{k}^{(i,j)}, \quad H_1$$

(3)

where $H_1$ means $N_k$ targets present with $H_0$ denoting no target. $n_{k}^{(i,j)}$ is assumed to be the Gaussian measurement noise with variance $\sigma_n^2$ and independent from cell to cell and from image to image, $u_k = [A_k, A_k']^T$ $(u_k \in R^{2x1})$ the imaging position errors in two dimensions due to disturbance. The contribution of the rth target to the cell $(i, j)$ at time step k, i.e. $h_{k}^{(i,j)}$, is given by

$$h_{k}^{(i,j)}(X_k^{(r)}, u_k) = \frac{\exp \left(-\frac{(x-x_k^{(r)})^2 - (y-y_k^{(r)})^2}{2 \sigma_s^2} \right)}{2\pi \sigma_s^2}$$

(4)

where $\Sigma R$ represents the amount of blurring introduced by the sensor. The peak SNR of the rth target is given by

$$SNR = 20\log [I_k^{(i,j)}/(2\pi \sigma_s \Sigma^2)] dB $$

(5)

The measurements at time step k are given by $z_k = \{ z_{k}^{(i,j)}: i=1, 2, \cdots, N; j=1, 2, \cdots, M \}$ and the set of measurements up to time step k is $Z_k = \{ z_{k}^{(i,j)}: m=1, 2, \cdots, k \}$. The likelihood of the measurements at time step k is formulated as

$$p( Z_k | X_k^{(1)}, X_k^{(2)}, \cdots, X_k^{(N_f)})$$

$$= \prod_{i=1}^{M} \prod_{j=1}^{N} P_{i,j} \begin{cases} H_1 & \text{if } z_{k}^{(i,j)} \in Z_k^{(i,j)} \\ H_0 & \text{otherwise} \end{cases}$$

(6)

where

$$p_{i,j} \begin{cases} H_1 & \text{if } z_{k}^{(i,j)} \in Z_k^{(i,j)} \\ H_0 & \text{otherwise} \end{cases}$$

(7)

where $N(\cdot; \mu, \sigma^2)$ denotes the Gaussian probability density with mean $\mu$ and variance $\sigma^2$. 
3. SMC-PHD TBD and Its Improvement

3.1. SMC-PHD TBD

The SMC-PHD TBD-based algorithm is proposed by Punithakumar, et al. [18] to track low-observable multi-target. Let the posterior density $D_{k-1}(X_{k-1}|Z_{k-1})$ be represented at time step $k-1$ by a set of particles $\{X_{k-1}^{p}\}_{p=1}^{N}$ with particle weights $\{w_{k-1}^{p}\}_{p=1}^{N}$:

$$D_{k-1}(X_{k-1}|Z_{k-1}) = \sum_{p=1}^{N} w_{k-1}^{p} \delta(X_{k-1} - X_{k-1}^{p})$$

where $X_{k-1}$ denotes the state vector, $X_{k-1}^{p}$ that of the $p$th particle at time step $k-1$ with its weight $w_{k-1}^{p}$, and the number of particles surviving at the predicted time step $k-1$ and $\delta(\cdot)$ the Dirac delta function. $X_{k-1}$ in PHD should be interpreted as an accumulated (or compressed) multi-target rather than as a conventional single-target state [21]. According to the derivation in Ref. [18], the SMC-PHD TBD-based algorithm proceeds as follows.

1) Prediction

According to the proposal density $q_k(\cdot|X_{k-1}^{p}, Z_{k})$ and $p_k(\cdot|Z_{k})$, generate $L_{k-1}$ samples for surviving targets and $J_k$ samples for new-born targets respectively:

$$X_{k-1}^{p} \sim q_k(\cdot|X_{k-1}^{p}, Z_{k}), \quad p=1,2,\ldots,L_{k-1}$$

$$p_k(\cdot|Z_{k}), \quad p=L_{k-1}+1,2,\ldots,L_{k-1}+J_k$$

And the predicted density is approximated by

$$D_{k-1}(X_{k-1}|Z_{k-1}) = \sum_{p=1}^{L_{k-1}+J_k} w_{k-1}^{p} \delta(X_{k-1} - X_{k-1}^{p})$$

where the predicted weights are given as

$$w_{k-1}^{p} = \begin{cases} e_{k-1}(X_{k-1}^{p}) f_{k}(X_{k-1}^{p}|X_{k-1}^{p})/q_{k}(X_{k-1}^{p}|X_{k-1}^{p}, Z_{k}) & \text{if } p=1,2,\ldots,L_{k-1} \\ h_{k-1}(X_{k-1}^{p}|X_{k-1}^{p})/q_{k}(X_{k-1}^{p}|X_{k-1}^{p}, Z_{k}) & \text{if } p=L_{k-1}+1,2,\ldots,L_{k-1}+J_k \end{cases}$$

where $f_{k}(\cdot)$ denotes the target state transition density, $e_{k-1}(\cdot)$ the probability that the target would survive at time step $k$, $h_{k-1}(\cdot)$ the PHD of the spawned target, and $q_{k}(\cdot)$ the PHD of the spontaneous target.

2) Updating

Usually the cell $(i, j)$ is not functioned by more than one target if the targets are sufficiently spaced apart from one another, i.e. $\forall i, j \in [1, N_i], i \neq t'$:

$$(x_{i}^{(t')} - x_{i}^{(t')})^2 + (y_{i}^{(t')} - y_{i}^{(t')})^2 \geq (6\Sigma)^2$$

Therefore the likelihood ratio of the measurement intensity $z_{i}^{(t')}$ functioned by a target with the particle state $X_{k}^{p}$ is given as

$$l(z_{i}^{(t')}, X_{k}^{p}) = \frac{1}{p_{ss}(z_{i}^{(t')}, X_{k}^{p})/p_{s}(z_{i}^{(t')}\),}$$

and

$$\exp \left\{ \frac{-h_{k}^{(t')}(X_{k}^{p}, u_{k}) (h_{k}^{(t')}(X_{k}^{p}, u_{k}) - 2z_{i}^{(t')})}{2\sigma_n^2} \right\}$$

(13)

Then the updated weight $\tilde{w}_{k}^{p}$ for the particle $p$ at time step $k$ can be calculated by

$$\tilde{w}_{k}^{p} = \prod_{i \in C_k(X_{k-1}^{p})} \prod_{j \in C_k(X_{k-1}^{p})} l(z_{i}^{(t')}, X_{k}^{p}) w_{k-1}^{p}$$

$$= \lambda_k + \Psi_k(z_{i}^{(t')}, X_{k}^{p})$$

(14)

where $\lambda_k$ is a normalized constant and $\Psi_k(\cdot)$ is given by

$$\Psi_k(z_{i}^{(t')}, X_{k}^{p}) = \sum_{p \in \mathbb{P}} w_{k-1}^{p} \prod_{i \in C_k(X_{k-1}^{p})} l(z_{i}^{(t')}, X_{k}^{p})$$

(15)

The cell mostly influenced by the target is defined as

$$C_k(X_{k-1}^{p}) = \left\{ \begin{array}{l} \mathbb{R}_{i} \left( X_{k-1}^{p} \right), \quad \mathbb{R}_{j} \left( X_{k-1}^{p} \right) \\
\mathbb{R}_{i} \left( X_{k-1}^{p} \right) \\
\mathbb{R}_{j} \left( X_{k-1}^{p} \right) \\
\end{array} \right\}$$

(17)

And $C_k(X_{k-1}^{p})$ and $C_j(X_{k-1}^{p})$ are the sets of subscripts $i$ and $j$, respectively corresponding to cells affected by the target, which are defined by

$$C_k(X_{k-1}^{p}) = \left\{ p : p \in [1, L_{k-1} + J_k] \right\}$$

(16)

The cell mostly influenced by the target is defined as

$$C_j(X_{k-1}^{p}) = \left\{ j : \left\| X_{k}^{p} - X_{k-1}^{p} \right\| \leq 3\Sigma \right\}$$

(18)

3) Re-sampling and multi-target state estimation

The target number is estimated by

$$\hat{n}_k^X = \sum_{p=1}^{L_{k-1}+J_k} \tilde{w}_{k}^{p}$$

(19)

Then re-sample the set $\{\hat{n}_k^X, X_{k-1}^{p} \}_{p=1}^{L_{k-1}+J_k}$ to get $\{\hat{n}_k^X, X_{k-1}^{p} \}_{p=1}^{L_{k-1}+J_k}$ with the sum of the weights $\{\hat{w}_k^p \}_{p=1}^{L_{k-1}+J_k}$ remaining $\hat{n}_k^X$. The posterior density is updated by
\[ D_k \left( X_k \| Z_k \right) = \sum_{p=1}^{L_k} w_p^k \delta \left( X_k - X^p \right) \]  

(20)

With the estimation of the target number \( \hat{n}_k^X \), the particle set \( \{ X^p_k \}_{p=1}^{L_k} \) is separated to \( \hat{n}_k^X \) classes by \( k \)-means. And the multi-target state \( \{ \hat{X}_k^{(i)} \}_{i=1}^{\hat{n}_k^X} \) is sequentially extracted on the center of each class accompanied with the covariance matrix \( \{ \hat{P}_k^{(i)} \}_{i=1}^{\hat{n}_k^X} \) estimated on the target state and the particles of each class.

3.2. Improvement of SMC-PHD TBD

In this section the SMC-PHD TBD-based algorithm is modified to improve its performance. Firstly, instead of the constant process noise covariance matrix, the adaptive one is adopted to enhance the robustness of the algorithm. Secondly, re-sampling of SMC-PHD is conducted on particle likelihood to speed up its convergence instead of on the updated particle weight. Finally, the backward recursive SMC-PHD is derived to improve tracking performance at the coming-up stage for the new born targets.

1) Adaptive process noise

The process noise has a great influence on the algorithm robustness. When the process noise is too small, the predicted particles are expected to concentrate on the target state. Once the target state strongly fluctuates for disturbance, the particles can hardly cover it, which results in the degradation of the performance. However, too large process noise leads to a lot of barren particles being apart from the target state. So we should choose the adaptive process noise. Given the \( r \)th target state covariance matrix at time step \( k \) and \( k-1 \) as \( \hat{P}_k^{(r)} \) and \( \hat{P}_{k-1}^{(r)} \), the process noise covariance matrix \( Q'_{k+1} \) for the \( r \)th dynamic model at time step \( k+1 \) is adopted by

\[
Q'_{k+1} = \begin{cases} 
Q'_\text{min} + (Q'_r - Q'_\text{min}) \exp \left( 1 - \frac{\| \hat{P}_k^{(r)} \|}{\| \hat{P}_{k-1}^{(r)} \|} \right) \\
Q'_\text{max} + (Q'_r - Q'_\text{max}) \exp \left( 1 - \frac{\| \hat{P}_k^{(r)} \|}{\| \hat{P}_{k-1}^{(r)} \|} \right) 
\end{cases}
\]

(21)

\[ Q'_\text{min} \] and \( Q'_\text{max} \) respectively correspond to the minimum and the maximum of the process noise covariance matrix for the \( r \)th dynamic model, and \( \| \hat{P}_k^{(r)} \| \) denotes the determinant of the matrix \( \hat{P}_k^{(r)} \). Usually \( Q'_\text{min} \) is preset according to Ref. [19] with the level of the power spectral density \( q_s = 0.001 \) and \( Q'_\text{max} \) is set to be \( 50Q'_\text{min} \). If \( \| \hat{P}_k^{(r)} \| \) is smaller than \( \| \hat{P}_{k-1}^{(r)} \| \), it means that the particles congregate in fewer cells. Therefore \( Q'_{k+1} \) should be enlarged to ensure that the predicted particles cover the target state at time step \( k+1 \). If \( \| \hat{P}_k^{(r)} \| \) is not smaller than \( \| \hat{P}_{k-1}^{(r)} \| \), it implies that there are more barren particles apart from the target. So \( Q'_{k+1} \) should be reduced in order to focalize the predicted particles around the target at next time step \( k+1 \).

2) Re-sampling based on particle likelihood

The ratio of the likelihood of the particle \( p \) to that of the particle \( q \) is defined as

\[ \gamma_{p,q} = \frac{p_{k+1}(z_k | X^p_{k+1})}{p_{k+1}(z_k | X^q_{k+1})} \]

(22)

According to Eq. (14), the ratio of the updated weights for the two particles is given as

\[ \eta_{p,q} = \frac{w^p_{k+1}}{w^q_{k+1}} = \frac{\gamma_{p,q} \frac{1}{\gamma_{q,p}}}{\gamma_{q,p}} = \frac{\lambda_p + \gamma_{p,q}}{\lambda_q + \gamma_{q,p}} \]

(23)

If the \( p \)th particle corresponds to a target with the \( q \)th particle corresponding to non-target, \( \eta_{p,q} \) is smaller than \( \gamma_{p,q} \). If both the \( p \)th and \( q \)th particles correspond to the target, \( \eta_{p,q} \) approximates \( \gamma_{p,q} \). This means that it would reproduce more particles corresponding to a target based on their likelihood than on their updated weights. Therefore the importance re-sampling is implemented according to particle likelihood. With the target number \( \hat{n}_k^X \) being estimated on the sum of the particle weights \( \{ \hat{w}_k^X \}_{p=1}^{\hat{n}_k^X} \), the updated particle weights are redefined by

\[ \hat{w}_k^X \propto \prod_{i \in C \{ X^i_{k+1} \}} \prod_{j \in C \{ X^j_{k+1} \}} I \left( \frac{e_{ij}^2}{\lambda_p} \right) \frac{1}{\lambda_q} \]

(24)

Then re-sample the particle set \( \{ w_k^p, X^p_{k+1} \}_{p=1}^{\hat{n}_k^X} \) with the sum of the weights amounting to \( \hat{n}_k^X \).

3) Backward recursion of SMC-PHD

Without prior information, the particles sampled for the new born targets are usually generated uniformly over the surveillance cells, which converge to the target state via re-sampling after several frames. Therefore we propose the backward recursion of SMC-PHD to improve tracking performance at the coming-up stage, which is implemented to the new born targets once it is detected.
Assume the target number estimated at time step $k_0$ to be $\tilde{N}_{k_0}^i$. Let $\tilde{X}_{k_0}^{(i)}$ and $\tilde{P}_{k_0}^{(i)}$ be the $r$th target state and its covariance matrix extracted by $k$-means. The particles are re-selected by a gate $\zeta$ to be $\{X_{k_{p+1}}^{(i)}, \tilde{X}_{k_{p+1}}^{(i)}\}$ with weights $\{w_{k_{p+1}}^{(i)}\}$:

$$X_{k_{p+1}}^{(i)} = \begin{cases} \tilde{X}_{k_{p+1}}^{(i)} & \text{if } \zeta < \xi, \ p = 1,2,\cdots,L_{k_p} \end{cases}$$

(25)

where $L_{k_p}^{(i)}$ is the number of particles re-selected corresponding to the $r$th target. From the time step $k=k_0$ to $k=1$, the backward recursive SMC-PHD for the $r$th target works as follows:

(a) Generate $L_{k_{p+1}}^{(i)}$ samples for the surviving target from the proposal density $q_{k_{p+1}}(\cdot|X_{k_{p+1}}^{(i)}, Z_k)$:

$$X_{k_{p+1}}^{(i)} = q_{k_{p+1}}(\cdot|X_{k_{p+1}}^{(i)}, Z_k), \ p = 1,2,\cdots,L_{k_p}$$

(26)

(b) Given neither spawned nor spontaneous target, the back-predicted weights are given by

$$w_{k_{p+1}}^{(i)} = \frac{e_{k_{p+1}}(X_{k_{p+1}}^{(i)}, Z_k)}{q_{k_{p+1}}(X_{k_{p+1}}^{(i)}, Z_k)}$$

(27)

(c) Then the particle weights $\{\tilde{w}_{k_{p+1}}^{(i)}\}_{p=1}$ and the posterior density $D_{k_{p+1}}(X_{k_{p+1}}|Z_k)$ for the $r$th target can be updated according to Eqs. (14)-(20). And particles are re-sampled by Eq. (24) consequently with the target state being extracted by $k$-means.

4. MM-PHD TBD and Its Implementation

The SMC-PHD TBD-based algorithm is proposed for tracking dynamic multi-target model with a certain dynamic model. However, it performs poorly to track maneuvering with the uncertain dynamic model. Therefore the MM-PHD TBD-based algorithm is proposed in this section for tracking maneuvering dynamic multi-target based on the combination of the improved SMC-PHD TBD-based algorithm and multiple-model algorithm. Given the number of the dynamic models as $N_\pi$, the model proposal density for new born targets as $\beta_i$, and that for surviving targets as $\Xi_k$, the transition probability matrix for the dynamic models as $\Pi$, the MM-PHD TBD-based algorithm is initialized at time step $k=1$ as follows:

1) As to the proposal model density $\beta_i$, generate $J_1$ samples:

$$r_{k_{p+1}}^p \sim \beta_i(\cdots), \ p = 1,2,\cdots,J_1$$

(28)

2) Generate $J_1$ particles according to the proposal density $p_i(\cdot|Z)$:

$$X_k^p \sim p_i(\cdot|Z_k), \ p = 1,2,\cdots,J_1$$

(29)

For particle position components, the proposal density is uniform over the cells $\{X^{(i)}_{11} \cdots |X^{(i)}_{1j} \geq T_h\}$, where $T_h$ is a predefined threshold value. For particle intensity components, the density is uniform between $[-V_{max}, V_{max}]$ pixel/s, where $V_{max}$ is the maximum target speed.

3) The particle weights are given as

$$w_{k_{p+1}}^p = \gamma_i / J_i, \ p = 1,2,\cdots,J_1$$

(30)

And the density $D_i(X|Z)$ is represented by the set of particles $\{X_{k_{p+1}}^{(i)} r_{k_{p+1}}^p, w_{k_{p+1}}^p\}_{p=1}^{J_1}$. From time step $k=2$, the MM-PHD TBD-based algorithm works as follows.

4.1. Prediction

1) Generate samples according to the model proposal density:

$$r_{k_{p+1}}^{p+1} \sim \left\{ \Xi_{k_{p+1}}(\cdot|\beta_i) , \right\}, \ p = 1,2,\cdots,L_{k_{p}}$$

(31)

where $r_{k_{p+1}}^{p+1}$ is the model index parameter for the $p$th particle at time step $k-1$ with the predicted $r_{k_{p+1}}^{p+1}$ at time step $k$.

2) Generate samples according to its proposal density and model parameter:

$$X_{k_{p+1}}^{p+1} \sim$$

$$\begin{cases}
q_k(\cdot|X_{k_{p+1}}^{p+1}, r_{k_{p+1}}^{p+1}, Z_k), & p = 1,2,\cdots,L_{k_{p}} \\
p_k(\cdot|\beta_i, r_{k_{p+1}}^{p+1}, Z_k), & p = L_{k_{p}} + 1, L_{k_{p}} + 2,\cdots,L_{k_{p}} + J_k
\end{cases}$$

(32)

The predicted particle weights can be calculated by

$$w_{k_{p+1}}^{p+1} = \begin{cases}
e_{k_{p+1}}(X_{k_{p+1}}^{p+1}) f_k(X_{k_{p+1}}^{p+1}, X_{k_{p+1}}^{p+1}, r_{k_{p+1}}^{p+1}) + q_k(X_{k_{p+1}}^{p+1}, X_{k_{p+1}}^{p+1}, r_{k_{p+1}}^{p+1}|Z_k) \\
b_{k_{p+1}}(X_{k_{p+1}}^{p+1}, r_{k_{p+1}}^{p+1}, Z_k) \\
q_k(X_{k_{p+1}}^{p+1}, X_{k_{p+1}}^{p+1}, r_{k_{p+1}}^{p+1}|Z_k) \\
\Xi_k(r_{k_{p+1}}^{p+1}, r_{k_{p+1}}^{p+1}) w_{k_{p+1}}^{p+1}, \ p = 1,2,\cdots,L_{k_{p}} \\
\gamma_k(X_{k_{p+1}}^{p+1}, r_{k_{p+1}}^{p+1}) \beta_i(r_{k_{p+1}}^{p+1}) \\
J_k p_k(X_{k_{p+1}}^{p+1}, r_{k_{p+1}}^{p+1}, Z_k) \beta_i(r_{k_{p+1}}^{p+1}) \\
p = L_{k_{p}} + 1, L_{k_{p}} + 2,\cdots,L_{k_{p}} + J_k
\end{cases}$$

(33)
where the probability mass function $\theta_k(\bullet)$ denotes the model distribution of spontaneously born targets at time step $k$. And the proposal density for the target state, model and the probability mass function can be chosen by

$$q_k \{ \mathbf{X}^p_{k-1}, \mathbf{r}^p_{k-1}, \mathbf{Z}_k \} = f_k \left( \mathbf{X}^p_{k-1}, \mathbf{r}^p_{k-1} \right)$$

$$\Xi_k \left( \mathbf{r}^p_{k-1} \right) = \Pi \left( \mathbf{r}^p_{k-1} \right)$$

$$\theta_k \left( \mathbf{r}^p_{k-1} \right) = \beta_k \left( \mathbf{r}^p_{k-1} \right)$$

(34)

4.2. Updating, re-sampling and multi-target state estimation

The updating and importance re-sampling are similar to those of the improved SMC-PHD detailed by the Eqs. (19)-(20). The target number and state are estimated according to Eqs. (14)-(24). The target number and state are estimated according to Eqs. (19)-(20). The probability $P_k^{(r)}$ for the $r$th target with the model index parameter $r$ at time step $k$ is estimated by

$$P_k^{(r)} = L_k^{(r)} / \sum_j L_k^{(j)}$$

(35)

where $L_k^{(r)}$ is the number of particles corresponding to the $r$th target at time step $k$, and $L_k^{(j)}$ is the number of particles with the model index parameter $r$.

The MM-PHD TBD-based algorithm is implemented to track low-observable maneuvering multitarget as illustrated in Fig. 1. Firstly, an MM-PHD TBD detector is constructed to capture new-born multitarget. And then MM-PHD TBD trackers are built for each new-born target detected, which works only for tracking the surviving target without regard to neither spawned nor spontaneous target. A track for the detected target will not be established and confirmed until it is tracked for three frames continuously. Once a track is set up, the backward MM-PHD TBD tracker is implemented. Both the forward and backward recursive MM-PHD TBD trackers halt if the track has been dropped continuously for two frames. Furthermore, the measurement data $z_k$ for the detector is modified on the tracked multi-target state for fear of establishing the captured tracks once more.

As illustrated in Fig. 1, $k^0_N$ is the time instant at which the $N$th target is captured and $\hat{X}^N_{k^0_N}$ represents its state from the time step $k^0_N$ to $k-1$ with $\hat{P}^N_{k^0_N}$ denoting the corresponding covariance matrix. The measurement $z_j$ is modified for the detector by

$$z_j^* = \{ z_j, \hat{z}^{(i,j)}_k = I_0, \forall (i,j) \in$$

$$\bigcup_{i=1}^N \left\{ (n,m) | n \in C \left( \hat{X}^{(i)}_k \right) \Rightarrow (n,m) \in C \left( \hat{X}^{(j)}_k \right) \right\}$$

(36)

where the constant $I_0$ is set to be $-3 \sigma_v$.

5. Simulations and Results

5.1. Comparison of the standard and improved SMC-PHD

Firstly, the improved SMC-PHD TBD-based algorithm is compared with the standard one in scenarios with one target at different SNR, which appears at 5 s with the initial state [5 pixel, 0.9 pixel/s, 5 pixel, 0.2 pixel/s, $I'$] and moves at constant velocity for 20 s to disappear. The target intensity $I'$ is given by

$$I' = 2 \pi \sigma_k \Sigma \cdot 10^{SNR/20}$$

(37)

The frequency of the frame is 1 Hz and the image consists of $40 \times 40$ ($N \times M$) resolution cells with the resolution $\Delta x = \Delta y = 1$. The noise variance $\sigma^2_v$ is set to be 1 and the position error in each dimension is Gaussian distributed with standard deviation 0.5 pixel. The initial process noise is kept the same as Ref. [7] with the power spectral density parameters $q_0 = 0.001$ and $q_1 = 0.01$. The minimum of the particle intensity $I_{\text{min}}$ is set to be $0.5 I'$ with the maximum $I_{\text{max}}$ set as 1.2$I'$. The maximum of particle speed $V_{\text{max}}$ is set to be 4 pixel/s. The Monte Carlo number $M_c$ is set to be 100. Other related parameter values are listed in Table 1.

<table>
<thead>
<tr>
<th>$\Sigma$</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\lambda_3$</th>
<th>$I_{\text{max}}$</th>
<th>SNR/dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7</td>
<td>2 000</td>
<td>0.99</td>
<td>0.05</td>
<td>4 000</td>
<td>12</td>
</tr>
</tbody>
</table>

In order to reduce the complexity, the raw measurement $z_k$ is pre-segmented by a very low threshold $\text{Th}$ to get the cells, in which multi-target might locate. And as to Eq. (9) and Eq. (29) the particles sampled for new born targets are uniformly distributed around the cells. The threshold $\text{Th}$ is adopted on SNR to ensure that the multi-target is detected with the probability $p_u = 0.99$ at every frame. And the constant $\lambda_3$ in Eq. (14) is set to be $1 - \Phi(\text{Th}/\sigma_v)$, where $\Phi$ denotes the normal Gaussian cumulative distribution function.

The performance is evaluated on root mean square error (RMSE) of the target position in the focal plane.
and optimal sub-pattern assignment (OSPA) \[22\], which depicts the estimation performance of both the target number and state. RMSE of the \( t \)th target position at time step \( k \) is defined as

\[
\text{RMSE}(t, k) = \sqrt{\frac{1}{M} \sum_{n=1}^{M} \left[ (x^{(i)}_{k,n} - \hat{x}^{(i)}_{k,n})^2 + (y^{(i)}_{k,n} - \hat{y}^{(i)}_{k,n})^2 \right]}
\]

(38)

where \( (\hat{x}^{(i)}_{k,n}, \hat{y}^{(i)}_{k,n}) \) denotes the target position estimated at the \( n \)th simulation. OSPA and RMSE for the standard and improved SMC-PHD are shown in Fig. 2. It can be seen that the improved SMC-PHD gives better performance. As SNR increases, the difference between the two algorithms dwindles. The reason might be that the target particles are reproduced much more by the re-sampling based on the likelihood than on the updated weights, which leads to the faster convergence and better OSPA and RMSE.

5.2. MM-PHD for maneuvering dim targets

The MM-PHD TBD-based algorithm is tested on the scenario with three targets at SNR 10 dB, which consists of 40 frame data at an interval of \( T = 1 \) s. Target 1 appears at the 5th frame with the initial state \([15 \text{ pixel/} s \ 1.5 \text{ pixel/} s \ 9.74]^T\), moves for 10 s in a CV model and then switches to a C-CT model for the next 10 s. And it switches to CV again for 10 s and disappears at the 35th frame. Target 3 moves in a CV model from the 10th frame to the 30th frame with the initial state \([20 \text{ pixel/} s \ 35 \text{ pixel/} s \ 9.74]^T\). The probability for the new born target with the CV, C-CT and AC-CT model is respectively set to be 0.8, 0.1 and 0.1. Markov model transition probabilities matrix \( \Pi \) is given as

\[
\Pi = \begin{bmatrix}
0.8 & 0.1 & 0.1 \\
0.3 & 0.6 & 0.1 \\
0.3 & 0.1 & 0.6
\end{bmatrix}
\]

(39)

Other parameter values are the same with those in Table 1. The simulated data at the 10th frame is shown in Fig. 3(a), and the true tracks and the tracked are plotted in Fig. 3(b). OSPA and RMSE of target position for all the three targets are shown in Fig. 4. The estimated model probability for the targets at different time steps is plotted in Fig. 5.

Simulation results show that MM-PHD can successfully track the maneuvering dim targets with the exact estimation of the dynamic model probability.
Fig. 4  OSPA and RMSE of position estimation for targets.

Fig. 5  Models probability estimated for three targets.

MM-PF [3,9,23], H-PMHT [7] and Viterbi-like [24]. The scenario consists of 42 frame data at the frequency 0.5 Hz with three maneuvering targets generated by STK. Targets 1–2 are launched at the 8th frame with SNR 13 dB and Target 3 is launched at the 15th frame with SNR 11 dB. Other parameter values are \( N=80, M=100, \Sigma=0.6, J_t=5000 \) with the missing probability \( P_M=0.05 \), the false probability \( P_F=10^{-5} \) for the likelihood ratio testing in MM-PF [3]. The procedure of the Viterbi-like algorithm is depicted in Ref. [24], wherein the target velocity is limited with the range \([-3, 3]\) pixels/s in each of the \( x \) and \( y \) directions and the target kinematics is incorporated for the recursion with the position uncertainty of 2 pixels in two dimensions. In order to process 42 frame data, a sliding windowed algorithm is implemented with the window length 8 and a threshold \( V_T \) is set to be 11.3 to confirm the tentative target track path. The track paths are extracted once their scores exceed \( V_T \) and their trajectories are estimated by backward tracking. In addition to the CA model for SMC-PHD, H-PMHT and Viterbi-like, C-CT and AC-CT models are introduced for MM-PHD and MM-PF.

The experiment is conducted for 100 times. Simulated data at the 10th frame and the tracks are respectively shown in Figs. 6 (a)-(b).

The performances of track detection and tracking are shown in Table 2 and Figs. 7-8. Wherein the probabil-
Table 2 Performance of track detection

<table>
<thead>
<tr>
<th>TBD-based algorithm</th>
<th>Probability of tracks detection (P_{TD})%</th>
<th>False tracks accepted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heuristic MM-PF</td>
<td>94.3</td>
<td>1</td>
</tr>
<tr>
<td>MM-PHD</td>
<td>95.3</td>
<td>0</td>
</tr>
<tr>
<td>SMC-PHD</td>
<td>92.7</td>
<td>0</td>
</tr>
<tr>
<td>Viterbi-like</td>
<td>60.0</td>
<td>21</td>
</tr>
<tr>
<td>H-PMHT</td>
<td>41.0</td>
<td>3</td>
</tr>
</tbody>
</table>

The probability of tracks detection \(P_{TD}\) is defined as the probability that the correct target number is declared and their tracks are initialized within the accuracy of 5 pixels.

From Table 2 and Figs. 7-8, it can be seen that the presented MM-PHD TBD-based algorithm successfully tracks the maneuvering dim multi-target with the highest track detection probability and tracking accuracy. The former three algorithms are effective with a little difference in performance, which are implemented by particle filtering to solve the nonlinear estimation problem, while H-PMHT and Viterbi-like perform poorly. However, several targets are dropped by all the former three algorithms. It may be due to the limited particles generated for the new born targets, which are not sampled enough to completely cover the true state of targets. The performance would be improved by increasing \(J_k\) at the cost of an increase of the computation.

Furthermore, MM-PHD while the time tracks being detected and terminated is compared with SMC-PHD and heuristic MM-PF. From Table 3 and Table 4, it can be seen that the presented MM-PHD algorithm captures the new born targets and terminates the vanished ones as soon as possible.

Table 3 Time of tracks being detected

<table>
<thead>
<tr>
<th>TBD-based algorithm</th>
<th>Time/frame</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Target 1</td>
</tr>
<tr>
<td>MM-PHD</td>
<td>10.7</td>
</tr>
<tr>
<td>Heuristic MM-PF</td>
<td>14.7</td>
</tr>
<tr>
<td>SMC-PHD</td>
<td>10.9</td>
</tr>
</tbody>
</table>

6. Conclusions

In this paper, we propose an MM-PHD TBD-based algorithm on the combination of the improved SMC-PHD and multiple-model for tracking maneuvering dim multi-target. Experiments show that the proposed algorithm can effectively track maneuvering dim multi-
target with better performance than other algorithms including SMC-PHD, heuristic MM-PF TBD, H-PMHT and Viterbi-like.
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