
ELSEVIER Discrete Mathematics 152 (1996) 47-54

DISCRETE
MATHEMATICS

Partitions of graphs into one or two independent
sets and cliques

Andreas BrandsHidt

Universitiit Rostock, FB Informatik, D 18051 Rostock, Germany

Received 12 February 1991; revised 14 June 1994

Abstract

It is shown in this note that it can be recognized in polynomial time whether the vertex set of
a finite undirected graph can be partitioned into one or two independent sets and one or two
cliques. Such graphs generalize bipartite and split graphs and the result also shows that it can be
recognized in polynomial time whether a graph can be partitioned into two split graphs.

A time bound O(n3
) is given for the recognition of graphs which can be partitioned into two

independent sets and one clique (one independent set and two cliques, resp.), and a time bound
O(n4

) is given for the recognition of graphs which can be partitioned into two independent sets
and two cliques.

Keywords: Partitions of graphs into independent sets and cliques; Generalization of bipartite
and split graphs; Polynomial time recognition

1. Introduction

This paper investigates the recognition complexity of a common generalization of
bipartite and split graphs, namely graphs which can be partitioned into one or two
independent vertex sets and one or two cliques. It is shown that those graphs Clm be
recognized in polynomial time. This contrasts to the well-known NP-completeness of
the 3-colorability problem for graphs (cf. [4,3]).

Throughout this note all graphs are finite, simple (i.e. without self-loops and
multiple edges) and undirected. Let G = (V, E) be a graph and n = 1V I, m = 1E I,
V' ~ V is independent iff for all u, v E V' uv¢E. V' ~ V is a clique iff for all u, v E V'
with u 1= v UV E E. Vb ... , Vk is a partition of V iff for all i,j E {I, ... ,k} with i 1= j

Yin Vj = 0and U~= 1 Vi = V. A partition 11 , ,h, C1 , ... ,Ct of V with independent
sets Ij,jE {I, ... ,k}, and cliques C;, iE {I, ,I}, is a (k, I)-partition ofG.

For a graph G = (V, E) let G= (V, E) with E = {uv: U, v E V and u 1= v and uv¢E}
denote the complement graph of G.
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As usual let K i denote an induced clique of size i, let Ck denote an induced cycle with
k vertices and let 2K2 denote the complement of C4 : 2K 2 = C4 (a graph with 4 vertices

and two disjoint edges).
Let (k,1) denote the set of all graphs G = (V, E) for which there is a (k, I)-partition of

the vertex set V. For V' ~ V let G(V') denote the subgraph of G induced by V'. For
short we sometimes write V' E (k,1) meaning G(V') E (k,1). Thus (2,0) is the class of

bipartite graphs and (1, 1) is the class of split graphs. It is well known that bipartiteness

of a graph can be recognized in linear time. For the notion of split graphs, cf. [2,5]
where a linear time recognition algorithm for split graphs is given which uses their
degree sequence characterization.

By the following standard construction it can be easily seen that the recognition
problem for (k,1) is NP-complete if k ~ 3 or I ~ 3: A graph G is in (k,O) iff G is
k-colorable, and so the problem is NP-complete for k ~ 3. Further, G E (k, 1) iff
Gu Kk+ 1 E (k,l + 1) where Kk+ 1 is a clique of size k + 1. Finally by using that
G E (k,1) ¢> GE (I, k) the assertion follows.

For v E V let N(v) = {u: U E V and vu E E} (the neighborhood of v) and N(v) =
{u: U E V and u =/= v and uV~E} (the non-neighborhood of v).

It is well known [2] that G is a split graph iff G contains no induced C4 , Cs, and

2K2 - a property which is used in the proof of Lemma 1.
Let w(G) = max {IV' I: V' a clique of G} denote the maximum clique size of G. Let

JV denote the set of positive integers.

2. An O(n 3
) time bounded recognition for (2,1) and (1,2)

The basic principle of our approach for (2,1) and (1,2) is a vertex classification

according to the following two neighborhood conditions:

(Nl) N(v) E (1, 1),
(N2) N(v) E (2,0).

Evidently, if a graph G = (V,E) has a (2, I)-partition I 1,I2, C then for all vertices v E C
condition (N2) is fulfilled and for all vertices v Ell U 12 condition (NI) is fulfilled. An

immediate consequence is that if G has a vertex v E V with N(v)¢(I, 1) and N(x)¢(2, 0)

then G¢(2, 1) holds.
Assume now that G has no such vertex, i.e. every vertex v E V fulfills at least one of

the conditions (Nl), (N2). Assume furthermore that G has a (2, I)-partition 11 , 12 , C. If
N(v)¢(I, 1) then necessarily v belongs to the clique C. If N(v)¢(2,0) then necessarily

v belongs to the bipartite part 11 u 12 of that (2, I)-partition of G.

Thus for vertices which fulfill exactly one of the conditions (NI), (N2) it is deter­

mined to which part of the (2, I)-partition they belong (if there is such a partition). This

means that the decision of 'G E (2, 1)7' can be started by first assigning:

(AI) Cs := {v: N(v)¢(I, 1) and N(v) E (2, O)} and checking whether CS is a clique.

(A2) If u I~:= {v: N(v) E (1,1) and N(v)¢(2, O)} and checking whether If u I~ is
bipartite.
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If CS is no clique or If u I~ is not bipartite then evidently the correct answer is
'G¢(2, 1)'. Otherwise continue by inserting the vertices for which both conditions (Nl),
(N2) are fulfilled. Let

R:= {v: N(v) E (1, 1) and N(v) E (2,0)}.

If R = 0then If, I~, CSis a (2, I)-partition of G. Otherwise we try an extension of the
already existing bipartite If u I~ and clique CS to a (2, 1)-partition by inserting Rand
checking whether the bipartite part remains bipartite and the clique remains a clique,
respectively. Hereby the following observation is useful:

Proposition 1. There is an extension of the independent sets If, I~ and the clique CS to
a (2, I)-partition Ii, 12 , C of G iff

R C;; n N(v)u n N(v)u n N(v)
t' E CS

v E I~ v E I~

holds.

Proof. '=': If Ii,Iz,C is a (2,1)-partition of G with CSc;;C and IJc;;Ij,
jE{I,2}, then also R c;;IluI2 uC. Let R=RcuRljuRIZ with Rc=RnC,
R1j = R nIj, j E {I, 2}. Then C = CSu Rc is a clique and thus Rc c;; nVE CS N(v). Also
IJ. = IJsuR1,jE {l,2}, are independent sets and thus R1 C;; nvdN(v) holds. Thus

J JJ

(*) is fulfilled.
'<=': Let (*) be fulfilled and let Rc = Rn nVECs N(v), R1j = (R\Rdn nVElf N(v),

R1z = (R\(RcuRI1))nnVEl~N(v). Then R = RcuR11 uR1z is a partition of R with
the property: IJuR1j' j E {I, 2}, are independent sets and CSuRc is a clique. Thus
IJ u R1j , j E {I, 2}, and CSu Rc form an extension of If, g, CS

, and this extension is
a (2, I)-partition of G. D

This is the basis for the following simple recognition algorithm for (2, 1):

Algorithm 1

Input: A graph G = (V,E)
Output: A decision of'G E (2, I)?' and a (2, 1)-partition I I ,Iz, C if G E (2, 1).

(0) 11 := 0; I z := 0; C:= 0;
(1) for all v E V check whether N(v) E (1, 1), N(v) E (2,0);
(2) if there is a vertex v E V with N(v)¢(I, 1) and N(v)¢(2,0) then
(3) G¢(2,1). STOP

else
begin

(4) Cs := {v: N(v)¢(I,I) and N(V)E(2,0)};
(5) if CS is no clique then G¢(2, 1). STOP
(6) If u I~:= {v: N(v) E (1,1) and N(v)¢(2, O)};
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(7)
(8)
(9)
(10)

(11)

(12)
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if If uI~ is not bipartite then G~(2, 1). STOP
R:= {v: N(v) E (1, 1) and N(v) E (2,0)};
if R is empty then STOP with G E (2, 1) and the (2, I)-partition
11 := If, 12 := I~, C:= CS

else
- - s s s

if R s nVEcsN(v)unvEl~N(v)unvEl~N(v) then extend 11 ,12 , C
to a (2, I)-partition (as described in the proof of Proposition 1)

else G~(2, 1). STOP
end;

Theorem 1. Algorithm 1 checks in O(n3
) steps whether a graph G is in (2,1).

Proof. Correctness: Up to step (10) the correctness of the algorithm immediately
follows from the preceding arguments. The correctness of the rest follows from
Proposition 1.

Time bound: We do not discuss the trivial steps. (1) can be carried out in O(n3
)

steps since for each vertex v E V it can be tested in O(n2
) steps whether v fulfills the

conditions (Nl), (N2). (5) and (7) can be checked easily in time O(n2
). (11) can be done

in O(n2
) steps testing for each u E R whether it belongs to one of the sets

nVE Cs N(v), nVElf N(v), nVEl~ N(v). 0

Since G E (1,2) iff GE (2, 1) we have the following

Corollary 1. It can be recognized in O(n3
) steps whether a graph G is in (1,2).

3. An O(n4
) time bounded recognition for (2,2)

Now we show that an approach very similar to the (2, 1) recognition works also for

(2,2) recognition. The basic principle for (2, 2) is a vertex classification according to the

following two neighborhood conditions:

(N3) N(v)E(I,2),
(N4) N(v) E (2, 1).

Evidently, if a graph G = (V, E) has a (2, 2)-partition 11 , 12 , C1, C2 then for all vertices

v E C1 U C2 condition (N4) is fulfilled and for all vertices v E 11 U 12 condition (N3) is

fulfilled. An immediate consequence is that if G has a vertex v E V with N(v)~(I,2) and

N(v)~(2,1) then G~(2, 2) holds.
Assume now that G has no such vertex, i.e. every vertex v E V fulfills at least one

of the conditions (N3), (N4). Assume furthermore that G has a (2,2)-partition
11 , 12 , C1 , C2 • If N(v)~(I, 2) then necessarily v belongs to the clique part C1 u C2 , and

if N(v)~(2, 1) then necessarily v belongs to the bipartite part 11 u 12 of that (2,2)­

partition of G.
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Thus for vertices which fulfill exactly one of the conditions (N3), (N4) it is deter­
mined to which part ofthe (2, 2)-partition they belong (if there is such a partition). This

means that the decision of 'G E (2,2)1' can be started by first assigning:

(A3) C~ u C~:= {v: N(v)~(I, 2) and N(v) E (2, I)} and checking whether C~ u C~ is
co-bipartite (i.e. the union of two cliques).

(A4) I~ u I~:= {v: N(v) E (1,2) and N(v)~(2, I)} and checking whether I~ u I~ is
bipartite.

If cf u C~ is not co-bipartite or I~ u I~ is not bipartite then evidently the correct
answer is 'G~(2, 2)'. Otherwise continue by inserting the vertices for which both
conditions (N3), (N4) are fulfilled. Let

R:= {v: N(v) E (1,2) and N(v)~(2, I)}.

If R = 0 then I~, I~, C~, C~ is a (2,2)-partition of G. Otherwise we try an extension
of the already existing bipartite I~ u I~ and co-bipartite part C~ u C~ to a (2,2)­
partition by inserting R and checking whether the bipartite part remains bipartite
and the co-bipartite part remains co-bipartite, respectively. Hereby the following
observation is useful:

Proposition 2. There is an extension ofthe independent sets I~, I~ and the cliques cf, C~
to a (2,l)-partition I 1 ,!2,Cb C2 ofG iff

R <;; nN(v)u nN(v)u nN(v)u nN(v)
VEC~ VEC~ vEl~ vEl~

holds.

(** )

Proof. '=': If I 1 ,I2,C1 ,C2 is a (2,2)-partition of G with CJ <;; C and IJ <;; I j ,

jE{I,2}, then also R<;;I 1 uI2uC 1 UC2. Let R=RcIURc2URI1URI2 with
RCj=RnCi> R1j =RnI j ,jE{I,2}. Then Cj = CJURCj ,jE{I,2}, are cliques and

thus RCj <;; nVEcJN(v)~jE{I,2}. Also Ij =IJuR1j'jE{I,2}, are independent sets
and thus R1j <;; nVElJN(V),jE {1,2}, holds. Thus (**) is fulfilled.

'<=': Let (**) be fulfilled and let RCI =RnnVEC~N(v), RC2 =(R\Rc)n
nVEc~N(v). Let Rc=RclURc2' Let RII=(R\RdnnvEl~N(v), RI2 =
(R\(RcuRIJnnvEl~N(v). Then R=RcuR1\uRI2 is a partition of R with the
property: IJ u R1j, j E {I, 2}, are independent sets and CJ u Rcj , j E {l, 2}, are cliques.

Thus IJuR1j and CJuRcj' j E {1,2}, form an extension of If, I~, cf, ct and this
extension is a (2,2)-partition of G. 0

This is the basis for the following simple recognition algorithm for (2,2):

Algorithm 2

Input: A graph G = (V,E)
Output: A decision of'G E (2,2)1' and a (2,2)-partition II, 12,C1, C2 if G E (2,2).

(0) I 1 :=0;I2:=0;C1 :=0;C2:=0
(I) for all VE V check whether N(v) E (1,2), N(v) E (2,1);
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(2) if there is a vertex v E V with N(v)¢(1,2) and N(v)¢(2, 1) then
(3) G¢(2,2). STOP

else

begin

(4) cf u C~:= {v: N(v)¢(1,2) and N(v) E (2, I)};
(5) if cf u C~ is not co-bipartite then G¢(2,2). STOP
(6) IfuI~:= {v: N(v)E(I,2) and N(v)¢(2,1)};
(7) if IfuI~ is not bipartite then G¢(2,2). STOP
(8) R:= {v: N(v)E(I,2) and N(v) E (2, I)};
(9) If R is empty then STOP with G E (2,2) and the (2,2)-partition
(10) 11 := If, I z := I~, CI := cf, Cz := C~

else

(11) if R ~ nVEcfN(v)UnVEC~N(v)unvElfN(v)unVEl~N(v) then
extend If,I~, cf, C~ to a (2,2)-partition
(as described in the proof of Proposition 2)

(12) else G¢(2,2). STOP
end;

Theorem 2. Algorithm 2 checks in O(n4
) steps whether a graph G is in (2,2).

Proof. Correctness: Up to step (10) the correctness of the algorithm immediately
follows from the preceding arguments. The correctness of the rest follows from

Proposition 2.
Time bound: We do not discuss the trivial steps. (1) can be carried out in O(n4

)

steps since for each vertex v E V it can be tested in O(n 3
) steps whether v fulfills the

conditions (N3), (N4). (5) and (7) can be checked easily in time O(nZ
). (11) can be done

in O(n2) steps. 0

4. Structure properties of graphs in (2, 1)

We do not have a structure characterization for the classes (2,1), (1,2) or (2,2).

Because of the rich neighborhood properties given in such graphs it could be

promising to search for such characterizations. Perhaps the following lemma could be

helpful for that purpose.

Lemma 1. Let G = (V, E) be a graph that is not a split graph and let i E fl, i ): 2, be
such that

(i) for all v E V, N(v) induces a split graph, and
(ii) for all v E V, N(v) induces a KJree graph.

Then w(G) ::::; 2i - 2.



A. Brandstadt / Discrete Mathematics 152 (1996) 47-54

Corollary 2. Let G = (V, E) be a graph that is not a split graph and
(i) for all v E V, N(v) E (1, 1), and

(ii) for all v E V, N(v) E (2,0).

Then w(G) ~ 4.
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Proof of Lemma 1. Assume to the contrary that w(G) > 2i - 2. Let C s; V be a max­

imum clique in G, I C 1 ~ 2i - 1, with the additional property that for C the number of

edges in V \ C is minimum among all maximum cliques of G. (Note that there is at least

one edge in V\C since G is no split graph.) We first show the following claims.

(1) For all x E V \ C 1N(x) n CI ? IC I - i + 1 since otherwise N(x) contains a K i •

(2) For all X,yE V\C, N(x)nN(y)nC '#f/J since otherwise ICI ~ IN(x)nCl +
IN(y)n CI ~ 1CI - i + 1 + ICI - i + 1 = 21 CI - 2i + 2, i.e. 2i - 2 ~ 1C1- a con­
tradiction to ICI ~ 2i - 1.

(3) For all x,y E V\C with xy E E we have C\N(x) s; C\N(y) or

C\N(y) S; C\N(x): Assume that there is a Cx E C n (N(x)\N(y)) and there is
a Cy E Cn(N(y)\N(x)). Then for Z E N(x)nN(y)nC the neighborhood N(z) contains
an induced C4 {cx,cy,x,y} - a contradiction to (i).

Now we discuss three cases for edges xy E E, x, Y E V \ C: Because of the maximality

of C it is clear that IN(u)nCl ~ IC1-1 for all u E V\C.

(4.1) IN(x)nCl = IN(y)nCI = ICI-l. Let C\N(x) = {cx},C\N(y) = {cy}.

From claim (3) it follows that Cx = cy. But then (C\{cx})u {x,y} is a larger clique than
C - a contradiction.

(4.2) IN(x)nCl ~ ICI- 2 and IN(y)nCI ~ ICI- 2. Then because of claim (3)
N(x)nN(y)nC contains at least two elements: Let Cl,Cl E N(x)nN(y)nC. Let

Z E N(x) n N(y) n C according to claim (2). Then N(z) contains an induced 2K l

{Cl' Cl}, {x,y} - a contradiction to (i).

(4.3) IN(x)nCl ~ ICI- 2 and IN(y)nCl = ICI-l. Let C\N(y) = {cy}. Because

of claim (3) CyE C\N(x). Let cy = c~ for C\N(x) = {c~, ... ,cj},j ~ 2. We first show

that cy has no neighbors outside C: Assume to the contrary that there is a vertex

u E V\C with cyu E E.

(4.3.1) uy¢E: If uy E E then claim (3) applies to the edge uy and cy E C\N(u), i.e.

cyu¢E - a contradiction. Thus uy¢E.

(4.3.2) ux E E: Note first that N(u)nN(x)nN(y)nC '# f/J. Because of claim (2)

N(u)nN(x)nC '# f/J holds. Since cy is the only non-neighbor of yin C and cy is not

a neighbor of x, i.e. cyE C\N(x), any vertex of N(x)nN(u)nC is also a neighbor of y.

Hence N(u)nN(x)nN(y)nC =f::. f/J holds.

If ux¢E then for any vertex z E N(u)nN(x)nN(y)n C N(z) contains an induced

2Kl {cY ' u}, {x,y} - a contradiction.

(4.3.3) Now for z E N(x)nN(u)nN(y)nC N(z) contains an induced Cs: Since

ux E E claim (3) applies to this edge. Assume that c~ = c~ is an element with

c~ E N(u)nN(x)n C. Then {c~, u, x, y, C2} induces a Cs in N(z).

This means that there is no vertex u E V \ C with cyu E E. But then

C' = (C \ {cy})u {y} is again a clique of maximum size for which there are less edges in
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V\C' than in V\C since cy = ci-thus cyx$E and there are no other edges cyu,
u E V\ C'. Thus the number of edges in V\ C' is at least by 1 smaller than the number
of edges in V \ C - a contradiction.

Thus there is no edge in V \ C but G was assumed to be no split graph-a
contradiction. Therefore the clique size of G is bounded by 2i - 2. 0

Note that the lemma is also correct in the special case i = 1: If (ii) is fulfilled for i = 1
then for all v E V N(v) is empty and therefore G is a clique (which is a split graph). Thus

there are no graphs which fulfill the suppositions of Lemma 1 for i = 1.

Remark. Lemma 1 can be interpreted also as a property related with dominating
cliques: A clique C of the graph G = (V, E) dominates G iff every vertex v of V \ C has
a neighbor in C. Then conditions (ii) of Lemma 1 means that every clique of G of size

i dominates G.
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