An iterative algorithm for solving ill-conditioned linear least squares problems
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Abstract

Linear Least Squares (LLS) problems are particularly difficult to solve because they are frequently ill-conditioned, and involve large quantities of data. Ill-conditioned LLS problems are commonly seen in mathematics and geosciences, where regularization algorithms are employed to seek optimal solutions. For many problems, even with the use of regularization algorithms it may be impossible to obtain an accurate solution. Riley and Golub suggested an iterative scheme for solving LLS problems. For the early iteration algorithm, it is difficult to improve the well-conditioned perturbed matrix and accelerate the convergence at the same time. Aiming at this problem, self-adaptive iteration algorithm (SAIA) is proposed in this paper for solving severe ill-conditioned LLS problems. The algorithm is different from other popular algorithms proposed in recent references. It avoids matrix inverse by using Cholesky decomposition, and tunes the perturbation parameter according to the rate of residual error decline in the iterative process. Example shows that the algorithm can greatly reduce iteration times, accelerate the convergence, and also greatly enhance the computation accuracy.

1. Introduction

A linear or linearized model is expressed as

\[ L = AX - V, \quad \text{cov}(V) = \sigma_0^2 Q, \quad P = Q^{-1} \]  

where \( L \in \mathbb{R}^n \) is an observation vector contaminated by an error vector \( V \in \mathbb{R}^n \) with normal distribution of mean zero and covariance matrix \( \sigma_0^2 Q \); \( P \) is a positive-definite weight matrix; \( A \in \mathbb{R}^{n \times m} \) is a matrix with full column rank connected to an unknown vector \( X \in \mathbb{R}^m \) and generally \( n > m \). We are concerned with the solution of least-squares problems:

\[ \min_{X \in \mathbb{R}^m} ||AX - L|| \]  

where \( || \cdot || \) denotes the Euclidean vector norm, \( X \) is the unknown vector to be solved. If the matrix \( A \) is well-conditioned,
the least-squares solution has the best unbiased estimation to this over determined system of equation (1) which is given as:

\[
\begin{align*}
\{ (A^T A) x &= A^T PL \\
X &= (A^T A)^{-1} (A^T PL)
\end{align*}
\]  

(3)

However, \( A^T PA \) may be a severely ill-conditioned matrix, thus it cannot be inverted. Problems of this kind are referred to ill-posed problems. Due to the ill-conditioning of \( A^T PA \), these problems are difficult to solve accurately [1]. Inverting ill-conditioned large matrices is a challenging problem involved in a wide range of applications, including inverse problems and partial differential equations [2]. Global Navigation Satellite System (GNSS) is a fast, dynamic, high precision and reliability of the solution, a long time for GNSS observing is usually needed. GNSS satellites belong to high orbit satellite, and the angle velocity is small. If the observing is usually needed. GNSS satellites belong to high orbit satellite, and the angle velocity is small. If the observation period is not long enough, the directions of the receivers to the satellites will see little change, and the distances between stations and satellites vary little in the whole observing session. Thus observation equations of the same satellites and different epochs are almost similar, so to rapidly determine phase ambiguity is a typical ill-condition problem.

Linear discrete ill-posed problems are difficult to solve numerically, because their solution is very sensitive to perturbations which may stem from errors in the data, round-off errors and discretization errors during which introduced the solution process [4,5]. Severely ill-conditioned matrix inverting problems abound in the geosciences, especially in the data processing of modern survey. In the numerical algorithm, all the cases of inappropriate function model or inappropriate calculating method, a morbid or singular iteration matrix and so on, will lead to inaccurate solutions. For singular matrix and ill-posed problems, there are a large number of research results, such as regularization methods. Among all regularization methods, perhaps the best known and most commonly used is the Tikhonov–Phillips method, which was originally proposed by Tikhonov and Phillips in 1962 and 1963 [6]. It’s possible that the best understood regularization method is due to Tikhonov [7]. The Tikhonov regularization method is one of the most popular approaches to determine an approximation of \( X \). This method replaces the linear system of equation (2) by a penalized least-squares problem of the form [8–12]:

\[
\min_{X \in \mathbb{R}^n} \left\{ |AX - L|^2 + \mu |TX|^2 \right\}
\]

(4)

where \( \mu > 0 \) is known as the regularization parameter, \( T \) is some suitably chosen Tikhonov matrix. Ill-posed problems must be first regularized if one wants to successfully attack the task of numerically approximating their solutions. It is often said that the art of applying regularization methods consist always in maintaining an adequate balance between accuracy and stability [13]. As to regularization methods, there are three drawbacks: (1) these methods destroy the equivalence relation of the equation (3); (2) a regularized solution is well-known to be biased [14]; and (3) to determine the optimal regularization parameter is rather difficult.

Riley [15] and Golub [16] suggested an iterative scheme for solving LLS problems, which has advantages as follows: (1) it makes the perturbed matrix well-conditioned, and improves the condition number of matrix in the normal equation; (2) it keeps the equivalence relation of the equation unchanged; and (3) the iteration can always converge to the optimal solution theoretically. For these reasons, it has attracted attention from geodists in data processing widely. However, a few problems are found in its practical application in recent years [17]. The choice of perturbation parameter will greatly affect the rate of convergence of the iterative method, and thus one must choose it with great care [16]. The perturbation parameter chosen should be large enough to make the perturbed matrix well-conditioned, yet small enough to ensure that the error \( |X - \hat{X}| \) is small [18]. If the perturbation parameter increases, the convergence rates turn out to be low; but if decreased, the ill-posed matrix cannot be improved to be well-conditioned. For this reason, based on theoretical analysis and a large number of experiments, a new self-adaptive iteration algorithm is proposed in this paper.

The contributions of this paper are as follows: (1) a formula to determine the initial perturbation parameter is given; (2) a self-adaptive strategy is proposed to determine the tunable perturbation parameter dynamically; (3) an optimal termination point is found to stop the iteration. Comparison results of some experiments indicate that the algorithm can accelerate the convergence and improve computation accuracy. The rest of the paper is organized as follows. Section 2 introduces the algorithm in detail for severe ill-posed problems. Section 3 gives several experiments to demonstrate the superior performance of the proposed algorithm. The concluding remarks are outlined in Section 4.

2. Self-adaptive iteration algorithms

2.1. Implementations of regularization

The ill-posed matrix is generally measured by the condition number of the matrix. If the condition number of \( A^T PA \) is very large, that means the matrix is usually ill-posed. In this case, finding the inverse matrix of \( A^T PA \) in equation (3) may have no stable solution. To solve the problem, many references [8,18–21] employ an algorithm like this:

\[
X_\mu = (A^T PA + \mu I)^{-1} (A^T PL)
\]

(5)

where \( \mu \) is an arbitrary regularization parameter, \( I \) denotes identity matrix. It is obvious that adding \( \mu I \) to the right side of equation (5) will destroy the equivalence relation in equation (3). The solution \( X_\mu \) solved by equation (5) is no longer the same \( X \) in equation (3). Another drawback is that the condition number of \( A^T PA \) is much more than that of \( A \), which requires \( \mu \) to be large enough to control the condition of the matrix [18]. Moreover, it is difficult to determine an
optimal value of $\mu$. Study results show that if the regularization parameter does not grow too fast (not faster than a geometric sequence), then the scheme converges with optimal convergence rates [22].

In order to stabilize the solution in such an ill-posed model, an iteration algorithm is suggested as following:

\[
\begin{align*}
\{ (A^T PA + I)X &= A^T PL + X \\
X^{k+1} &= (A^T PA + I)^{-1}[A^T PL + X^k] \\
\}
\]

(6)

where $k$ denotes $k$th iteration times. In most cases, equation (6) can solve many general-conditions ill-posed problems [17]. But in some extremely ill-posed problems, the iteration is difficult to converge. And even if iteration converges, the convergence rates will also be rather low, millions of iteration times are always required to get higher accuracy.

2.2. Perturbation parameter

In order to accelerate the convergence, a perturbation parameter is added to equation (6):

\[
X^{k+1} = (A^T PA + aI)^{-1}[A^T PL + aX^k]
\]

(7)

where $a$ is the perturbation parameter. In equation (7), $0 < a \leq 1$. When $a = 0$, equations (7) and (3) are equivalent; when $a = 1$, equations (7) and (6) are equivalent. So equation (7) contains both scenarios of (3) and (6). Experiments have shown that decreasing the value of $a$ may increase the iteration speed. But if $a$ is too small, then the equations will remain ill-conditioned. Therefore, how to balance the convergence rates and matrix condition is a dilemmatic task. For this reason, to determine perturbation parameter $a$ is rather difficult. An optimal selection of $a$ must improve both the matrix condition and accelerate the convergence of equation (7).

2.3. Cholesky decomposition

To invert a severely ill-conditioned matrix, most algorithms will fail to get an optimal solution. Moreover, the arbitrary selection of $a$ is not appropriate in most cases. Aiming at the problems, we use a tunable self-adaptive perturbation parameter $a$ and avoid inverting an ill-conditioned matrix by Cholesky decomposition. The proposed algorithm based on equation (6), gives $X$ and $a$ an initial value, then adjusts the value of $a$ in next iteration.

\[
\begin{align*}
\{ (A^T PA + al)X^{k+1} &= A^T PL + aX^k \\
X^0 &= 0 \\
\}
\]

(8)

In equation (8), the value of $a$ is determined by a self-adaptive way. If $a$ is reduced to a small value, the condition number of the coefficient matrix will increase. In order to avoid inverting $A^T PA + al$, Cholesky decomposition is adopted to solve equation (8). In the early version of our algorithm [23], we use LU decomposition in the process. It is reported in many references that Cholesky decomposition would be better than LU decomposition. Then we revised our algorithm to use Cholesky decomposition, and don’t do any more comparison between these two methods. The merits of Cholesky decomposition can be found in many references.

In linear algebra, Cholesky triangle is a decomposition of a Hermitian, positive-definite matrix into the product of a lower triangular matrix and its conjugate transpose. It was discovered by André-Louis Cholesky for real matrices. When it is applicable, the Cholesky decomposition is roughly twice as efficient as the LU decomposition for solving systems of linear equations [24]. Cholesky decomposition is much simpler than the eigenvalues and SVD methods. It needs fewer arithmetic operations and less computational time. Cholesky decomposition is a direct decomposition method without inversion. At the same time, a large matrix can be computed in parallel, thus it has advantages in solving a large normal equation. Especially targeted to solve an ill-posed problem, Cholesky decomposition has the significant advantage of its simplicity and does not need to invert the matrix comparing with other inverse methods.

2.4. Initial value of the perturbation parameter

If $\delta$ is a lower bound of the smallest non-zero singular value, Golub suggested that $a$ should be chosen as

\[
a < a + \delta < 0.1
\]

(9)

This means at each stage, there will be at least one more place of accuracy in the solution [16]. At the beginning of iteration, we give the initial value of $a$ according to equation (10)

\[
\begin{align*}
\{ \lambda &= \min(|\text{eig}(A^T PA)|) \\
a &= 10^{0.5\log_{10}(\lambda_{10}) + 1}
\}
\]

(10)

In equation (10), eig is the multiple eigenvalue of the matrix $A^T PA$; min means the minimal value; log is logarithm at the base 10; $\lambda$ is the smallest eigenvalue of the matrix $A^T PA$; $| \cdot |$ is the absolute value, it is necessary for the eig may be a negative number. The initial value of $a$ is determined by $\lambda_{\min}$, when $\lambda_{min} = 10^{-10}$, $a = 10^{-4}$; when $\lambda_{min} = 0.01$, $a = 1$. Equation (9) is suitable for the matrix with $\lambda_{\min} < 0.01$.

The purpose we set the initial value of $a$ as equation (10) is to balance the matrix condition and the convergence. The condition number of $M$ is $\text{cond}(M) = \lambda_{\max}/\lambda_{\min}$. As to a severely ill-conditioned matrix $M$, $\lambda_{\min} \approx 0$, so $\text{cond}(M)$ is usually a very big number. Assuming $\lambda$ is the multiple eigenvalue of the matrix $A^T PA$, then the multiple eigenvalue of the matrix $A^T PA + al$ is $\lambda + a$. The role of the perturbation parameter $a$ is to change the condition number from $\lambda_{\max}/\lambda_{\min}$ to $\lambda_{\max} + al/\lambda_{\min} + a$. A proper $a$ can decrease the condition number and improve the matrix condition.

2.5. Iteration algorithm

Now we give the steps of the proposed algorithm, which are as follows:

(1) Setting $NX = W$. Assuming $N$, $W$ are:

\[
N = A^T PA + al
\]

(11)

\[
W = A^T PL + aX^k
\]

(12)
N can be decomposed into the product of a lower triangular matrix C and its conjugate transpose \( C^T \), i.e., \( N = CC^T \). This will yield an equation \( (CC^T)X = W \).

(2) Assuming the initial value of \( C \) is:

\[
C = 0_{n \times n}
\]

where \( 0 \) is zero matrix; \( n \times n \) is the size of \( N \).

(3) According to Cholesky decomposition, computing matrix element of \( C \) by following equations (14) and (15):

\[
\begin{align*}
C(1, 1) &= \sqrt{N(1, 1)} \\
C(i, 1) &= N(i, 1)/C(1, 1), \quad i = 2 \sim n \\
C(j, j) &= \sqrt{N(j, j) - \sum_{k=1}^{j-1} C(j, k)^2}, \quad j = 2 \sim n, \\
C(i, j) &= \left[ N(i, j) - \sum_{k=1}^{j-1} C(i, k) \times C(j, k) \right] / C(j, j), \quad i = j + 1 \sim n
\end{align*}
\]

(4) Letting \( Y = C^T \). Then solving \( Y \) by the equation \( CY = W \):

\[
\begin{align*}
Y(i) &= W(i)/C(i, i), \quad i = 1 \sim n \\
Y(i) &= Y(i) - \sum_{j=1}^{i-1} C(i, j) / C(i, i) \times Y(j), \quad i = 2 \sim n
\end{align*}
\]

(5) Letting \( U = C^T \), taking the values of \( Y \) and solving \( X \) by the equation \( UX = Y \). This will give the solution \( X \) in the equation \( NX = W \).

\[
\begin{align*}
X(i) &= Y(i)/U(i, i), \quad i = n \sim 1 \\
X(i) &= X(i) - \sum_{j=1}^{i-1} U(i, j) / U(i, i) \times X(j), \quad i = n \sim 1
\end{align*}
\]

(6) Adjusting the value of \( a \), doing steps (1)–(5) again, and stopping the iteration when the termination criterion \( err^{(k)}/err^{(k-1)} > 1 \) is satisfied, where \( err^{(k)} = \|NX^{(k)} - W\| \).

2.6. Adjusting a self-adaptively

In the iterative process, the value of \( a \) is not fixed. It is adjusted automatically by a “double or half” strategy according to the rate of residual reduction [25]. If the ratio of kth iteration residuals to \((k - 1)\)th is over 0.75, which means the iteration residuals cannot be effectively reduced, i.e., \( err^{(k)}/err^{(k-1)} > 0.75 \). If the iteration satisfies the condition, then reduced the value of \( a \) to its half, i.e., \( a^{(k+1)} = a^{(k)}/2 \).

But in some cases, we also find that the iteration residuals decrease quickly, i.e., \( err^{(k)}/err^{(k-1)} < 0.25 \). Then we double the value of \( a \) in the next iteration, i.e., \( a^{(k+1)} = a^{(k)} \times 2 \).

If an appropriate value of \( a \) can make the iteration residual error decrease steadily, then \( a \) remains unchanged and iteration continues.

2.7. Terminating the iteration

The iteration will be terminated as soon as the iteration meets the precision requirements, or satisfies a stopping rule related to the discrepancy principle. Let

\[
e^{(k)} = X^{(k+1)} - X^{(k)}
\]

It is easy to see that

\[
e^{(k+1)} = a(A^TPA + aI)^{-1}e^{(k)}
\]

It is obvious that \( \|e^{(k+1)}\| \) should be less than \( \|e^{(k)}\| \). Golub suggested that a good termination procedure is to stop iterating as soon as \( \|e^{(k)}\| \) increases or does not change [16].

The discrepancy principle prescribes that the iterations should be terminated as soon as an iteration \( x_k \) that satisfies the stopping criterion \( \|Ax_k - b\| \leq \eta \delta \) has been found, where \( \eta > 1 \) is a user-specified constant independent of \( \delta \) [1,26]. In order to terminate the iteration at an idea point, we have traced the process of iteration residual errors at different iteration times in many experiments. In most cases, we can find that the processes of iteration residual errors include two parts: one is the monotonically decreasing process, the other is the monotonically increasing process, as shown in Fig. 1.

Obviously, the idea terminating point satisfies \( err^{(k)}/err^{(k-1)} > 1 \), which will be adopted as the iteration termination criterion. So the \((k - 1)\)th iteration results can be accepted as the final solutions.

3. Example and comparative analyse

In this section, a twenty order Hilbert ill-conditioned matrix is solved, to demonstrate the performance of the proposed algorithm SAIA, and comparing it with other solutions, which include least-squares solution, Tikhonov solution, and truncated SVD solution.

The typical Hilbert matrix is defined as

\[
H_n = (h_{ij})_{n \times n}, \quad h_{ij} = \frac{1}{i+j-1}
\]

Hilbert is a symmetric positive definite matrix. With the increase of its order, it becomes more seriously ill-conditioned. A twenty order Hilbert matrix \( H_{20} \), its determinant value is \(-9.9312 \times 10^{-197} \), and its condition number is \(2.0383 \times 10^{197}\). Thus \( H_{20} \) is a severely ill-conditioned matrix. By increasing the order of Hilbert matrices respectively, more experiments are made for the proposed algorithm. SARA is still a successful method. It can obtain precise solutions after a few iterations, and solutions are reliable.
Let $X_{20 \times 1} = [1...1]^T$, we can get $B_{20 \times 1} = H_{20 \times 20} X_{20 \times 1}$. $X$ is a known $20 \times 1$ matrix, whose elements all are 1. Using $H$ and $B$ to solve $X$, the solutions are shown in Table 1, and the iteration process is shown in Fig. 2.

Table 1 shows that the severely ill-conditioned Hilbert matrices cannot be solved directly, for the computing accuracy of the direct least-squares solution is rather low. Nearly all of the solutions differ greatly from their true values, and partial results are distorted severely. The residual error of Tikhonov solutions ($\mu = 3 \times 10^{-6}$) is $2.616 \times 10^{-6}$. The residual error of the truncated SVD (truncation parameter $K = 4$) is $2.262 \times 10^{-5}$. Among four methods, solutions of the proposed SAIA are relatively better. It only iterates thirteen times, and the residual error is $2.488 \times 10^{-6}$, which is the minimum among four methods. If we fix $a$ as $10^{-6}$, after iterating 100,000 times, the residual error is $3.699 \times 10^{-6}$. These data suggest that iteration times of SAIA are greatly reduced; in addition, convergence rates and calculation accuracy are greatly improved.

4. Conclusions

(1) The ill-posed matrix is a basic problem in mathematics and geosciences. Although there have been many regularization methods, they destroy the equivalence relation of the normal equation, and the estimation results are known to be biased. Furthermore, the optimal regularization parameter is difficult to determine. Self-adaptive regularization iteration algorithm can get an unbiased estimation. It does not change the equivalence relation of the normal equation. However,
its convergence rates are rather low, and the time for iteration is quite long, even failing to converge in a limited iteration times. It is rather difficult to improve the computation precision. The iteration can be speeded up by adding a perturbation parameter $a$, yet how to determine an optimal $a$ is a hard task. It is contradictory to improve the well-conditioned matrix and speed up the convergence at the same time.

(2) The proposed self-adaptive regularization algorithm SAIA is a new algorithm to treat the ill-posed problem. It is different from other popular algorithms in some recent references. The algorithm adopts Cholesky decomposition to avoid matrix inverting. A formula is given to determine the initial value of the perturbation parameter. In the iteration, the perturbation parameter is adjusted self-adaptively according to the residual error descent rate. It balances the iteration convergence rates and well-conditioned matrix simultaneously. The performance of the proposed algorithm is demonstrated in the Hilbert example. It can greatly reduce the iteration times, and also enhance the convergence rates and computation accuracy greatly.
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