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Abstract

We study nonlinear approximation in LpðRdÞ ð0opoN; d41Þ from (a) n-term rational

functions, and (b) piecewise polynomials generated by different anisotropic dyadic partitions

of Rd : To characterize the rates of each such piecewise polynomial approximation we

introduce a family of smoothness spaces (B-spaces) which can be viewed as an anisotropic

variation of Besov spaces. We use the B-spaces to prove Jackson and Bernstein estimates and

then characterize the piecewise polynomial approximation by interpolation. Our main

estimate relates n-term rational approximation with piecewise polynomial approximation in

LpðRdÞ: This result enables us to obtain a direct estimate for n-term rational approximation in

terms of a minimal B-norm (over all dyadic partitions). We also show that the Haar bases

associated with anisotropic dyadic partitions of Rd can be successfully utilized for nonlinear

approximation. We give an effective algorithm for best Haar basis or best B-space selection.

r 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction

The theory of univariate rational approximation on R is a relatively well
developed area in approximation theory (see, e.g., [20]). At the same time, the theory
of multivariate rational approximation is virtually not existing yet. A reason for this
is that it is extremely hard to deal with rational functions of the form R :¼ P=Q;
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where P and Q are algebraic polynomial in d variables (d41Þ: Very little is known
about this type of rational functions. It seems natural to consider approximation
from the smaller set of n-term rational functions or atomic rational functions that is
the set of all rational functions of the form

R ¼
Xn

j¼1

rj with rj of the form rðxÞ ¼
Yd

k¼1

akxk þ bk

ðxk � akÞ2 þ b2
k

: ð1:1Þ

As it will be shown in this article, this is a powerful tool for approximation and at the
same time it is more tangible than the former.

It is also interesting to consider approximation from multivariate rational

functions of the form R ¼
Pn

j¼1 rj; where rj are dilates and shifts of a single radial

partial fraction such as rðxÞ ¼ 1=ð1 þ jxj2Þk: In [12], we consider such approximation
and prove a direct estimate in terms of the usual Besov norm (exactly the same as the
one used in nonlinear approximation from wavelets or regular splines). To prove
this result, we first constructed good bases consisting of dyadic shifts and dilates
of a single rational function and then utilized them to nonlinear approximation (see
also [19]).

In this article, we take a different approach to the problem. We prove an
estimate that relates the multivariate n-term rational approximation to a broad

class of nonlinear piecewise polynomial approximation in LpðRdÞ ð0opoNÞ: In

particular, this result relates the n-term rational approximation to nonlinear
approximation from piecewise polynomials generated by any anisotropic dyadic

partition of Rd : Then we utilize this relationship to obtain an estimate for
n-term rational approximation in terms of the minimal smoothness norm (over all
dyadic partitions). These estimates extend to the multivariate case results from
[15,17].

As a consequence of our approach, a substantial part of this article is
devoted to nonlinear approximation from piecewise polynomials over dyadic
partitions which is interesting in its own right. To the best of our knowledge
this problem was first posed explicitly in [14, Section 5.4.3]. Note that we
consider not one but a collection of approximation processes each of them

determined by a dyadic partition of Rd : The ultimate goal of the theory of
any approximation scheme is to characterize the rates of approximation in terms
of certain smoothness conditions. To characterize the rates of piecewise
polynomial approximation generated by an arbitrary dyadic partition, we introduce
a family of new smoothness spaces (B-spaces) which can be viewed as an anisotropic
variation of Besov spaces. We use the B-spaces to prove Jackson and Bernstein
estimates and then characterize the approximation by interpolation. In [18], we
proved that in the univariate case a scale of Besov spaces governs the rates of
nonlinear piecewise polynomial approximation. Similar Besov spaces have also been
used for characterization of multivariate nonlinear (regular) spline Lp-approxima-

tion in [5] (1ppoNÞ and [7] (p ¼ NÞ; see also [11]. Here we extend and refine these
results.
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In addition to this, we consider the library of anisotropic Haar bases which are

naturally associated with anisotropic dyadic partitions of Rd : Since every anisotropic
Haar basis is an unconditional basis in Lp ð1opoNÞ and characterizes the

corresponding B-spaces (see Section 5), it provides an effective tool for nonlinear
approximation from piecewise constants. Moreover, as we show in Section 5, in a
natural discrete setting, there is a practically feasible algorithm for best Haar basis or
best B-space selection for any given function. In this way, the approximation
procedure can effectively be completed.

A leading idea in this article is that the classical smoothness spaces are not suitable
for measuring the smoothness of the functions in highly nonlinear approximation
such as multivariate rational or piecewise polynomial approximation. More
sophisticated means of measuring the smoothness are needed. We believe that, in
some cases, the smoothness should be measured by means of a collection of
smoothness space scales (like the B-spaces).

The outline of the article is the following. In Section 2, we introduce the B-spaces
and establish some of their basic properties. In Section 3, we prove Jackson and
Bernstein estimates and then characterize the nonlinear piecewise polynomial

approximation generated by an arbitrary anisotropic dyadic partition of Rd : In
Section 4, we prove an estimate that relates the n-term rational approximation to
nonlinear piecewise polynomial approximation and, as a consequence, we obtain a
direct estimate for rational approximation in terms of the minimal B-norm. Section 5
is devoted to the anisotropic Haar bases. We give an algorithm for best Haar basis or
best B-space selection. In Section 6, we present our view point on some of the
principle questions concerning nonlinear approximation and pose some open
problems. Section 7 is an appendix, where we give the proofs of some auxiliary
statements from Section 2 and the lengthy proof of an interpolation result from
Section 3.

Throughout this article, the positive constants are denoted by c; c1;y and they
may vary at every occurrence, AEB means c1BpApc2B; Pk denotes the set of all

algebraic polynomials in d variables of total degree ok: For a set ECRd ; 1E denotes
the characteristic function of E; and jEj denotes the Lebesgue measure of E: Since we
systematically work with quasi-normed spaces such as Lp; 0opo1; ‘‘norm’’ will

stand for ‘‘norm’’ or ‘‘quasi-norm’’.

2. B-spaces

In this section, we introduce a family of smoothness spaces (B-spaces) which
will be used for the characterization of nonlinear piecewise polynomial
approximation (Sections 3 and 5) and in n-term rational approximation (Section

4). These spaces can be defined on Rd ðd41Þ or on an arbitrary box O in Rd :
For convenience, we shall only consider the case when jOj ¼ 1 and O is with sides
parallel to the coordinate aces. We shall define the B-spaces by using local
polynomial approximation over boxes from nested anisotropic dyadic partitions of

Rd or O:
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Anisotropic dyadic partitions of Rd or O: We call

P ¼
[

mAZ

Pm

a dyadic partition of Rd with levels fPmg if the following conditions are fulfilled:

(a) Every level Pm is a partition of Rd : Rd ¼
S

IAPm
I and Pm consists of disjoint

dyadic boxes of the form I ¼ I1 	?	Id ; where each Ij is a semi-open

dyadic interval (Ij ¼ ½ðn� 1Þ2m; n2mÞÞ; and jI j ¼ 2�m:

(b) The levels of P are nested, i.e., Pmþ1 is a refinement of Pm: Thus each IAPm has

two children, say, J1; J2APmþ1 such that I ¼ J1,J2 and J1-J2 ¼ |:
(c) For any boxes I 0; I 00AP there exists a box IAP such that I 0,I 00CI :

Also, we call P ¼
S

mX0 Pm a dyadic partition of O ðjOj ¼ 1Þ if P0 :¼ fOg
and the levels fPmgmX1 satisfy conditions (a) and (b) from above with Rd replaced

by O:
The next few remarks will help to understand better the nature of dyadic

partitions. First, condition (c) above is not very restrictive but it prevents Pm from
possible deteriorations as m-�N: This condition implies that in each dyadic

partition P of Rd there is a single tree structure with set inclusion as the order
relation.

We note that the two children, say, J1; J2APmþ1 of any IAPm can be obtain by
splitting I in two equal subboxes in d ðd41Þ different ways. Therefore, there is a

huge variety of anisotropic dyadic partitions P of Rd or O:
A dyadic partition of any box can easily be obtained inductively (by successive

subdividing). For instance, suppose we want to subdivide O: Assume that the levels
fPjg0pjpm have already been defined. We now subdivide each box IAPm by

‘‘halving’’ I in one of the d coordinate directions, thus obtaining two new dyadic
boxes which we include in Pmþ1: We process in the same way all boxes from Pm and
as a result obtain the next level Pmþ1 of dyadic boxes.

To construct an anisotropic partition P of Rd ; one can proceed as follows: First,

cover Rd by a growing sequence of dyadic boxes I0CI1C?; jIjj ¼ 2j; Rd ¼
S

jX0 Ij ;

starting from an arbitrary dyadic box I0 and growing the consecutive boxes infinitely
many times in all four directions. Second, subdivide each box Ij and its sibling

(contained in Ijþ1Þ as above.

A typical property of the anisotropic dyadic partitions is that each level Pm of
such a partition P consists of dyadic boxes I with jI j ¼ 2�m and at the same time
there could be extremely (uncontrollably) long and narrow boxes in Pm:

Local polynomial approximation: Fix a box ICRd and let fALpðIÞ: Then

Ekðf ; IÞp :¼ inf
PAPk

jjf � PjjLpðIÞ ð2:1Þ

is the error of LpðIÞ approximation to f from Pk; the set of all algebraic

polynomials of degree ok: The local modulus of smoothness okðf ; IÞp is defined as
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usual by

okðf ; IÞp :¼ sup
hARd

jjDk
hðf ; �ÞjjLpðIÞ; ð2:2Þ

where Dk
hðf ; xÞ is the kth difference with step hARd and Dk

hðf ; xÞ :¼ 0 if the segment

½x; x þ kh is not entirely contained in I :
We shall need the fact that Ekðf ; IÞp and okðf ; IÞp are equivalent:

Ekðf ; IÞpEokðf ; IÞp ð2:3Þ

with constants of equivalence depending only on p; k; and d: Equivalence (2.3)

follows from the case when I ¼ ½0; 1Þd by a simple change of variables; the upper
estimate is Whitney’s theorem (see [2] if pX1 and [22] if 0opp1Þ and the lower

estimate follows by the fact that Dk
hðP; xÞ ¼ 0 if PAPk:

We shall often use the following lemma which establishes the equivalence of
different norms of polynomials over different sets.

Lemma 2.1. Suppose R :¼ I\J; where JCI and I ; J are dyadic boxes in Rd or J ¼ |:
Let I 0CR be also a dyadic box with jI 0j ¼ jI j=2: Then, for each polynomial PAPk and

0ot; ppN;

jjPjjLpðIÞEjjPjjLpðRÞEjjPjjLpðI 0Þ ð2:4Þ

and

jjPjjLtðRÞEjRj1=t�1=pjjPjjLpðRÞ ð2:5Þ

with constants of equivalence depending only on p; t; k; and d:

Proof. This lemma follows immediately from the obvious case I ¼ ½0; 1Þd (all norms
of a polynomial are equivalent) by change of variables. &

We find useful the concept of near best approximation which we borrowed from
[8]. A polynomial QAPk is said to be a near best LpðIÞ approximation to f from Pk

with constant A if

jjf � QjjLpðIÞpAEkðf ; IÞp:

Note that if pX1; then a near best LpðIÞ approximation Q :¼ QI ðf Þ from Pk can be

realized by a linear projector.

Lemma 2.2. Let 0oqop and let QI be a near best LqðIÞ approximation to f from Pk:

Then QI is a near best LpðIÞ approximation to f from Pk:

Proof. See [8]. &

Definition of B-spaces on Rd Let P be an arbitrary anisotropic dyadic partition of

Rd ðd41Þ; a40; 0op; qpN; and kX1: We define the B-space Bak
pqðPÞ as the set of
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all functions fALpðRdÞ such that

jjf jjBak
pqðPÞ :¼

X
mAZ

X
IAPm

ðjI j�aokðf ; IÞpÞ
p

" #q=p
0
@

1
A

1=q

¼
X
mAZ

2ma
X

IAPm

okðf ; IÞp
p

 !1=p
2
4

3
5

q0
@

1
A

1=q

ð2:6Þ

is finite, where the cq-norm is replaced by the sup-norm if q ¼ N as usual. From

(2.3), it follows that

jjf jjBak
pqðPÞEN1ðf ;PÞ :¼

X
mAZ

X
IAPm

ðjI j�a
Ekðf ; IÞpÞ

p

" #q=p
0
@

1
A

1=q

: ð2:7Þ

Evidently, if fABak
pqðPÞ and jjf jjBak

pqðPÞ ¼ 0; then Ekðf ; IÞp ¼ 0 for all IAP; which

together with the fact that fALpðRdÞ and condition (c) on dyadic partitions implies

that f ¼ 0 a.e. (see also the proof of Theorem 2.4 in Appendix A). Therefore,
jj � jjBak

pqðPÞ is a norm if p; qX1 and a quasi-norm otherwise.

We now introduce the linear piecewise polynomial approximation generated by P:

Let Sk
m :¼ Sk

mðPÞ be the set of all piecewise polynomials of degree ok on boxes

IAPm; that is, SASk
m if S ¼

P
IAPm

1I � PI ; where PIAPk: Evidently,

?CSk
�1CSk

0CSk
1C?: We denote

Lp :¼ LpðP; kÞ :¼
[

mAZ

Sk
m;

where the closure is taken in LpðRdÞ: Evidently, Lp is a subspace of Lp and

Lp ¼ span f1I � PI : PIAPk; IAPg;

where ‘‘span’’ means ‘‘closed span in Lp’’. We denote by Sk
mðf Þp :¼ Sk

mðf ;PÞp the

error of Lp approximation to f from Sk
m; i.e., Sk

mðf Þp :¼ infSASk
m
jjf � Sjjp: Clearly, if

fALp; then fALp if and only if limm-N Sk
mðf Þp ¼ 0: It may happen that

LpðP; kÞaLp: However, if supfdiam ðIÞ : IAPmg-0 as m-0; then LpðP; kÞ ¼ Lp:

Clearly, by (2.7),

N1ðf ;PÞ ¼
X
mAZ

ð2amSk
mðf ;PÞpÞ

q

 !1=q

: ð2:8Þ

Therefore, the B-spaces Bak
pqðPÞ are approximation spaces generated by fSk

mðf ;PÞpg:
Let QI ;Zðf Þ be a polynomial of near best LZðIÞ approximation to f from Pk with

some constant A (the same for all IAPÞ: Note that QI ;Zðf Þ can be defined as a linear

projector if ZX1: Then Tm;Zðf Þ :¼ Tm;Zðf ;PÞ :¼
P

IAPm
1I � QI ;Z is a near best LZ
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approximation to f from Sk
m: We define

tm;Zðf Þ :¼ tm;Zðf ;PÞ :¼ Tm;Zðf Þ � Tm�1;Zðf Þ: ð2:9Þ

We now introduce a new norm in Bak
pqðPÞ by

N2ðf ;PÞ :¼
X
mAZ

ð2amjjtm;Zðf ÞjjpÞ
q

 !1=q

; where 0oZpp: ð2:10Þ

Lemma 2.3. The norms jj � jjBak
pqðPÞ; N1ð�Þ; and N2ð�Þ are equivalent with constants of

equivalence independent of P:

Proof. The equivalence of jj � jjBak
pqðPÞ and N1ð�Þ has already been indicated in (2.7).

Now, we show that N1ð�ÞEN2ð�Þ: Let N1ðf ÞoN: By Lemma 2.2, QI ;Zðf Þ is a near

best LpðIÞ approximation to f from Pk and hence jjf � Tm;Zðf ÞjjppcSk
mðf Þp:

Therefore,

jjtm;Zðf Þjjppcjjf � Tm;Zðf Þjjp þ cjjf � Tm�1;Zðf ÞjjppcSk
mðf Þp þ cSk

m�1ðf Þp:

This implies N2ðf ÞpcN1ðf Þ:
In the other direction, if N2ðf ÞoN; then it is easily seen that

Sk
mðf Þppjjf � Tm;Zjjpp

XN
j¼mþ1

jjtj;Zjjlp

 !1=l

; l :¼ minfp; 1g: ð2:11Þ

To complete the proof, we need the following discrete Hardy inequality: If fxmgmAZ

and fymgmAZ are two sequences of nonnegative numbers such that

ymp
P

N

j¼mþ1 xl
j

� �1=l
; l40; thenX

mAZ

ð2maymÞqpc
X
mAZ

ð2maxmÞq; a; q40; ð2:12Þ

where c ¼ cðl; a; qÞ: This inequality follows easily by Hölder’s inequality. We use
(2.8), (2.11), and (2.12) to obtain N1ðf ÞpcN2ðf Þ: Therefore, N1ðf ÞEN2ðf Þ: &

The B-spaces Bak
t ðPÞ on Rd : For the purposes of nonlinear piecewise polynomial

and n-term rational approximation, we shall only need a specific class of B-spaces,

namely, the spaces Bak
tt ðPÞ: Therefore, for the rest of this section, we focus our

attention exclusively on these specific B-spaces.
We shall always assume that 0opoN; a40; kX1; and t is defined by 1=t :¼

aþ 1=p: We shall briefly denote the B-space Bak
tt ðPÞ by Bak

t ðPÞ or simply by Ba
t : By

the definition of B-spaces in (2.6), we have

jjf jjBak
t ðPÞ :¼

X
IAP

ðjI j�aokðf ; IÞtÞ
t

 !1=t

ð2:13Þ
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and, using Lemma 2.3,

jjf jjBak
t ðPÞEN2ðf ;PÞ :¼

X
IAP

ðjI j�ajjtI ;Zðf ÞjjtÞ
t

 !1=t

if 0oZpt; ð2:14Þ

where tI ;Zðf Þ :¼ 1I � tm;Zðf Þ if IAPm; mAZ:

In some instances, the Ba
t-norms from (2.13) to (2.14) are not quite convenient

since the Lt-norm which they involve is not very friendly when to1: This is the case
when the smoothness parameter aX1: We next show that this drawback of the above
norms can be overcome. We introduce the following new B-norms: For fALZ;

0oZop; we set

No;Zðf ;PÞ :¼
X
IAP

ðjI j1=p�1=Zokðf ; IÞZÞ
t

 !1=t

ð2:15Þ

and

Nt;Zðf ;PÞ :¼
X
IAP

ðjI j1=p�1=ZjjtI ;Zðf ÞjjZÞ
t

 !1=t

; ð2:16Þ

where tI ;Zðf Þ :¼ 1I � tm;Zðf ;PÞ if IAPm; mAZ (see (2.9)). Note that No;tðf ;PÞ ¼
jjf jjBak

t ðPÞ: Using (2.5) and the relation 1=t ¼ aþ 1=p; we readily obtain

Nt;Zðf ;PÞE
X
IAP

jjtI ;Zðf Þjjtp

 !1=t

: ð2:17Þ

The following embedding theorem will be important for our further developments.

Theorem 2.4. If fALZ; 0oZopoN; and Nt;Zðf ;PÞoN; then

f ¼
X
mAZ

tm;Zðf Þ a:e: on Rd ð2:18Þ

with the series converging absolutely a.e., and

jjf jjpp
X
mAZ

jtm;Zðf Þj
�����

�����
�����

�����
p

pcNt;Zðf ;PÞ; ð2:19Þ

where c ¼ cða; k; p; d; ZÞ:

We shall deduce this theorem from the following more general embedding theorem:

Theorem 2.5. Let 1ppoN: Suppose fFmg is a sequence of functions on Rd with the

properties:

(i) FmALN; suppFmCEm with 0ojEmjoN and

jjFmjjNpc1jEmj�1=pjjFmjjp:
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(ii) If xAEm; thenX
Ej{x; jEj jXjEmj

ðjEmj=jEj jÞ1=ppc1;

where the summation is over all indices j for which Ej satisfy the indicated

conditions. Then we have

X
j

jFjð�Þj
�����

�����
�����

�����
p

pc
X

j

jjFjjjtp

 !1=t

; 0otop;

where c ¼ cðp; t; c1Þ:

To avoid nonnecessary technicalities at this early stage, we shall give the proofs of
Theorems 2.4 and 2.5 as well as the one of the next theorem in the appendix.

Theorem 2.6. The norms jj � jjBak
t ðPÞ; No;Zð�;PÞ ð0oZopÞ; and Nt;Zð�;PÞ ð0oZopÞ;

defined in (2.13), (2.15), and (2.16), are equivalent with constants of equivalence

depending only on a; k; p; d; and Z: Furthermore, the equivalence of jj � jjBak
t ðPÞ and

No;Zð�;PÞ is no longer valid if ZXp:

B-spaces on O: We shall only define the B-spaces Bak
t ðPÞ on O which we need in

nonlinear piecewise polynomial and rational approximation. The more general B-

spaces Bak
pqðPÞ on O can be introduced in an obvious way.

We again assume that 0opoN; a40; kX1; and 1=t :¼ aþ 1=p: Let P ¼S
mX0 Pm be an arbitrary dyadic partition of O ðjOj ¼ 1Þ: We define the space

Ba
t :¼ Bak

t ðPÞ as the set of all fALtðOÞ such that

jf jBak
t ðPÞ :¼

X
IAP

ðjI j�aokðf ; IÞtÞ
t

 !1=t

oN: ð2:20Þ

Evidently, jf þ PjBa
t
¼ jf jBa

t
for PAPk and hence j � jBa

t
is a semi-norm if tX1 and a

semi-quasi-norm if to1:

By Theorems 2.7 and 2.8, if fABak
t ðPÞ then fALpðOÞ: Therefore, it is natural to

define a norm in Bak
t ðPÞ by

jjf jjBak
t ðPÞ :¼ jjf jjLpðOÞ þ jf jBak

t ðPÞ: ð2:21Þ

Similarly as in (2.8), we have

jjf jjBak
t ðPÞEjjf jjp þ

X
mAZ

ð2amSk
mðf ;PÞtÞ

t

 !1=t

; ð2:22Þ

where Sk
mðf ;PÞt is the error of linear piecewise polynomial approximation, defined

similarly as in the case of B-spaces on Rd (see the definition above (2.8)).
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In analogy to (2.15), we introduce a more general norm by

No;Zðf ;PÞ :¼ jjf jjp þ
X
IAP

ðjI j1=p�1=Zokðf ; IÞZÞ
t

 !1=t

; 0oZop: ð2:23Þ

Also, similarly as in the definition of B-norms on Rd (see (2.9) and (2.14)), we define
the operators: QI ;Zðf Þ; Tm;Zðf Þ :¼ Tm;Zðf ;PÞ; tm;Zðf Þ :¼ tm;Zðf ;PÞ ðmX0Þ; and tI ;Zðf Þ;
fALZðOÞ; with the natural modification T�1;Zðf Þ :¼ 0; i.e., t0;Zðf Þ :¼ T0;Zðf Þ :¼
QO;Zðf Þ: We define another norm by

Nt;Zðf ;PÞ :¼
X
IAP

ðjI j1=p�1=ZjjtI ;Zðf ÞjjZÞ
t

 !1=t

E
X
IAP

jjtI ;Zðf Þjjtp

 !1=t

;

where 0oZop: ð2:24Þ

Theorem 2.4 implies immediately the following analogue of Theorem 2.5:

Theorem 2.7. If fALZðOÞ; 0oZopoN; and Nt;Zðf ;PÞoN; then

f ¼
X
mX0

tm;Zðf Þ absolutely a:e: and jjf jjpp
X
mX0

jtm;Zðf Þj
�����

�����
�����

�����
p

pcNt;Zðf ;PÞ:

We proceed similarly as in the proof of Theorem 2.6 (see Appendix A) to prove the
equivalence of the above defined B-norms:

Theorem 2.8. The norms jj � jjBak
t ðPÞ; No;Zð�;PÞ ð0oZopÞ; and Nt;Zð�;PÞ (0oZopÞ;

defined in (2.21)–(2.24), are equivalent with constants of equivalence depending only on

a; k; p; d; and Z:

Comparison of B-spaces with Besov spaces: We first recall the definition of Besov

spaces on E ¼ Rd ; E ¼ ½a; bd or on a Lipschitz domain ECRd ðdX1Þ: The Besov

space Bs
qðLpÞ :¼ Bs

qðLpðEÞÞ; s40; 1pp; qpN; is defined as the set of all functions

fALpðEÞ such that

jf jBs
qðLpÞ :¼

Z
N

0

ðt�sokðf ; tÞpÞ
q dt

t

� �1=q

oN ð2:25Þ

with the Lq-norm replaced by the sup-norm if q ¼ N; where k :¼ ½s þ 1 and

okðf ; tÞp is the k-th modulus of smoothness of f in LpðEÞ: The norm in Bs
qðLpÞ is

usually defined by jjf jjBs
qðLpÞ :¼ jjf jjp þ jf jBs

qðLpÞ: It is well known that if in (2.25) k is

replaced by any other k4s; then the resulting space would be the same with an
equivalent norm. The point is that, for nontrivial functions f ; the maximal rate of

convergence of okðf ; tÞp is OðtkÞ when pX1 and it is Oðtk�1þ1=pÞ when po1 (see, e.g.,

[20]). This is the reason for introducing k as a parameter of the Besov spaces with the
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next definition. We define the space

Bs;k
q ðLpÞ :¼ Bs;k

q ðLpðEÞÞ; 0op; qpN; s40; kX1; ð2:26Þ

as the Besov space Bs
qðLpðEÞÞ from above, where the parameters k and s are already

set independent of each other.
For the theory of nonlinear (regular) spline approximation in LpðEÞ; 0opoN;

one can utilize the Besov space

Bda;k
t ðLtÞ :¼ Bda;k

t ðLtðEÞÞ

with parameters set as elsewhere in this article: kX1; a40; and 1=t :¼ aþ 1=p (see

[18] when d ¼ 1; and [5,7] when d41Þ: Since Bda;k
t ðLtÞ is embedded in Lp; it is

natural to define a norm in Bda;k
t ðLtÞ by jjf jj

B
da;k
t ðLtÞ :¼ jjf jjp þ jf j

B
da;k
t ðLtÞ: In the

following, we shall restrict our attention to the case E ¼ Rd ðd41Þ:
We call a dyadic partition P of Rd regular if there is a constant KX2 such that for

each box I ¼: I1 	?	Id from P we have K�1pjInj=jImjpK ; 1pn; mpd:

Now, if P is a regular dyadic partition of Rd and fABda;k
t ðLtÞ; then fABak

t ðPÞ and

jjf jjBak
t ðPÞpcjjf jj

B
da;k
t ðLtÞ;

which easily follows using the following equivalence:

okðf ; IÞttE
1

jI j

Z
½0; cðIÞd

Z
Ikh

jDk
hðf ; xÞjt dx dh; IAP; ð2:27Þ

where Ikh :¼ fxAI : ½x; x þ khCIg and cðIÞ is the maximal side of I or diam ðIÞ (see
[20] for the proof of (2.27) in the univariate case; the same proof applies to the
multivariate case as well). Notice that the smoothness parameters of B-spaces and

Besov spaces above are normalized differently. Thus the B-space Bak
t ðPÞ corresponds

to the Besov space Bs;k
t ðLtÞ with s ¼ da:

Using the idea of the proof of Theorem 2.6 in Appendix A, one can easily prove
that, for a regular dyadic partition P;

Bda;k
t ðLtðRdÞÞ ¼ Bak

t ðPÞ; if 0oao1=p; ð2:28Þ

with equivalent norms, and this is no longer true if aX1=p; Bak
t ðPÞ is much larger

than Bda;k
t ðLtðRdÞÞ in this case. A key fact here is that, for each IAP and aX1=p;

jj1I jjBda;k
t ðLtÞ ¼ N; while at the same time jj1I jjBak

t ðPÞEjj1I jjp: The same is true if 1I is

replaced by P � 1I ; PAPk; Pa0:

Suppose now that P is an arbitrary dyadic partition of Rd : As we mentioned in
Section 2, extremely long and narrow boxes may occur at any level and location of
P: Straightforward calculations show that, for such a box IAP even if 0oao1=p

and a is as small as we wish (fixed), jj1I jjBda;k
t ðLtÞ=jj1I jjp can be enormously

(uncontrollably) large, while jj1I jjBak
t ðPÞ=jj1I jjpE1: This is why the Besov spaces are

completely unsuitable for the theory of piecewise polynomial approximation
generated by anisotropic dyadic partitions (see also the results of Section 3 below).
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The situation is quite similar when comparing two B-spaces over completely
different dyadic partitions.

3. Nonlinear piecewise polynomial approximation

In this section, we shall use the B-spaces introduced in Section 2 to characterize the
nonlinear piecewise polynomial approximation generated by an arbitrary dyadic

partition P of Rd : The same results with almost identical proofs hold on any box O:
We let Sk

nðPÞ ðkX1Þ denote the nonlinear set consisting of all piecewise

polynomial functions

j ¼
X
IALn

1I � PI ;

where PIAPk; LnCP; and #Lnpn: We denote by snðf ;PÞp :¼ sk
nðf ;PÞp the error

of Lp approximation to fALpðRdÞ from Sk
nðPÞ:

snðf ;PÞp :¼ inf
jASk

nðPÞ
jjf � jjjp:

We next prove Jackson and Bernstein estimates for the above nonlinear
approximation. Then the desired characterization of the approximation
spaces follows immediately by interpolation. Throughout this section, we assume

that P is an arbitrary dyadic partition of Rd ; 0opoN; a40; kX1; and 1=t :¼
aþ 1=p:

Theorem 3.1. If fABak
t ðPÞ; then

snðf ;PÞppcn�ajjf jjBak
t ðPÞ; n ¼ 1; 2;y;

with c ¼ cða; p; k; dÞ:

Proof. By Theorem 2.4, f can be represented in the form

f ¼
X
IAP

tI a:e: on Rd ð3:1Þ

with the series converging absolutely a.e., where tI ¼ 1I � PI with PIAPk

(tI :¼ 1I � tm;Z if IAPm; 0oZopÞ: In addition to this, by Theorem 2.6,

jjf jjBak
t ðPÞE

X
IAP

jjtI jjtp

 !1=t

¼: Nðf Þ:

Case I: 1ppoN: We define Jm :¼ fIAP: 2�mNðf ÞpjjtI jjpo2�mþ1Nðf Þg:
Clearly,

#Jmp2mt: ð3:2Þ
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We define

gm :¼
X

IAJm

tI ; g}
m :¼

X
IAJm

jtI j; and Gm :¼
X
mpm

gm:

We have GmASk
MðPÞ with M :¼

P
mpm 2mt ¼ c2mt: We use (3.1), (3.2), and Lemma

7.1 (as in the proof of Theorem 2.5) to obtain

sMðf ;PÞpp
X

IAP\

S
mpm

Jm

jtI j

�������
�������

�������
�������
p

p
XN

m¼mþ1

g}
m pp

XN
m¼mþ1

�����
�����

�����
�����g}

m

�����
�����

�����
�����
p

p c
XN

m¼mþ1

2�mNðf Þð#JmÞ
1=ppcNðf Þ

XN
m¼mþ1

2�mð1�t=pÞ

p cNðf Þ2�mð1�t=pÞ ¼ cM�1=tþ1=pNðf Þ ¼ cM�aNðf Þ

which implies the theorem in Case I.
Case II: 0opo1: We let jjtI1

jjpXjjtI2
jjpX? be a nonincreasing rearrangement of

the sequence fjjtI jjpg and define

j :¼
Xn

j¼1

tIj
; jASk

nðPÞ:

To estimate jjf � jjjp we shall use the following simple inequality: If x1Xx2X?X0

and 0otop; then

XN
j¼nþ1

x
p
j

 !1=p

pn1=p�1=t
XN
j¼1

xt
j

 !1=t

:

We obtain

jjf � jjjpp
XN

j¼nþ1

jtIj
j

�����
�����

�����
�����
p

p
XN

j¼nþ1

jjtIj
jjpp

 !1=p

pcn1=p�1=t
XN
j¼1

jjtIj
jjtp

 !1=t

p cn�ajjf jjBak
t ðPÞ: &

Theorem 3.2. If jASk
nðPÞ; then

jjjjjBak
t ðPÞpcnajjjjjp ð3:3Þ

with c ¼ cða; p; k; dÞ:

Proof. Let j ¼
P

IAL 1I � PI ; where PIAPk; LCP; #Lpn; nX1: To prove (3.3),

we shall use the natural tree structure in P induced by the inclusion relation: Each
box IAP has two children (boxes J1; J2CI such that I ¼ J1,J2 and jJ1j ¼ jJ2j ¼
ð1=2ÞjI jÞ and one parent in P: Let I0AP be the smallest box containing all boxes
from L and let T be the minimal binary subtree of P containing L,fI0g: So, T is
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the set of all boxes in P which contain at least one box from L and are contained in
I0: We introduce the following subsets of T:

(i) T1 the set of all final boxes in T (boxes not containing other boxes from TÞ;
(ii) T2 the set of all branching boxes in T (boxes with both children in TÞ and, in

addition, we include I0 in T2;

(iii) T3 the set of all children of branching boxes in T;

(iv) T4 the set of all chain boxes in T (boxes with exactly one child in TÞ;
excluding I0 if I0 has only one child in T:

Obviously, T1CL and hence #T2p#T1pn and #T3p2n: Note that #T4 can
be much larger than #L:

The sets L and T generate a natural subdivision of I0 into a union of disjoint

rings. By definition, R is a ring if R ¼ I\J with IAP and JAP or J ¼ |: We say that

R ¼ I\J is a maximal ring if (a) IAT and JAT or J ¼ |; (b) R does not contain
boxes from L which are smaller than I ; and (c) R is maximal with these two
properties (R is not contained in another such). We denote by R the set of all
maximal rings (generated by LÞ: For RAR; we denote by IR and JR the defining

boxes of R; that is, R ¼: IR\JR with IRAT and JRAT or JR ¼ |: Going further, we
denote Rm :¼ fRAR: jIRj ¼ 2�mg: Then R ¼

S
mAZ Rm: Clearly, R consists of

disjoint subsets of I0 and I0 ¼
S

RAR R: It is readily seen that for each RAR; we have

IRAT1 or IRAT3 or IRAT-L or IR ¼ I0: Therefore, #Rp#T1 þ#T3 þ
#Lp4n:

Also, we introduce subrings (of maximal rings). Suppose RAR and R ¼ IR\JR with
IRAPc; JRAPcþm ðmX1Þ: Clearly, for each cpmocþ m; there exists a unique

I 0APm such that JRCI 0CIR: We now define the subring KR;m of R by KR;m :¼ I 0\JR:
In addition, we define jR :¼ 1R � j and jR;m :¼ 1KR;m

� j ¼ 1KR;m
� jR for cpmocþ m

and jR;m :¼ 0 if moc or mXcþ m: Note that jR is the restriction on R of a

polynomial of degree ok and jR;m is the restriction of the same polynomial on

KR;mCR: Denote Km :¼ fRAR : KR;ma|g: It is easily seen that if ICI0;
IAPm ðmAZÞ; and j is not a polynomial on I ; then

I ¼
[

RAR; RCI

R
[ [

RCKm; R-Ia|

KR;m ðdisjoint setsÞ; ð3:4Þ

where the union on the right contains exactly one subring or none.
We need to estimate okðj; IÞt for every IAP: There are two possibilities

for IAP:

(i) If I-I0 ¼ | or ICI0 but ICR for some RAR; then j is a polynomial of degree
ok on I and hence okðj; IÞt ¼ 0:

(ii) If j is not a polynomial on I and IAPm ðmAZÞ; then we have, using
(3.4),

okðj; IÞttpcjjjjjtLtðIÞpc
XN

n¼mþ1

X
RARn; RCI

jjjRjj
t
t þ c

X
RAKm; R-Ia|

jjjR;mjj
t
t;

P. Petrushev / Journal of Approximation Theory 121 (2003) 158–197 171



where the second sum contains one element or none. We use this estimate to obtain

jjjjjtBak
t ðPÞ :¼

X
mAZ

2amt
X

IAPm

okðj; IÞtt

p c
X
mAZ

2amt
XN

n¼mþ1

X
RARn

jjjRjj
t
t þ c

X
mAZ

2amt
X

RAKm

jjjR;mjj
t
t

¼:S1 þ S2:

Applying inequality (2.12) to the first sum above, we find

S1pc
X
mAZ

2amt
X

RARm

jjjRjj
t
tpc

X
RAR

jjjRjj
t
p;

where we used that jjjRjjtpjRj1=t�1=pjjjRjjpp2�amjjjRjjp; RARm; by Hölder’s

inequality.
We shall estimate S2 using the following inequality:X

mAZ

jjjR;mjj
t
ppcjjjRjj

t
p; RAR: ð3:5Þ

To prove this inequality, suppose that R ¼ IR\JR with IRAPc and JRAPcþm: Using

Lemma 2.1, we obtain, for 0pjom;

jjjR;cþjjjppjKR;cþjj1=pjjjRjjNpcjKR;cþjj1=pjRj�1=pjjjRjjppc2�j=pjjjRjjp;

which implies (3.5).
As above, by Hölder’s inequality, jjjR;mjjtp2�majjjR;mjjp: This and (3.5) imply

S2pc
X
mAZ

X
RAKm

jjjR;mjj
t
ppc

X
RAR

X
mAZ

jjjR;mjj
t
ppc

X
RAR

jjjRjj
t
p;

where we switched the order of summation. From the above estimates for S1 and S2;
we get

jjjjjtBak
t ðPÞp c

X
RAR

jjjRjj
t
ppc

X
RAR

jjjRjj
p
p

 !t=p

ð#RÞ1�t=ppcn1�t=pjjjjjtp

¼ cnatjjjRjj
t
p;

where we used Hölder’s inequality and that I0 is a disjoint union of all RAR: &

We define the approximation space Ag
q :¼ Ag

qðLp;PÞ as the set of all functions

fALpðP; kÞ such that

jjf jjAg
q
:¼ jjf jjp þ

XN
n¼1

ðngsk
nðf ;PÞpÞ

q 1

n

 !1=q

oN ð3:6Þ

with the cq-norm replaced by the sup-norm if q ¼ N as usual.

We now recall some basic definitions from the real interpolation method. We refer
the reader to [1] as a general reference for interpolation theory. Suppose X and B are
two quasi-normed spaces and BCX : The K-functional is defined for each fAX and

P. Petrushev / Journal of Approximation Theory 121 (2003) 158–197172



t40 by

Kðf ; tÞ :¼ Kðf ; t;X ;BÞ :¼ inf
gAB

ðjjf � gjjX þ tjjgjjBÞ:

The real interpolation space ðX ;BÞl;q with 0olo1 and 0oqpN is defined as the set

of all fAX such that

jjf jjðX ;BÞl;q :¼ jjf jjX þ
Z

N

0

ðt�lKðf ; tÞÞq dt

t

� �1=q

oN;

where the Lq-norm is replaced by the sup-norm if q ¼ N:

The Jackson and Bernstein inequalities from Theorems 3.1 and 3.2 yield (see
[6,20]) the following characterization of the approximation spaces Ag

q:

Theorem 3.3. We have, for 0ogoa and 0oqpN;

Ag
qðLp;PÞ ¼ ðLpðP; kÞ;Bak

t ðPÞÞg=a;q
with equivalent norms.

We next show that in one specific case the interpolation space as well as the
corresponding approximation space can be identified as a B-space. The analogue of
this result for Besov spaces is well known (see [8]).

Theorem 3.4. Suppose P is a partition of Rd ; kX1; 1ppoN; and 1=t :¼ aþ 1=p: Let

0oaob and 1=l :¼ bþ 1=p: We have

ðLpðP; kÞ;B
bk
l ðPÞÞa=b;t ¼ Bak

t ðPÞ ¼ Aa
tðLp;PÞ

with equivalent norms.

This theorem can be proved by using the machinery of interpolation spaces
(see [8]). Here we take another route by employing the approximation from
piecewise polynomials directly. This approach will enable us to reveal more deeply
the intricacies of nonlinear piecewise polynomial approximation. In order to
streamline the presentation of our results, we give the proof of this theorem in
Appendix A.

Approximation scheme for nonlinear piecewise polynomial approximation: We

assume that fALpðRdÞ; 0opoN; and P is an arbitrary dyadic partition of Rd : The

proof of Theorem 3.1 suggests the following approximation procedure:
Step 1: Use the local polynomial approximation to represent f as

follows:

f ¼
X
mAZ

tm;Zðf ;PÞ ¼
X
IAP

tI ;Zðf Þ;

where tI ;Zðf Þ ¼ 1I � tm;Zðf ;PÞ if IAPm and Zop (see Theorem 3.1).
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Step 2: Order fjjtI ;Zðf ÞjjpgIAP in a nonincreasing sequence jjtI1;Zðf ÞjjpXjj
tI2;Zðf ÞjjpX? and then define the algorithm by

Anðf ;PÞp :¼
Xn

j¼1

tIj ;Zðf Þ:

By Theorem 3.1 and its proof, it follows that

jjf �Anðf Þpjjppcn�ajjf jjBak
t ðPÞ; for fABak

t ðPÞ:

Using this result, one can show that Anðf ;PÞp achieves the rate of the best n-term

piecewise polynomial approximation generated by P:

Nonlinear approximation from the library fSk
nðPÞgP: We denote

snðf Þp :¼ inf
P

snðf ;PÞp; ð3:7Þ

where the infimum is taken over all dyadic partitions P: The following theorem is
immediate from the Jackson estimate in Theorem 3.1:

Theorem 3.5. If infP jjf jjBak
t ðPÞoN; then

snðf Þppcn�a inf
P

jjf jjBak
t ðPÞ

with c ¼ cða; k; p; dÞ:

In Section 5, we shall show that, in a natural discrete setting, there exists an

effective algorithm for finding a partition Pn which minimizes Bak
t ðPÞ over all dyadic

partitions P:

Remark. There exists another technique that can be employed for the proof of
Theorem 3.1. This method is called ‘‘splitting and merging’’ and has been introduced

in [4] and used for nonlinear approximation of functions from the space BVðR2Þ: It
was further used in [11]. Also, the modulus Wðf ; tÞs;p; used in [11] which is a

generalization of a characteristic from [16] ðd ¼ 1Þ; can be generalized and utilized
for anisotropic partitions P:

4. Relation between n-term rational and piecewise polynomial approximation

n-term rational functions: We denote by Rn the set of all n-term rational functions

on Rd of the form

R ¼
Xn

j¼1

rj;
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where each rj is of the form

rðxÞ ¼
Yd

k¼1

akxk þ bk

ðxk � akÞ2 þ b2
k

; ak; bk; ak; bkAR; bka0;

x :¼ ðx1;y; xdÞARd : ð4:1Þ
Evidently, every RARn depends on p4dn parameters and Rn is nonlinear. We
denote by Rnðf Þp the error of Lp-approximation to f from Rn:

Rnðf Þp :¼ inf
RARn

jjf � Rjjp:

Our first goal is to show that the rate of n-term rational approximation in
Lp ð0opoNÞ is not worse than the one of nonlinear n-term approximation from

piecewise polynomials over nested box partitions of Rd :
Piecewise polynomials over almost nested families of boxes: We denote by J the set

of all semi-open boxes I in Rd (not necessarily dyadic) with sides parallel to the
coordinate axes ðI ¼ I1 	?	IdÞ:

Suppose XnCJ; n ¼ 0; 1;y; is a sequence of sets of boxes which satisfy the
following:

(i) #Xnp2n:
(ii) For each nX1 there exists a set On consisting of disjoint boxes from J such that

(a)
S
fI : IAOng ¼

S
fI : IAXn,Xn�1g;

(b) for each IAOn and JAXn,Xn�1 either ICJ or I-J ¼ |; and
(c) #Onpc12

n:

Thus On is a set of ‘‘small’’ disjoint boxes which cover the boxes from Xn,Xn�1:

Now, we denote by SkðXnÞ the set of all piecewise polynomials of degree ok on the

boxes from Xn; i.e., fASkðXnÞ if f ¼
P

IAXn
1I � PI ;PIAPk: We denote by Sk

2nðf Þp

the error of Lp approximation to fALpðRdÞ from SkðXnÞ; i.e.,

Sk
2nðf Þp :¼ Sk

2nðf ;XnÞp :¼ inf
fASkðXnÞ

jjf � fjjp:

Main results: Our primary goal in this section is to prove the following theorem
that relates the n-term rational approximation to the above described piecewise
polynomial approximation:

Theorem 4.1. Let fALpðRdÞ; 0opoN; a40; and kX1: Then

R2nðf Þppc2�an
Xn

n¼0

½2anSk
2nðf Þp

m þ jjf jjmp

 !1=m

; m :¼ minfp; 1g; ð4:2Þ

with c ¼ cðp; k; a; d; c1Þ; where c1 is from the properties of fXng:

We now apply the result from Theorem 4.1 to the more particular situation of
nonlinear n-term piecewise polynomial approximation associated with any dyadic
partition P; developed in Section 3.
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Theorem 4.2. Suppose fALpðRdÞ; 0opoN; a40; kX1; and P is any anisotropic

dyadic partition of Rd : Then

Rnðf Þppcn�a
Xn

m¼1

1

m
½mask

mðf ;PÞp
m þ jjf jjmp

 !1=m

; m :¼ minfp; 1g; ð4:3Þ

where c ¼ cðp; k; a; dÞ:

Corollary 4.3. Suppose infP jjf jjBak
t ðPÞoN with a40; kX1; and 1=t :¼ aþ 1=p;

0opoN; where the infimum is taken over all dyadic partitions P of Rd : Then

Rnðf Þppcn�a inf
P

jjf jjBak
t ðPÞ;

where c ¼ cða; p; k; dÞ:

Proof of the main results. For the proof of Theorem 4.1, we shall utilize some ideas

from [15,17]. We let Sk
nðJÞ denote the set of all piecewise polynomials of degree k on

n disjoint boxes in Rd ; i.e., jASk
nðJÞ if j ¼

P
IALn

1I � PI ; where Ln is any

collection of n disjoint boxes from J and PIAPk: The approximation will take place

in LpðRdÞ; 0opoN:

Theorem 4.4. For each jASk
mðJÞ; mX1; and nX1; there exists RARn such that

jjj� Rjjppc�1
2 expð�c2ðn=mÞ1=2dÞjjjjjp; ð4:4Þ

where c2 ¼ c2ðp; d; k; c1Þ40:

D. Newman [13] proved the remarkable result that the uniform nth degree rational

approximation of jxj on ½�1; 1 is of order Oðn�c
ffiffi
n

p
Þ: The following lemma rests on

Newman’s construction.

Lemma 4.5. For each g40; 0odo1; and n a positive integer, there exists a univariate

rational function s such that deg spc lnðe þ 1=dÞ lnðe þ 1=gÞ þ 4n and

0p1 � sðtÞog; if jtjp1 � d;

0psðtÞog
1

1 þ jtj

� �4n

; if jtjX1;

0psðtÞo1; tAð�N;NÞ;

where c is an absolute constant. Moreover, s has only simple poles and, evidently, if

s ¼ P=Q; then deg Podeg Q:

Proof. It follows by Lemma 8.3 of [20] (see also [17]) that there exists a rational
function s which satisfies all the conditions of Lemma 4.5 eventually except for the
last one (simple poles). Evidently, adding a suitable sufficiently small constant to the
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denominator of s in its representation as a quotient of two polynomials will ensure
the last condition of the lemma without violating the other conditions. &

For the proof of Theorem 4.4, we shall use the Fefferman-Stein vector valued
maximal inequality (see [10] or [21]): If 0opoN; 0oqpN; and 0osominfp; qg;
then for any sequence of functions f1; f2;y on Rd

XN
j¼1

½ðMsfjÞð�Þq
 !1=q
������

������
������

������
p

pc
XN
j¼1

jfjð�Þjq
 !1=q
������

������
������

������
p

; ð4:5Þ

where c ¼ cðp; q; s; dÞ and

ðMsf ÞðxÞ :¼ sup
IAJ: xAI

1

jI j

Z
I

jf ðyÞjs dy

� �1=s

; xARd :

Lemma 4.6. Suppose j :¼ 1I � P with IAJ and PAPk; and let l; s40: Then there

exists a rational function RARc with cpc ln2dðe þ 1=lÞ such that

jjj� Rjjppcljjjjjp

and

jRðxÞjpcljI j�1=pjjjjjpðMs1IÞðxÞ; xARd
\I ;

where c ¼ cðk; p; s; dÞ:

Proof. It is easily seen that

ðMs1I ÞðxÞ ¼
Yd

i¼1

ðMs1Ii
ÞðxiÞ; I ¼ I1 	?	Id ð4:6Þ

(product of univariate maximal functions).

We shall prove the lemma in the case when I ¼ Q :¼ ½�1; 1Þd : The general case
follows by change of variables. Let 0olo1 (the case lX1 is obvious). Since PAPk;
then all norms of P are equivalent and this yields

jPðxÞjpcjjjjjpPd
i¼1ð1 þ jxijÞk; xARd

\f1
2
Qg; ð4:7Þ

where c ¼ cðp; k; dÞ and 1
2
Q :¼ ½�1

2
; 1
2
Þd :

Let s be the univariate rational function from Lemma 4.5, applied with g :¼ l;
d :¼ minflp; 1=2g; and n :¼ ½1

4
ðk þ 1=sÞ þ 1: We define R :¼ kP with kðxÞ :¼Qd

i¼1 sðxiÞ: By Lemma 4.5,

deg spc lnðe þ 1=lpÞ lnðe þ 1=lÞ þ 4npc ln2ðe þ 1=lÞ; c ¼ cðk; p; sÞ;
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and s has only simple poles. Therefore, RARc with cpc ln2dðe þ 1=lÞ: Obviously

0pkðxÞo1; xARd : It is readily seen that

0p1 � kðxÞp
Xd

i¼1

ð1 � sðxiÞÞpdl for xAQd :¼ ½�1 þ d; 1 � dd :

Therefore,

jjj� RjjLpðQdÞ ¼ jjPð1 � kÞjjLpðQdÞpcljjjjjp:

and, using (4.7),

jjj� RjjLpðQ\QdÞpcjjjjjpjQ\Qdj1=ppcd1=pjjjjjppcljjjjjp:

Finally, by (4.6) and (4.7), we find, for xARd
\Q;

jRðxÞjp cljjjjjp
Yd

i¼1

1

1 þ jxij

� �4n�k

p cljjjjjp
Yd

i¼1

ðMs1½�1;1ÞðxiÞ ¼ cljjjjjpðMs1QÞðxÞ;

where we used that 4n� kX1=s and hence

ðMs1½�1;1ÞðtÞ ¼
2

2 þ jtj

� �1=s

4
1

1 þ jtj

� �4n�k

; jtjX1: &

Proof of Theorem 4.4. Suppose jASk
mðJÞ (mpnÞ and j ¼:

P
IALm

1I � PI ; LmCJ:

Let l :¼ expð�ðn=mÞ1=2dÞ and s :¼ 1
2
minfp; 1g: We apply Lemma 4.6 to each

function jI :¼ 1I � PI to conclude that there exist rational functions RIARc with

cpc ln2dðe þ 1=lÞ such that

jjjI � RI jjppcljjjI jjp
and

jRIðxÞjpcljjjI jjpjI j
�1=pðMs1I ÞðxÞ; xARd

\I :

We define R :¼
P

IALm
RI : Obviously, RARmcCRcn: We have

jjj� Rjjpp c
X

I

jjjI � RI jjpLpðIÞ

 !1=p

þcl
X

I

jI j�1=pjjjI jjpðMs1I Þð�Þ
�����

�����
�����

�����
p

p cl
X

I

jjjI jj
p
p

 !1=p

þcl
X

I

jjjI jjpjI j
�1=p

1Ið�Þjjppcljjj
�����

�����
�����

�����
p

;

where we used (4.5) with q ¼ 1 and s ¼ 1
2
minfp; 1gominfp; 1g: Theorem 4.4

follows. &
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Proof of Theorem 4.1. Case I: pX1: Evidently, there exists fnASkðXnÞ such that
jjf � fnjjp ¼ S2nðf Þp: We define jn :¼ fn � fn�1; nX1; and j0 :¼ f0: Then we have,

for nX1;

jjjnjjppjjf � fnjjp þ jjf � fn�1jjp ¼ S2nðf Þp þ S2n�1ðf Þp and

jjj0jjppS1ðf Þp þ jjf jjp:

From the properties of fXjg; there exists a set of disjoint boxes OnCJ such that

mn :¼ #Onpc12
n and jnASkðOnÞ:

We fix jX0: Now, for each n ¼ 0; 1;y; j; we apply Theorem 4.4 with j :¼ jn;

m :¼ mn (from above), and n :¼ Nn :¼ ½A2nðaðj � nÞÞ2d  þ 1; where A :¼ c1ðln 2=c2Þ2d ;
c2 is from Theorem 4.4. We obtain that there exist RnARNn such that, for nX1;

jjjn � Rnjjpp c�1
2 exp �c2

Nn

c12n

� �1=2d
 !

jjjnjjp

pc2�aðj�nÞðS2nðf Þp þ S2n�1ðf ÞpÞ ð4:8Þ

and

jjj0 � R0jjppc2�ajjjj0jjppc2�ajðS1ðf Þp þ jjf jjpÞ: ð4:9Þ

We define R :¼
Pj

n¼1 Rn: Obviously, RARN with

N ¼
Xj

n¼1

Nn ¼
Xj

n¼1

ðAa2d2jðj � nÞ2d þ 1Þpc32
j; c3 ¼ c3ðp; k; d; a; c1Þ:

From (4.8) and (4.9), we find

jjf � RN jjppjjf � fjjjp þ
Xj

n¼0

jjjn � Rnjjppc2�aj
Xj

n¼0

2anS2nðf Þp þ jjf jjp

 !
:

Estimate (4.2) follows from above by a suitable selection of j (depending on nÞ:
Case II: 0opo1: The proof is similar to the one from Case I. The only difference

is that, in this case, one should use the p-triangle inequality ðjj
P

gj jjppp
P

jjgjjjpp;
0opo1Þ instead of Minkovski’s inequality. &

Proof of Theorem 4.2. We may assume that jnASk
2nðPÞ are such that jjf � jnjjp ¼

s2nðf ;PÞp; n ¼ 0; 1;y: Suppose jn ¼:
P

IALn
1I � PI ; where PIAPk; LnCP; and

#Lnp2n: From the proofs of Theorems 3.2 and 3.4, it follows that the sequence

f#Lng satisfies conditions (i) and (ii) of fXng and, therefore, (4.2) holds with Sk
2nðf Þp

replaced by sk
2nðPÞ which implies (4.3). &

Proof of Corollary 4.3. This corollary follows immediately by Theorems 3.1
and 4.2. &
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Sharpness of the results: It is rather easy to see that the estimates of this section are
sharp with respect to the rate of approximation. For a given nX1; consider the
function

fnðxÞ :¼
Yd

n¼1

sin pxn

 !
� 1½0;4n	½0;1d�1ðxÞ; x :¼ ðx1;y; xdÞARd :

Since sin px1 oscillates 4n times on ½0; 4n and every n-term rational function can
oscillate p2n times on any straight line parallel to the x1-axes (has no more than

2n � 1 zeros), then RnðfnÞpXcjjfnjjpXcn1=p; 0opoN: On the other hand, evidently,

if a40 and 1=t ¼ aþ 1=p; then jjfnjjBda;k
t ðLtÞpcn1=t; where Bda;k

t ðLtÞ is the Besov

space defined in (2.26). Therefore, supjjf jj
B

da;k
t ðLtÞ

p1 Rnðf ÞpXcn�a and hence the

estimate from Corollary 4.3 is sharp, and similarly for the other estimates.

5. Nonlinear n-term approximation from the library of anisotropic Haar bases and best

basis selection

An anisotropic Haar basis is naturally associated with each anisotropic dyadic

partition P of a box O in Rd (or RdÞ: For the sake of simplicity, we shall consider
Haar bases only on a box O with sides parallel to the coordinate axes and jOj ¼ 1:

Then P ¼
S

N

m¼0 Pm: Let IAP and I ¼: I1 	?	Id : Suppose I is split (in PÞ by

dividing in half the nth (1pnpdÞ side of I : Then we define HI :¼ 1I1
	?	 HIn 	

?	 1Id
; where HIn is the univariate Haar function supported on In and

normalized in LN: In other words, if IAP and J1; J2 are the two children of I in
P (properly ordered), then HI :¼ 1J1

� 1J2
: We need to add the characteristic

function of O to the collection of the above defined Haar functions. To this end we

denote I0 :¼ I0 :¼ O and include both I0 and I0 in P0 and P: So, there are two copies

of O in P: We define HI0 :¼ 1I0 and Po :¼ P\fI0g:
Thus HP :¼ fHI : IAPg is the Haar basis associated with P: We let H :¼ fHPgP

denote the collection (library) of all anisotropic Haar bases on O:
Clearly, the following is valid for a fixed partition P: (i) HP is an orthogonal

system in L2ðOÞ and it is an orthogonal basis for L2ðPÞ :¼ L2ðP; 1Þ: (ii) The linear

space S1
n of all piecewise constants over the boxes from Pn (see Section 2) is spanned

by fHI : IA
Sn

n¼0 Png:
Other anisotropic Haar bases which involve products of Haar functions can easily

be constructed, too. We do not consider such constructions in this article since it
does not change the essence of the problems.

HP is a basis for LpðPÞ and Ba;1
t ðPÞ:

Theorem 5.1. For each dyadic partition P of O the Haar basis HP is an unconditional

basis for LpðPÞ; 1opoN:
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Proof. The proof can be carried out exactly as the proof in the case of the univariate
Haar system due to Burkholder (see [24]) and we shall skip it. &

Throughout the rest of this section, we shall assume that 1opoN; a40; 1=t :¼
aþ 1=p; and P is an arbitrary dyadic partition of O: We naturally have (see (2.20)
and (2.21))

jjf jj
B
a;1
t ðPÞ :¼ jjf jjLpðOÞ þ

X
IAPo

jI j�ato1ðf ; IÞtt

 !1=t

:

We next characterize the B-norm of function in Ba;1
t ðPÞ by means of its Haar

coefficients using HP:

Theorem 5.2. Every fABa;1
t ðPÞ can be represented uniquely in the form

f ¼
X
IAP

cIðf ÞHI a:e: on O with cI ðf Þ :¼ jI j�1

Z
I

fHI ; ð5:1Þ

where the series converging absolutely a.e. and unconditionally in Lp: Moreover,

jjf jjBa;1
t ðPÞENðf ;HPÞ :¼

X
IAP

jI j�atjjcI ðf ÞHI jjtt

 !1=t

¼
X
IAP

jI j�atþ1jcI ðf Þjt
 !1=t

¼
X
IAP

jjcI ðf ÞHI jjtp

 !1=t

ð5:2Þ

with constants of equivalence depending only on p; a; and d:

Proof. Let fABa
t ; Ba

t :¼ Ba;1
t ðPÞ: By Theorems 2.7 and 2.8, fALpðOÞ and hence,

using Theorem 5.1, f has a unique representation in the form (5.1). We shall next
prove that

Nðf ;HPÞpcjjf jjBa
t
: ð5:3Þ

Case I: tX1: This case is trivial because we obviously have, for IaI0;

jcI0ðf Þj ¼
Z

I0

f

����
����pjjf jjp and jcIðf Þj ¼ jI j�1

Z
I

fHI

����
����pjI j�1=to1ðf ; IÞt;

which, in view of (5.2), imply (5.3).
Case II: 0oto1: Clearly,

jI0j�atjjcI0ðf ÞHI0 jjttpjjf jjL1ðOÞpjjf jjLpðOÞ ðjI0j ¼ 1Þ:

By Theorem 2.7 with Z ¼ t and k ¼ 1; f can be represented in the form

f ¼ T0 þ
XN
j¼1

tj ¼ T0 þ
XN
j¼1

X
IAPj

tI a:e: on O
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with the series converging absolutely a.e., where tj :¼ tj;tðf Þ :¼ Tj � Tj�1; Tj :¼
Tj;tðf ;PÞ; and tI :¼ 1I � tj if IAPj:

Fix IAPm ðmX0Þ; IaI0: Evidently, jjcI ðf ÞHI jj1 ¼ jcI ðf ÞjjI jpjjf � cjjL1ðIÞ for

every constant c: Therefore,

jjcIðf ÞHI jj1pjjf � TmjjL1ðIÞp
XN

j¼mþ1

jjtjjjL1ðIÞ;

which readily implies

jI j�atjjcIðf ÞHI jjtt ¼ jI j�atþ1�tjjcI ðf ÞHI jjt1pjI j�gt
XN

j¼mþ1

jjtjjjL1ðIÞ

 !t

p jI j�gt
XN

j¼mþ1

X
JAPj ; JCI

jjtJ jjt1

p
XN

j¼mþ1

X
JAPj ; JCI

ðjJj=jI jÞgtjjtJ jjtp;

with g :¼ a� 1=tþ 1 ¼ 1 � 1=p40; where we used that to1: We now proceed
similarly as in the proof of Theorem 2.6 (see Appendix A). We substitute the above
estimates in the definition of Nðf ;HPÞ in (5.2) and switch the order of summation
to obtain (5.3).

In the other direction, the Haar basis HP obviously satisfies the conditions of
Theorem 2.5 and henceX

IAP

jcI ðf ÞHI ð�Þj
�����

�����
�����

�����
p

pcNðf ;HPÞ: ð5:4Þ

On the other hand, by Theorem 5.1, HP is an unconditional basis for LpðPÞ:
Therefore,

f ¼
X
IAP

cIðf ÞHI a:e: on O

with the series converging absolutely a.e. and unconditionally in Lp: Using (5.4), we

infer jjf jjppcNðf ;HPÞ: We utilize the above representation of f to obtain

S1
mðf Þtp f �

X
jI jX2�m

cI HI

������
������

������
������
t

p
XN
j¼m

X
IAPj

cI HI

������
������

������
������
l

t

0
B@

1
CA

1=l

¼
XN
j¼m

X
IAPj

jjcI HI jjtt

0
@

1
A

l=t
0
B@

1
CA

1=l

with l :¼ minft; 1g: Now, exactly as in the proof of Theorem 2.6 (see Appendix A),
we use this in (2.22) and switch the order of summation to obtain
jjf jjBa

t
pcNðf ;HPÞ: This completes the proof of the theorem. &
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Nonlinear n-term approximation from a single basis HP: For a given partition P;

we denote by #SnðPÞ the set of all functions j of the form

j ¼
X
IALn

aI HI ;

where LnCP and #Lnpn: The error #snðf ;HPÞp of nonlinear n-term Lp-

approximation to f from HP is defined by

#snðf ;HPÞp :¼ inf
jA #SnðPÞ

jjf � jjjLpðOÞ:

Clearly, #SnðPÞCS2nðPÞ and hence s2nðf ;PÞpp #snðf ;HPÞp: The approximation

spaces Âg
q :¼ Âg

qðLp;HPÞ generated by the n-term approximation from HP are

defined similarly as the approximation spaces Ag
q (see (3.6)). The problem again is to

characterize the approximation spaces Âg
q which reduces to establishing Jackson and

Bernstein inequalities and interpolation.

Theorem 5.3. Suppose P is an arbitrary partition of O and let 1opoN; a40; and

1=t :¼ aþ 1=p: Then the following Jackson and Bernstein inequalities hold:

#snðf ;HPÞppcn�ajjf jj
B
a;1
t ðPÞ; fABa;1

t ðPÞ; ð5:5Þ

jjjjj
B
a;1
t ðPÞpcnajjjjjLpðOÞ; jA #SnðPÞ; c ¼ cða; p; dÞ: ð5:6Þ

Therefore, for 0ogoa and 0oqpN;

Âg
qðLp;HPÞ ¼ ðLpðPÞ;Ba;1

t ðPÞÞg=a;q ¼ Ag
qðLp;HPÞ ð5:7Þ

with equivalent norms (see Theorem 3.3).

Proof. The Jackson estimate (5.5) can be proved, using Theorem 5.2, exactly as
Theorem 3.1 was proved. The Bernstein inequality (5.6) follows by Theorem 3.2. An
easier proof can be given by using that HP is an unconditional basis for

Lp ð1opoNÞ: The characterization of Âg
q in (5.7) follows by (5.5) and (5.6) (see

[6,20]). &

Algorithm for n-term approximation from HP: We note that a near best n-term Lp-

approximation from HP ð1opoNÞ to a given function fALpðPÞ can be achieved

by simply retaining the biggest (in LpÞ n terms from the representation of the

function f in HP (see [23]). This result suggests the following ‘‘threshold’’ algorithm
for n-term Lp-approximation from HP ð1opoNÞ:

Step 1: Find the Haar decomposition of f in HP: f ¼
P

IAP cI ðf ÞHI :
Step 2: Order the terms of fjjcI ðf ÞHI jjpgIAP in a nonincreasing sequence

jjcI1
ðf ÞHI1

jjpXjjcI2
ðf ÞHI2

jjpX? and then define the approximant by

#Anðf ;PÞp :¼
Xn

j¼1

cIj
ðf ÞHIj

:
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From the above observation, #Anðf ;PÞp provides a near best n-term Lp-

approximation to f from piecewise constants generated by P:
Nonlinear n-term approximation from the library H :¼ fHPg: We denote by #snðf Þp

the error of n-term approximation of fALp from the best basis in H; i.e.,

#snðf Þp :¼ inf
P

#snðf ;HPÞp:

The following theorem is immediate from the Jackson estimate (5.5):

Theorem 5.4. If infP jjf jjBa;1
t ðPÞoN; then

#snðf Þppcn�a inf
P

jjf jj
B
a;1
t ðPÞ

with c ¼ cðp; a; dÞ:

Our approximation scheme for nonlinear n-term approximation of a given
function fALpðOÞ from the library H :¼ fHPg of all anisotropic Haar bases consists

of two steps:

(i) Find a basis Hðf ÞAH which minimizes the Ba;1
t -norm of f :

(ii) Run the above threshold algorithm for near best n-term approximation from
Hðf Þ:

The most significant fact in this part is that, in a natural discrete setting, there is an
effective algorithm for best Haar basis selection, which we present below.

The above approximation scheme requires a priori information about the
smoothness a40 of the function f (which is being approximated) with respect to

the optimal Ba;1
t -scale. We do not have an effective solution for this hard problem. Of

course, one can get some idea about the optimal smoothness a of a given function
experimentally.

Best Haar basis or best B-space selection: We next describe a fast algorithm for best
anisotropic Haar basis or best B-space selection in the discrete case of dimension
d ¼ 2: This algorithm is well known (see, e.g., [9] and the references therein). Also,
this algorithm is somewhat related with the algorithm for best basis selection from
wavelet packets (see [3]). Both algorithms rest on one and the same principle.

We consider the set Xn of all functions f : ½0; 1Þ2-R which are constants on each
of the 2n 	 2n ‘‘pixels’’

I ¼ ½ði � 1Þ2�n; i2�nÞ 	 ½ðj � 1Þ2�n; j2�nÞ; 1pi; jp2n:

Denote by Dn the set of all such pixels on ½0; 1Þ2: We let Pn denote the set of all

dyadic partitions P of ½0; 1Þ2 such that P2n ¼ Dn and we shall consider P terminated

at level 2n: Thus P ¼
S2n

m¼0 Pm: Clearly, Xn ¼ S1
n (see Section 2).

Motivated by the result from Theorem 5.4, our next goal is to find, for a given

fAXn; a dyadic partition Pn :¼ Pnðf ÞAPn which minimizes the B-norm Nðf ;PÞ
from (5.2). Evidently, for PAPn; HP is an orthogonal basis for the linear space Xn
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and, therefore,

f ¼
X
IAP

cIðf ÞHI with cIðf Þ :¼ jI j�1

Z
I

fHI :

We briefly denote dðI ;PÞ :¼ jI j�atþ1jcI ðf Þjt: Also, we set d0ðIÞ :¼ dðI ;PÞ if I is
subdivided, say, horizontally in P; and d1ðIÞ :¼ dðI ;PÞ if I is subdivided vertically in
P: Then we have, for the B-norm from (5.2),

Nðf ;PÞt ¼
X
IAP

dðI ;PÞ ¼: DðPÞ:

For a given dyadic box J; we denote by PJ the set of all dyadic partitions PJ of J

which are subpartitions of partitions from Pn: Similarly as above, we set

DðPJÞ :¼
X

IAPJ

dðI ;PJÞ:

We next describe a fast algorithm for finding a partition PnAPn which minimizes
the B-norm Nðf ;PÞ: The idea of this construction is to proceed from fine to coarse
levels minimizing DðPJÞ for every dyadic box J at every step. More precisely, we use

the following recursive procedure. We first consider all boxes J with jJj ¼ 2�2nþ1:
Each box J like this is the union of two adjacent pixels and, hence, it can be

subdivided in exactly one way. Thus Pn

J is uniquely determined. Now, suppose that

we have already found all partitions Pn

J of all dyadic boxes J with

jJjp2�m ð0omo2nÞ which minimize DðPJÞ over all partitions PJAPJ : Let J be

an arbitrary dyadic box such that jJj ¼ 2�mþ1: There are two cases to be considered.
Case I: One of the sides of J is of length 2�n: Then there is only one way to

subdivide J and, hence, Pn

J and min DðPJÞ ¼ DðPn

JÞ are uniquely determined.

Case II: Both sides of J are of length 42�n: Then J can be subdivided in two
possible ways: horizontally or vertically and, therefore, J has two sets of children.
Let us denote by Jo

1 and Jo
2 the children of J obtained when dividing J horizontally

and J 0
1 and J 0

2 the children of J obtained when dividing J vertically. The key

observation is that

min
PJ

DðPJÞ ¼ minfDðPn

Jo
1
Þ þ DðPn

Jo
2
Þ þ d0ðIÞ;DðPn

J 0
1
Þ þ DðPn

J 0
2
Þ þ d1ðIÞg:

Therefore, if minPJ
DðPJÞ is attained when J is first subdivided horizontally, then

Pn

J ¼ Pn

Jo
1
,Pn

Jo
2
,fJg will be an optimal partition of J and Pn

J ¼ Pn

J 0
1
,Pn

J 0
2
,fJg

will be optimal in the other case. We process like this every dyadic box of area 2�mþ1

and this completes the recursive procedure. After finitely many steps we find a

partition Pn of O which minimizes DðPÞ ¼ Nðf ;PÞt:
Every fAXn belongs to any (discrete) space Ba;1

t ðPÞ and we have, by Theorem 5.4,

#smðf Þppcm�a inf
PAPn

jjf jj
B
a;1
t ðPÞ; m ¼ 1; 2;y:

Once the smoothness parameter a40 is fixed, the above algorithm provides a basis
which minimizes the Ba

t-norm of f : It is a problem to find the optimal smoothness a
of f :
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Several remarks are in order: (i) For a given function fAXn; the number of all
coefficients cI ðf Þ (or Haar functions HI Þ that participate in the representations of f

in all anisotropic Haar bases is p2N; where N :¼ 22n is the number of the pixels.
Moreover, these coefficients can be found by OðNÞ operations.

(ii) For a given function fAXn and fixed indices a and t; only OðNÞ operations are

needed to find a Haar basis Hðf Þ which minimizes the Ba;1
t -norm Nðf ;PÞ:

(iii) Another OðN ln NÞ operations (mainly for ordering the coefficients) are
needed for finding a near best n-term approximation to f from the best Haar basis
Hðf Þ:

The above idea for best basis selection can be utilized for best B-space selection,

namely, for the selection of a partition Pn which minimizes the B-norm jjf jjBak
t ðPÞ of a

given function f when k41: Indeed, precisely as above we can find a partition

PnAPn which minimizes jjf jjtBak
t ðPÞ or an equivalent norm.

6. Concluding remarks and open problems

Our results from Section 4 show that the set of n-term rational functions is a
powerful tool for approximation. The n-term rational functions that we consider,
however, depend on the coordinate system. It is natural to consider the more general

n-term rational functions of the form R ¼
Pn

j¼1 rj ; where each rj is of the form rðAxÞ
with r from (4.1) and A any affine transform. The set of all such rational functions is
independent of the coordinate system. Here we do not consider such more general
approximation because our approximation method is limited by the conditions on
the maximal inequality we use (see Section 4). We believe that n-term rational
approximation should be considered as a special case of the more general n-term
approximation from the collection (dictionary) of all functions of the form jðu1x1 þ
v1;y; udxd þ vdÞ; or jðAxÞ; A an affine transform, where j is a fixed smooth and

well localized function such as jðxÞ :¼ e�jxj2 : The ultimate goal of the theory of n-
term rational approximation (of any type) is to characterize the corresponding
approximation spaces. This article does not solve that problem but shows that the
smoothness spaces which govern n-term rational approximation are fairly
sophisticated ones.

We now turn to the fundamental question in nonlinear approximation (and not
only there) of how to measure the smoothness of the functions. In [18], we showed
that all rates of nonlinear univariate spline approximation are governed by the scale

of Besov spaces Ba;k
t ðLtÞ ð1=t :¼ aþ 1=pÞ: For more sophisticated multivariate

nonlinear approximation, however, the Besov spaces are inappropriate. This is
clearly the case when the approximation tool contains functions supported on long
and narrow regions or have elongated level curves like the piecewise polynomials and
rational functions considered in this paper (see the end of Section 2). It is crystal
clear to us that for highly nonlinear approximation such as the multivariate
piecewise polynomial approximation considered in Sections 3 and 5 there does not
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exist a single super space scale (like the Besov spaces) suitable for measuring the
smoothness. We believe that in many cases the smoothness of the functions should
be measured by means of an appropriate collection of space scales which should vary
with the approximation process. To illustrate this idea we return to the piecewise
polynomial approximation considered in Section 3. For this type of approximation,
a function f should naturally be considered smooth of order a40 if

infP jjf jjBak
t ðPÞoN; which means that there exists a partition Pn such that

jjf jjBak
t ðPnÞoN: Then the rate of n-term piecewise polynomial (of degree okÞ

approximation to f is roughly Oðn�aÞ: It is an open problem to characterize the
approximation spaces generated by fsnðf Þpg (see (3.7)).

Clearly, in nonlinear piecewise polynomial or rational approximation there is no
saturation, which means that the corresponding approximation spaces Ag

q are

nontrivial for all g40: Therefore, it is highly desirable that the smoothness spaces we
use characterize the approximation spaces Ag

q for all 0ogoN: This was a guiding

principle to us in designing the B-spaces in this article. Notice that all our
approximation results from Sections 3 and 5 hold for each a40: To make this point
more transparent, we shall next briefly compare our results with existing ones, which
involve Besov spaces. We first note that the situation in the univariate case is quite

unique, since the scale of Besov spaces Ba;k
t ðLtÞ (1=t ¼ aþ 1=pÞ governs all rates of

nonlinear piecewise polynomial approximation (see [18]). Therefore, there is no
reason for introducing B-spaces in dimension d ¼ 1: They would be equivalent to the
corresponding univariate Besov spaces and hence useless. Besov spaces are also used
in dimensions d41 (see [5,7,11]), but they are not the right smoothness spaces even
for nonlinear piecewise polynomial approximation generated by regular partitions. It
follows by the discussion at the end of Section 2 (see (2.28)) and by Theorems 3.1–3.3

that the Besov spaces Bda;k
t ðLtÞ can do the job when 0oao1=p and they fail when

aX1=p: Of course, this range for a is wider when approximating from smoother
piecewise polynomials (see [5,7]). In a nutshell, the Besov spaces are the right
smoothness spaces for characterization of nonlinear piecewise polynomial approx-
imation in dimensions d41 only for regular partitions and for a limited range of
approximation rates, and they are completely unsuitable in the anisotropic case.

Another important element of our concept is to have, together with the library of
spaces, a companion library of bases which are (unconditional) bases for the spaces
of interest. Such a library of bases should provide an effective tool for nonlinear
approximation. As in this paper, we conveniently have the library of anisotropic
Haar bases fHPgP which are unconditional bases for fLpðPÞgP and characterize the

Ba;1
t ðPÞ-spaces.

An open problem for bases is to construct libraries of anisotropic bases consisting
of smooth functions.

Next, we pose some more delicate problems about the library of anisotropic Haar
bases H: The ultimate problem is to characterize the approximation spaces generated

by f #snðf Þpg: The difficulty of this problem stems from the highly nonlinear nature of

the approximation from the library H: This problem is intimately connected to the
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problem for existence of a near best (or best) basis: For a given function fALp; does

there exist a single Haar basis Hðf ÞAH such that

#scnðf ;Hðf ÞÞppc inf
HAH

#snðf ;HÞp

for all nX1 with a constant c

independent of f and n?

The answer of this question is not known even for p ¼ 2: If the answer of the latter
question is ‘‘Yes’’, then the approximation of any fALp from the library of
anisotropic Haar bases H could be realized by approximation from a single basis
Hðf Þ and characterized by the interpolation spaces generated by Ba

tðPnÞ; where Pn

is determined from HPn ¼ Hðf Þ:
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Appendix A

A.1. Proof of Theorems 2.4–2.6

For the proof of Theorem 2.5, we need the following lemma:

Lemma A.1. Suppose fFmg satisfies conditions (i) and (ii) of Theorem 2.5 and pX1:
Let F :¼

P
jAJn

jFjj; where #Jnpn; and jjFjjjppA for jAJn: Then

jjF jjppcAn1=p with c ¼ cðc1Þ:

Proof. Using (i), we have

jjF jjpp
X
jAJn

jjFjjjN1Ej
ð�Þ

�����
�����

�����
�����
p

pc1A
X
jAJn

jEjj�1=p
1Ej

ð�Þ
�����

�����
�����

�����
p

:

We define

E :¼
[

jAJn

Ej and lðxÞ :¼ minfjEjj: jAJn and Ej{xg; xAE:
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Evidently, property (ii) yields
P

jAJn
jEjj�1=p

1Ej
ðxÞpc1lðxÞ�1=p; xARd : Therefore,

jjF jjpp cAjjlð�Þ�1=pjjLp
¼ cA

Z
E

lðxÞ�1
dx

� �1=p

p cA
X
jAJn

jEjj�1

Z
Rd

1Ej
ðxÞ dx

 !1=p

¼ cAð#JnÞ
1=ppcAn1=p: &

Proof of Theorem 2.4. The theorem is trivial if 0otp1: Let t41: Then p41: Let

fFn
j g

N

j¼1 be a rearrangement of the sequence fFjg so that jjFn
1 jjpXjjFn

2 jjpX?:

Obviously,

jjFn

j jjppj�1=tN; where N :¼
X

j

jjFj jjtp

 !1=t

: ðA:1Þ

We define Jm :¼ fj: 2�mNpjjFjjjpo2�mþ1Ng: Then
S

mpm Jm ¼
fj: jjFjjjpX2�mNg and hence, using (A.1),

#Jmp#
X
mpm

Jm

 !
p2mt: ðA:2Þ

We denote Fm :¼
P

jAJm
jFj j: Using Lemma A.1 and (A.2), we obtain

X
j

jFjð�Þj
�����

�����
�����

�����
p

p
XN
m¼0

jjFmjjppc
XN
m¼0

ð#JmÞ
1=p2�mN

¼ cN
XN
m¼0

2�mtð1=t�1=pÞpcN: &

Proof of Theorem 2.5. Case I: 1ppoN: We introduce the following abbreviated
notation: Tm :¼ Tm;Zðf Þ; tm :¼ tm;Zðf Þ; and tI :¼ 1I � tm if IAPm; mAZ (see (2.9)). By

(2.17), we have

Nt;Zðf ;PÞE
X
IAP

jjtI jjtp

 !1=t

¼: Nðf Þ: ðA:3Þ

Clearly, the sequence ftIgIAP satisfies the conditions of Theorem 2.5 and hence

X
jAZ

jtjð�Þj
�����

�����
�����

�����
p

pcNðf Þ: ðA:4Þ

We define gðxÞ :¼ T0ðxÞ þ
P

N

j¼1 tjðxÞ; xARd : By (A.4),
P

jAZ jtjðxÞjoN for almost

all xARd and hence g is well defined. Clearly, g :¼ Tm þ
P

N

j¼mþ1 tj a.e. on Rd ; for

each mAZ; with the series converging absolutely a.e. From this and (A.4), we

infer jjg � Tmjjppjj
P

N

j¼mþ1 jtjð�Þjjjp-0 as m-N: On the other hand, since fALZ;
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jjf � TmjjLZðIÞ-0 as m-N for each IAP: Therefore, f ¼ g a.e. and hence

f � Tm ¼
XN

j¼mþ1

tj a:e: on Rd ; mAZ; ðA:5Þ

where the series converges absolutely a.e., and in addition to this fALpðP; kÞ:
We shall next show that there exists a polynomial PAPk such that

Tm � P ¼
Xm

j¼�N

tj in LNðRdÞ; mAZ: ðA:6Þ

Indeed, using Lemma 2.1 and (A.4), we obtain

jjtj jjLNðIÞpcjI j�1=pjjtjjjLpðIÞpc2j=pjjtj jjLpðIÞpc2j=pNðf Þ; IAPj;

and hence jjtjjjLNðRd Þpc2j=pNðf Þ: Therefore,

Xm

j¼�N

jjtjjjLNðRd ÞoN; mAZ: ðA:7Þ

Fix IAP: If �m is sufficiently large and mp� 1; then Tm � Tmþm is an algebraic

polynomial of degree ok on I and

jjTm � TmþmjjLNðIÞ ¼
Xm

j¼mþmþ1

tj

�����
�����

�����
�����
LNðIÞ

p
Xm

j¼mþmþ1

jjtjjjLNðIÞ-0 as m-�N;

where we used (A.7). Therefore, there exists QIAPk such that

lim
m-�N

jjTm � QI jjLNðIÞ ¼ 0:

From this and (A.7), it readily follows that there exists a unique polynomial PAPk

such that limm-�N jjTm � PjjLNðRd Þ ¼ 0: This and (A.7) imply (A.6). In going

further, (A.4)–(A.6) yield

f � P ¼
X
mAZ

tj a:e: on Rd ðA:8Þ

with the series converging absolutely a.e., and

jjf � Pjjpp
X
jAZ

jtjð�Þj
�����

�����
�����

�����
p

pcNt;Zðf ;PÞoN: ðA:9Þ

Now, since fALpðRdÞ and f � PALpðRdÞ; then P � 0; and (A.8) and (A.9) imply

Theorem 2.5 in Case I.
Case II: 0opo1: Since po1 and t=po1; we immediately obtain

X
jAZ

jtjð�Þj
�����

�����
�����

�����
p

p

¼
X
IAP

jtI ð�Þj
�����

�����
�����

�����
p

p

p
X
IAP

jjtI jjppp
X
IAP

jjtI jjtp

 !p=t

pcjjf jjpBa
t
:

This replaces (A.4) and everything else is the same as in Case 1. We shall skip the
details. &
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Proof of Theorem 2.6. The equivalence of No;Zð�;PÞ and Nt;Zð�;PÞ can be proved

exactly as Lemma 2.3 was proved and we skip its proof. If 0oZpt; then the
equivalence of jj � jjBak

t ðPÞ and Nt;Zð�;PÞ follows by (2.14).

The estimate jjf jjBak
t ðPÞpNo;Zðf ;PÞ; for toZop; is immediate by applying

Hölder’s inequality. It remains to prove that, for fABak
t ðPÞ;

No;Zðf ;PÞpcNt;tðf ;PÞEjjf jjBak
t ðPÞ; if toZop: ðA:10Þ

Since fABak
t ðPÞ; by Theorem 2.4 (with Z ¼ tÞ; f can be represented in the form

f ¼
X
jAZ

tj ¼:
X
jAZ

X
IAPj

tI a:e: on Rd ðA:11Þ

with the series converging absolutely a.e., where PAPk; tj :¼ tj;tðf Þ; and tI :¼ 1I � tj ;

if IAPj ; and

Nt;tðf ;PÞt ¼
X
IAP

jI j�atjjtI jjtt:

Evidently, okðtj; JÞZ ¼ 0 for JAPm and jpm: We use Lemma 2.1 to obtain, for

JAPm and j4m;

okðtj; JÞZZpcjjtjjjZLZðJÞpc
X

IAPj ; ICJ

jjtI jjZZpc
X

IAPj ; ICJ

jjtI jjZt jI j
Zð1=Z�1=tÞ:

Set l :¼ minfZ; 1g: Using (A.11), we have, for JAPm;

okðf ; JÞZp
XN

j¼mþ1

okðtj; JÞlZ

 !1=l

pc
XN

j¼mþ1

X
IAPj ; ICJ

jjtI jjZt jI j
Zð1Z�

1
tÞ

2
4

3
5
l=Z

0
B@

1
CA

1=l

:

Therefore,

No;Zðf ;PÞt :¼
X
JAP

ðjJj�aþ1
t�

1
Zokðf ; JÞZÞ

t

p c
X
mAZ

X
JAPm

jJjð�aþ1
t�

1
ZÞt

XN
j¼mþ1

X
IAPj ; ICJ

jjtI jjZt jI j
Zð1Z�

1
tÞ

0
@

1
A

l=Z
2
64

3
75
t=l

¼ c
X
mAZ

X
JAPm

XN
j¼mþ1

X
IAPj ; ICJ

ðjI j�ajjtI jjtÞ
ZðjI j=jJjÞðaþ

1
Z�

1
tÞZ

2
4

3
5
l=Z

2
64

3
75
t=l

¼ c
X
mAZ

X
JAPm

XN
j¼mþ1

X
IAPj ; ICJ

A
Z
I 2

�gðj�mÞZ

0
@

1
A

l=Z
2
64

3
75
t=l

¼: c
X
mAZ

X
JAPm

½Sm;J t=l;
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where AI :¼ jI j�ajjtI jjt and g :¼ aþ 1
Z � 1

t ¼ 1
Z � 1

p
40: We now want to shift the order

of summation. So, this is a Hardy inequality type situation. We first estimate Sm;J by

using Hölder’s inequality. Choose g1; g240 such that g1 þ g2 ¼ g and set s :¼ Z=l;
1=s0 :¼ 1 � 1=s: We obtain

Sm;J ¼
XN

j¼mþ1

2�g1ðj�mÞl2�g2ðj�mÞl
X

IAPj ; ICJ

A
Z
I

0
@

1
A

l=Z

p
XN

j¼mþ1

ð2�g1ðj�mÞlÞs0

" #1=s0 XN
j¼mþ1

2�g2ðj�mÞl
X

IAPj ; ICJ

A
Z
I

0
@

1
A

l=Z
0
B@

1
CA

s2
64

3
75

1=s

p c
XN

j¼mþ1

2�g2ðj�mÞZ
X

IAPj ; ICJ

A
Z
I

0
@

1
A

l=Z

p c
XN

j¼mþ1

2�g2ðj�mÞt
X

IAPj ; ICJ

At
I

0
@

1
A

l=t

;

where we used that tpZ: Combining this result with the previous estimates, we
obtain

No;Zðf ;PÞtp c
X
mAZ

X
JAPm

XN
j¼mþ1

2�g2ðj�mÞt
X

IAPj ; ICJ

At
I

p c
X
jAZ

X
IAPj

At
I

Xj�1

m¼�N

2�g2ðj�mÞtpc
X
jAZ

X
IAPj

At
I ¼ cNt;tðf ;PÞt;

where we switched the order of summation. Thus (A.10) is proved.
The following simple example shows that the equivalence of jj � jjBak

t ðPÞ and

No;Zð�;PÞ is not valid if ZXp: Let f :¼ 1I for some IAP: It is readily seen that

jjf jjBak
t ðPÞEjI j1=pEjjf jjp and at the same time No;Zðf ;PÞ ¼ N if ZXp: &

A.2. Proof of Theorem 3.4

We first prove that, for fABa
t ; Ba

t :¼ Bak
t ðPÞ;

jjf jjAa
t
pcjjf jjBa

t
: ðA:12Þ

By Theorem 2.6 and (2.17), jjf jjtBa
t
E
P

IAP jjtI jjtp with tI :¼ tI ;Zðf Þ :¼ 1I � tm;Zðf Þ if

IAPm ð0oZopÞ: Therefore, if jjtI1
jjpXjjtI2

jjpX? is a nonincreasing rearrangement
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of the sequence fjjtI jjpg; then

jjf jjtBa
t
E
XN
n¼0

2njjtI2n jj
t
p:

On the other hand, Theorem 2.4 implies ðjjf jjpoNÞ

smðf ;PÞppc
XN

j¼mþ1

jtIj
j

�����
�����

�����
�����
p

:

Evidently, the sequence ftIgIAP satisfies the conditions of Theorem 2.5 and,

therefore, we can apply Lemma A.1 to obtain

s2nðf ;PÞppc
XN
j¼n

X2jþ1

c¼2jþ1

jtIc j
�����

�����
�����

�����
p

pc
XN
j¼n

2j=pjjtI
2j jjp; if 1ppoN: ðA:13Þ

Clearly,

s2nðf ;PÞp
pp

XN
c¼2nþ1

jjtIc jj
p
ppc

XN
j¼n

2jjjtI
2j
jjpp; if 0ppo1: ðA:14Þ

We insert (A.13) or (A.14), respectively, in the definition of jjf jjAa
t

(see (3.6)) and

apply inequality (2.12) to obtain (A.12).
We next prove that if fAAa

t ; then fABa
t and

jjf jjBa
t
pcjjf jjAa

t
: ðA:15Þ

Case I: tp1: We may assume that jmASk
mðPÞ are such that jjf � jmjjp ¼

smðf ;PÞp: Since fAAa
tðLp;PÞ; then smðf ;PÞp-0 and hence

f ¼ j1 þ
XN
n¼1

ðj2n � j2n�1Þ in Lp: ðA:16Þ

On the other hand, since jjj2n � j2n�1 jjppcs2n�1ðf Þp;

jj1j þ
XN
n¼1

jj2n � j2n�1 j
�����

�����
�����

�����
m

p

pjjf jjmp þ jjf � j1jj
m
p þ

XN
n¼1

jjj2n � j2n�1 jjmp

pjjf jjmp þ c
XN
n¼0

s2nðf ;PÞmppjjf jjtp þ c
XN
n¼0

s2nðf ;PÞtppcjjf jjtAa
t
oN

with m :¼ minfp; 1g; where we used that tpm: Therefore, the series in (A.16)

converges absolutely a.e. on Rd as well. From this, we readily obtain ðtp1Þ

jjf jjtBa
t
pjjj1jj

t
Ba
t
þ
XN
n¼1

jjj2n � j2n�1 jjtBa
t
:
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Applying the Bernstein inequality from Theorem 3.2 to each term above, we get

jjf jjtBa
t
p cjjj1jj

t
p þ c

XN
n¼1

ð2najjj2n � j2n�1 jjpÞ
t

p cjjf jjtp þ c
XN
n¼0

ð2nas2nðf ;PÞpÞ
tpcjjf jjtAa

t
:

This completes the proof of (A.15) in Case I.
Case II: t41: Then p41: This case is more complicated and will require more

careful analysis. We may assume that jmASk
mðPÞ are such that jjf � jmjjp ¼

smðf ;PÞp: Let

jm ¼:
X

IALm

1I � Pm;I ; where LmCP; #Lmpm; and Pm;IAPk:

Set Ln

2n :¼
Sn

j¼0 L2j : We have

Ln

2nCLn

2nþ1 and #Ln

2np
Xn
j¼0

2j ¼ 2nþ1 � 1 for n ¼ 1; 2;y :

In this part, our construction is quite similar to the one from the proof of Theorem

3.2. Let In;0AP be the smallest box containing all boxes from Ln

2n and let Tn

n be the

minimal binary subtree of P containing Ln

2n,fIn;0g: The set Ln

2n induces a natural

subdivision of Rd into a union of disjoint maximal rings. By definition, R is a ring if

R ¼ I\J; where IAP or I ¼ Rd and JAP or J ¼ |: We say that R ¼ I\J is a maximal

ring generated by Ln

2n if (a) IATn

n or I ¼ Rd and JATn

n or J ¼ |; (b) R does not

contain a box smaller than I from Ln

2n ; and (c) R is maximal with these two

properties. We let rn
n denote the set of all maximal rings generated by Ln

2n : We have

the following possibilities for a ring RArn
n with R ¼: I\J: (i) I is a final box in Tn

n

and J ¼ |; (ii) JALn

2n or J is a branching box in Tn

n ; (iii) I ¼ Rd and J ¼ In;0:

Therefore, #rn
np3#Ln

2n þ 1o6 � 2n: Note that rn
n is a collection of disjoint rings such

that

Rd ¼
[

RArn
n

R:

Also, since Ln

2nCLn

2nþ1 ; for each RArn
nþ1; we have either RArn

n or RCK for some

KArn
n : Thus frn

ng is a sequence of nested rings.

For each ring RArn
n ; we denote by IR (the mother box of RÞ the smallest box from

P containing R and by I 0R the largest box from P contained in R: Note that I 0R is

uniquely determined and is one of the two children of IR in P: Also, we define
PRAPk by the identity

jjf � PRjjLpðI 0RÞ
¼ infPAPk

jjf � PjjLpðI 0RÞ
¼: Ekðf ; I 0RÞp:

It is easily seen (using Lemma 2.1) that

jjf � PRjjLpðRÞpcEkðf ;RÞp: ðA:17Þ
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Now, we set jn
2n :¼

P
RArn

n
1R � PR: It follows, from L2nCLn

2n and (A.17),

jjf � jn

2n jjppcjjf � j2n jjp ¼ cs2nðf ;PÞp: ðA:18Þ

By the definition of jn
2n ; if RArn

n and KArn
n�1 with IR ¼ IK ; then RCK and jn

2n �
jn

2n�1 on R: We let r}n ðnX1Þ denote the set of all rings from rn
n \r

n
n�1 which do not

share mother boxes with rings from rn
n�1 and set r}0 :¼ rn

0 : Note that r}n is a

collection of disjoint rings. From the above arguments, every two sets from the

sequence fr}n gNn¼0 are disjoint and

jn

2n � jn

2n�1 ¼
X

RAr}n

1R � PR ¼:
X

RAr}n

FR; nX1: ðA:19Þ

Note that, using (A.18),

X
RAr}n

FR

������
������

������
������
p

¼ jjjn

2n � jn

2n�1 jjppcs2n�1ðf ;PÞp; nX1: ðA:20Þ

Let RA
S

N

n¼0 r
}
n and R ¼: I\J with IAPc and JAPcþm for some cAZ and mX1:

For cpmocþ m; there is a unique IyAPm such that JCIyCI : We define FR;m :¼
1Iy � FR and set FR;m :¼ 0 if moc or mXcþ m:

Since jjf � jn
2n jjppcjjf � j2n jjp-0 and fAAg

qðLp;PÞ; similarly as in Case I (see

(A.16)) we have

f ¼ jn

1 þ
XN
n¼1

ðjn

2n � jn

2n�1Þ in Lp ðA:21Þ

with the series converging absolutely almost everywhere as well.

We denote by Rm the set of all rings RAr} :¼
S

N

n¼0 r
}
n such that IRAPm and let

Km be the set of all rings RAr} with R ¼: I\J such that jJjp2�mojI j: Clearly,
Rm,Km is a set of disjoint rings. From this, (A.19), and (A.21), it readily follows
that (tX1Þ

X
IAPm

okðf ; IÞttp c
XN

m¼mþ1

X
RARm

FR

������
������

������
������
t

2
4

3
5
t

þc
X

RAKm

FR;m

�����
�����

�����
�����
t

t

¼ c
XN

m¼mþ1

X
RARm

jjFRjjtt

0
@

1
A

1
t

2
664

3
775
t

þc
X

RAKm

jjFR;mjjtt:
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Therefore,

jjf jjtBa
t
:¼
X
mAZ

2amt
X

IAPm

okðf ; IÞtt

pc
X
mAZ

2am
XN

m¼mþ1

X
RARm

jjFRjjtt

0
@

1
A

1
t

2
664

3
775
t

þc
X
mAZ

2amt
X

RAKm

jjFR;mjjtt

¼ : S1 þ S2:

We apply inequality (2.12) to the first sum above to obtain

S1pc
X
mAZ

2amt
X

RARm

jjFRjjttpc
X

RAr}
jjFRjjtp;

where we used that jjFRjjtpjIRj1=t�1=pjjFRjjp ¼ 2�amjjFRjjp; RARm; by Hölder’s

inequality.
We shall estimate S2 by using the inequalities: (a) jjFR;mjjtp2�amjjFR;mjjp which

follows by Hölder’s inequality as above, and (b)
P

mAZ jjFR;mjjtppcjjFRjjtp; RAr};

which can be proved exactly as (3.5) was proved. Applying these inequalities, we find

S2pc
X
mAZ

X
RAKm

jjFR;mjjtppc
X

RAr}

X
mAZ

jjFR;mjjtppc
X

RAr}
jjFRjjtp;

where we switched the order of summation.
Combining the above estimates for S1 and S2; we obtain

jjf jjtBa
t
p c

X
RAr}

jjFRjjtppc
XN
n¼0

X
RAr}n

jjFRjjtp

p c
XN
n¼0

X
RAr}n

jjFRjjpp

0
@

1
A

t=p

ð#r}2n Þ
1�t=p

p cjjjn

1 jj
t
p þ c

XN
n¼1

2natjjjn

2n � jn

2n�1 jjtp

p cjjf jjtp þ c
XN
n¼0

2nats2nðf ;PÞtppcjjf jjtAa
t
;

where we used (A.20) and Hölder’s inequality. This completes the proof of (A.15) in
Case II. &
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