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Let (W(t),  t/>0), be a standard Wiener process and define 

M+(t) = max{W(u): u ~< t}, 

M-(t)  = max{- W(u): u <~ t}, 

Z(t) = max{u ~< t: W(u)=0}. 

We investigate the asymptotic behaviour of Z( t )  and M-( t )  under the condition that M+(t) (or, 
equivalently, W(t)) gets very large, i.e. as large as indicated by the law of iterated logarithm. 
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1. Introduction 

Let (W( t ) ,  t/> 0) be a s tandard Wiener process defined on some probability space 
(O, F, P). For t >I 0, define 

M+(t)=max{W(u): u<~t}, 

M-(t)=max{-W(u): u~t}, 

M(t)=max{IW(u)l" u<~t}=max(M+(t),M-(t)), 

Z(t) = max{u ~< t: W(u) = 0}. 

In order to present the results of our paper  in a pleasant form, it is worthwhile to 

recall some definitions; see, e.g. R6v6sz [6, 7]. 
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Let X( t )  be a stochastic process. Then we formulate: 

Definition 1. The function f~(t) belongs to the upper-upper class of X(t) (f~ 
UUC(X(t)) )  if X( t )  ~<fl(t) a.s. for all t large enough. 

Definition 2. The function fE(t) belongs to the upper-lower class of X(t) (f2~ 
ULC(X(t)))  if X( t )  >f2(t)  a.s.i.o. 

Definition 3. The function f3(t) belongs to the lower-upper class of X(t) (f3e 
LUC(X(t)))  if X( t )< f a ( t )  a.s.i.o. 

Definition 4. The function f4(t) belongs to the lower-lower class of X(t) (f4~ 
LLC(X(t)))  if X( t )  >~f4(t) a.s. for all t large enough. 

For each of the variables we consider, a precise description of the four classes is 
known. Let us cite two theorems of that kind which will be important in the sequel. 

Theorem A (Kolmogorov-Erd/Ss-Feller-Petrowski). Let 
d/( t) ~ oo. Furthermore, let 

I 
oo 

lo(6) = t-~¢(t) exp(-¢2( t ) /2)dt .  
I 

Then f ( t ) ~ U U C ( W ( t ) ,  t>~O) iff lo(~b)<oo. 

f ( t ) = d / ( t ) t  1/2 with 

This remains true if we replace W by M +, M- ,  or M. 

Theorem B (Chung-Erd6s). Let g(x) ~ ~ and 

I ( g ) =  x-lg-1/E(x) dx. 
1 

Then tg-l( t) ~ LLC(Z(  t), t >~O) i f f I (g)<oo.  

We shall investigate how the asymptotics of some of these quantities change if 
we know that, simultaneously, another one gets extremely large or small. 

Some similar work has been done by Cs~iki [3] who asks how small M+(t) and 
M- ( t )  can simultaneously get, and by Cs~iki, F~ildes and R6v6sz [4] who investigate 
M(t)  and its location v(t) which is the largest u <~ t such that M(t)  = I W(u)l. 
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2. Formulation of the theorems 

In the sequel, f ( t )  will be a fixed function satisfying the conditions of Theorem 
A for ULC(W(t),  t 1> 0), i.e. 

f ( t ) =  t'/2d/(t) 

with 

~b ( t ) ~ oo 

and 

Io(~)=oo. 

Define Tl={t>~0: W(t)>~f(t)}. 
Furthermore, let a(t) ,  #(t),  

conditions: 

a (t), y( t ) monotone, 

O < a ( t ) < l ,  

fi( t), 8( t)$O 

t'/2y(t) ~ oo, tl/28(t) ~ oo, 

ta(t) ~ oo, tfl(t) '~ oo, 

y(t), 8(0 be real functions satisfying the following 

(1) 

(2) 

(3) 

(4) 
(5) 

Then we have: 

Theorem 

where 

1 

tot(t)~UUC(Z(t), t~ T1) iff Ii(ot, ~ ) < ~ ,  

I f  1 ( ~b2(t) '~ dt 
I~(a, ~) = ~a(t)( l_.a(i) , iexp 2(i----~(t)))-f" 

Theorem 2 

t~(t)~LLC(Z(t) ,  t~ 7"1) 

where 

h(a ,  O) = O~02(t)~l/2(t)exp 
1 

iff 12(~, ¢)<~, 

6~t)) dtt 

Theorem 3 

g ( t )  = t x/2 y ( t )  ~ U U C ( M - ( t ) ,  t ~ T1) 

~ u u c ( w ( t ) ,  t~o). 

iff f ( t )+2g( t )  
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Theorem 4 

t1/28(t)~LLC(M-(t) , t~ Tl iff I3(8,~b)<oo, 

where 

h(8,  ~) = ~(t)qj2(t) ex p O_t). dt 

1 t 

Remarks. (1) In these theorems, T1 can be replaced by T2 = {t 1> 0: M+(t) ~>f(t)}, 
but in Theorems 1 and 3 we have to assure that O(t) is not too small. In fact, if 

2 f ( t )  ~ ULC(W(t ) ,  t~>0), then one easily verifies that the Wiener process can go 

up as far as f ( t )  and still return to zero up to time t, so Theorem 1 breaks down 

altogether. As for Theorem 3, there is a similar situation, but it can be restated as 

follows: 

Theorem 3* 

g(t)~ UUC(M-)(t),  t ~ T2) 

iff min( f ( t )+2g( t ) ,g ( t )+2f ( t ) ) sUUC(W(t ) ,  t>-O). 

In case 3 f ( t ) ~  U U C ( W ( t ) ,  t>~ 0), this reverts back to our original Theorem 3. 

(2) One can turn Theorems 1 to 4 around in order to get theorems about how 
big W(t) can get if  Z ( t )  or M-(t)  is small or large, and, again, W(t) can be replaced 

by M+(t) in these theorems. There is, however, again the problem that for small 

O(t) this replacement is not possible. Also, the results obtained may not be very 

surprising (consider, e.g., the case Z(t) = t), so we shall not go into this. 

In order to give some impression of the meaning of our theorems, let us put 
~b(t) = 4 ( 2 -  e) log log t. Then Theorems 1 to 4 imply that if t varies over the set of 
those points where W ( t ) ~ x / ( 2 - e ) t  log log t, then the following conclusions hold 

with probability one: 
1. lim sup,Er,(Z(t)/t)= e/2,  which could also be obtained from Strassen's law 

of the iterated logarithm. 
2. Z(t)  <~ t log -'7 t infinitely often if[ r/<~ e. 

3. lim suptEr~(M-(t)/x/2t log log t )=  ( 1 - , , / 1 -  e /2) /2 ,  which again follows from 

Strassen's law, 
4. M-(  t) <~ t 1/2 log-n/2t infinitely often iff r/<~ e. 

Note that 2 and 4 are somewhat surprising since we know that large values of M(t )  
go with small values of Z(t)  (and M-(t)).  Hence intuition might suggest that if 
tl/2d/(t) ~ ULC(W(t ) ,  t I> 0) and tfl(t) ~ LUC(Z( t ) ,  t i-- 0) then the events { W(t) >i 
tl/Ed/(t)} and { Z ( t ) ~  < tfl(t)} can occur infinitely often with probability 1 simul- 

taneously as t ~ ~ .  Our results, however, show that this is not the case. 
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A particular instance of Theorem 3 that is of particular interest is the following 

Consequence 1. Let V(t) = min(M÷(t) ,  M-( t ) ) .  Then f ( t )  e UUC(V(t) ,  t >~ O) iff 
3f( t )  e UUC(W(t ) ,  t ~> 0). 

Finally, let us state one more consequence of our theorems. To this end, let 
X~, X 2 , . . .  be a sequence of i.i.d.r.v.'s with EX~ = 0, EX 2 = 1, and EX2+8 < 00. In 

this case, it follows from Skorohod's strong embedding scheme that we can define 
a version of the sequence X1, X 2 , . . .  together with a Wiener process such that 

[ W ( n )  - Snl = o ( n  1/(2+8) + e) 

and 

where 

and 

IZ(n)- T,l=o(n2/<2+~)+e), 

Sn=X~+X2+...+X,,, So=0, 

Tn = m a x { k <  n: SkSk+l<~O}. 

This implies that we have the following 

Consequence 2. Theorems 1 to 4 remain valid if  in their statements W( t) and Z(  t) 
are replaced by Sn and T., respectively. 

3. The proofs 

Only Theorem 1 will be proved in detail; as to the others, we shall only give the 
basic estimates, since the further calculations are largely the same as those we make 
in proving Theorem 1, in fact somewhat simpler. So we think we can forgo boring 
the reader by going through them. 

In order to simplify notation, in the sequel C (with or without index) will always 
denote an absolute constant whose value may vary from one occurrence to the other, 
such that, e.g., notations like C = C + 1 are possible. We shall use the notation 
f ( x )  - g(x)  with the meaning that a relation C~g(x) <~f(x) <~ C2g(x) with positive 
constants C~, (?2 holds. 

Lemma 1. Let 0 <~ tl < t and x be real numbers, and A ¢'- [ tl , t] and b be Borel sets. Then 

P(W(t)~B'Z(t)~AIW(t~)=x)= fA×B f (u" vlt l"x) du dv (6) 

with 

f ( u ' V l t a ' x ) - - E . t r x / ( u - t l ) ( t - u ) 3  u tl t u " 
(7) 
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Remark. Clearly, the uncondit ional distribution of W(t) and Z(t) is obtained by 

setting t~ = x = 0 in equations (6) and (7). 

Proof. We shall make use of the technique used by Billingsley [1, pages 80-83] to 

obtain the distribution of Z(t). Namely, we calculate the distribution of related 

quantities for the sum of Bernoulli ( -1 ,  1) random variables, and by normalizing 

these and passing to the limit, the distribution we seek is obtained. 
So let (Xn, n ~ N) be a sequence of i.i.d.r.v.'s with 

P(Xn = 1) =P(X,,  = - 1 )  =½ 

and let 

&=EXk,  
k = l  

where we interpret the empty sum as zero. Furthermore, let 

Yn = max{ k <~ n: Sk = 0}. 

To avoid parity problems in the sequel, let us assume that n, m, nl ,  k, I are all even; 

for all other combinations that yield positive probabilities, similar calculations can 

be carded out. So, let us now calculate 

P(S,  = m, Y,=llS~=k ) 

=P(Sn = m, S l=0 ,  V j >  I: Sj > 01Sn, = k) 

=P(St = 0IS,, = k)P(S,  = mlS~ = 0)P(Vj > h Sj > 01Sz = 0, S, = m) 

Now putting 

m = vx/-N, 

k = xx/-N, 1 = uN, 

n -  1 ) 2'-" ]rn____~l 
n - l + m  n- l .  

2 

n = tN, nl = tl N,  

for N-~oo, the latter probability is asymptotically equal to 4N-a/2f(u, v), so an 

application of Donsker's Theorem [ 1, page 68] finally proves Lemma 1. 

Corollary 1. I f  x > ~ / ~  and  A c [ t l ,  t] ,  then 

P ( W ( t ) c  B, g(t)~ AIW(tl)= x)<~ P ( W ( t ) ~  B, g(t)~ A). 

ProoL It follows from the Remark to Lemma 1 that it suffices to prove that 

f(u, vlh,x)<~f(u, ol0, 0). 



E. Cstiki, IC Grill I Wiener process 

This is equivalent to 

1 ( x~ ) 1 
u~'-~-t~ exp - 2 ( u - t 1 )  <~/-u' 

which in turn is equivalent to 

u <~ exp . 
U - -  t l  

4 9  

For x i> x/~, the last inequality is a consequence of the elementary e x I> 1 + x. 

L e m m a  2. Let x > 0 and 0 < y < 1 be chosen in such a way that x2 y /1 - y is bounded 
away from zero. Then 

p ( z ( t ) ~ t y ,  W(t)>~xv/~)=_.(1-y)3/2 ( x2 ) 
x2yl/2 exp 2 ( 1 - y i  " (8) 

Proof. It follows by elementary calculations from Lemma 1 that 

p ( z ( t ) ~ t y ,  W( t )>~xx /7 )exp( -x : /2 ) I , / °  dv ( x 2 v 2 )  
- "rr y/(1-y) 1 + v 2 exp . 

The integral on the right-hand side can be estimated above by multiplying both 
numerator and denominator of the integrand by v, then replacing v in the 
denominator by ~/y/ (1-y) .  The lower estimate is obtained by replacing the upper 
limit of integration by . , / y / (1-y)  + 1 / x  2. For v in this range the integrator is still 
i> C (1 - y) exp(-xEy/(2(1 - y)), so Lemma 2 is proved by multiplying this expression 
by the length of the interval of integration, which is of order (1/xE)x/(1-y) /y.  

L e m m a  3.  I f  x is bounded away from zero and x2 y is bounded above then 

P(Z( t )  ~ > ty, W ( t ) ~  ~> xv/'/)-= v/y e x p ( - ~ ) .  

For M - ,  simple reflection arguments yield the following two lemmas: 

L e m m a  4. I f  x and y are both bounded away from zero, then 

P(M-(t)>~ xx/t, W(t)~yv/7)  = 1 -  ~ ( 2 x + y ) - ~  1 exp( 
2 x + y  

(2x +Y)2) " 2 

L e m m a  5. I f  xy is bounded away from infinity, then 

P (M- ( t )~x~ / i ,  W(t)>~ y~'/) = ~(2x  + y ) - ~ ( y ) -  x exp - ~  . 
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Remark. Lemmas 3 to 5 are given only for reference. They are needed in the proofs 
of Theorems 2 to 4, respectively. 

For the remainder of this section, let us define 

,/,(t) p(t)-l_a(t). (9) 

For the time being, we shall demand the additional regularity condition 

p( t ) t - l /4~O.  (10) 

We shall show later that this condition does not entail any significant loss of 
generality. Yet, it will help to make some of our arguments easier. 

Now, let us define a sequence (tk) in the following way: Fix to> 0 and let, for 
all k, 

(1 )  
tk+, = tk 1-4 p2(tk) 

The following lemma will be used on various occasions. 

Lemma 6. There are positive constants a and b such that for every nonincreasing 
nonnegative function f we have 

a ~ f ( t )  dt < - f ( tk)<~b t) dt. 
tn t k = n  tn+l t 

The proof is elementary and will be omitted. In order to prove Theorem 1, let 
us now assume that I ,(a,  40 < ~.  Define the events 

Ak={tk_lOt(tk_l)~Z(tk)<~tk_l ,  m a x  W(t)>~d/(tk_l) tX/~k_l} 
I k - - l ~ t ~ t  k 

and 

Bk={tk_ ,<-Z( tk) ,  max W(t)>~b(tk_,)  trek_l}. 
t k_ l  <~t<~t k 

By Lemma 2 and the reflection principle it follows that 

P(Ak)<~C (1--a(tk-l))3/2 exp( 
~b2(tk_l)O t ,/2( tk_,) 

Also, by the reflection principle, 

= o(P(Ak)). 

~b2( tk-1) 

<~ C(1--~(~b( tk- , )p( tk_l) ) )  

So, it follows from Lemma 6 that 

oo (2o 

k = l  k = l  

(P(Ak) + P(Bk)) < ~ .  
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The Borel-Cantelli  lemma now implies that only finitely many of the events As and 
Bk can occur with probability one, which is clearly equivalent to ta(t)E 
U U C ( Z ( t ) ,  tE T1). Thus one part of Theorem 1 is proved. 

For the second part, now let I~(a, @)= ~ .  We define the events 

p2[tk) <-Z(tk) <~ tk(ot(tk)-t p2-'(tk) , W(tk) 

We shall prove that with probability one infinitely many of the events Dk occur. 
To this end, we shall make use of the Borel-Cantelli lemma in the following form: 

Lemma 7. Let ( Ak, k E N) be a sequence of events satisfying the following conditions 
o o  

(i) E P(Ak) = ~ ,  
k=l 

E~=IET=IP(AkAr) 
(ii) !ina (~7,=lP(Ak)) 2 <~1. 

Then 

P(Ak i.o.) = 1. 

Concerning the condition (i) of Lemma 7, Lemma 1 implies that 

(1-- o~(tk))3/2 ( ~2(tk) \ 
P(Dk) ~ > C (b~(tk)al/2(tk) exp_ --2(1--a(tk)))" 

Applying Lemma 6, again we obtain 

(3O 

Z p(D ) = oo. 
k = l  

Turning to the second condition, let k < r and consider 

P(DkDr) = P( DkDr{Z(t~) > tk}) + P(DkD~{Z(t~) <~ tk}). 

The Corollary to Lemma 1 implies that 

P(DkD,{Z(t~) > tk})<~P(Dk)P(Dr). (11) 

It remains to estimate 

P(DkD~{Z(t~)<~tk}). 

By assumption (10) this probability is zero if k is large enough and t~ > 4tk, because 
the definition of  De demands that, on one hand, 

( Z(tr)=Z(tk)>~t~ a(tr) o2(t~) ] 
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and, on the other hand, 

Z(tk)~ tk(ot(tk)q 2 )  
p q t k )  " 

Now 

tkt~( tk) <~ trOt( tr) 

by monotonicity of ta(t), and by assumption (10), 

tr 2lk 
pE(t,) p2(tk), 

SO we even have 

DkDr{Z(tr)<~tk}=O. 

For tr <~ 4tk, we distinguish the two cases that a is nondecreasing or nonincreasing, 
respectively. In the first case, there is an ao>0  such that a(t)>-ao for all t. 
Furthermore, 

r - k  
tr>~ tk(1 +p2--~)) and p(t,)<~X/~p(tk). 

So, finally, 

If r>  k+4/ao, then this implies that again DkDr{Z(tk) <<- tk} = 0, SO we finally obtain 

E P(OkOr(Z(t,) <<" tk}) <~4 P(Ok). (12) 
r> k Olo 

Now, assume that a is nonincreasing. In this case, we have 

P(DkDr{Z(tr)<-tk}) 

~< P(Dk { W(tr) >I ~(tr)x/~,})}) <~ P(Dk{W(tr) t> I/t(tk)x/~r}) 

<~ exp(--~2/2) P(tkoz(tk)<~Z(tk)lW(tk)=~X/~k) 
~/(tk) 

× P(W(t,) >1 ~/(tk)v:~k I W(tk) = ~X/~k) dE. 

From Lemma 1, it follows that 

P ( Z (  tk) >~ a(  tk)tkl W( tk) = ~x/-t~k) = 2 1 -  \~'l---~k)/ / 

~< 2(1 _ ~(~( tk)  ax/-ff~(tk)~ ~ ::' 
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SO 

P(Dk{W(tr)>>.$(tk)X~r})<~ 2x/~/~(l_~(d/(tk) ~X/-~(tk) ~ 

xf,~,~)e-e2/2d'(i-~( $(tk)x/-~'-~x/-~k]~r---tk /)" 

The last integral can be estimated in the following way: 

l ff 
1 ( $2(tk)(l+ t~r)( ( V/~--V~k]] ~ -- q~(tk) exp 2 1 - • q~(tk) trVqT-~--t~ ///" 

Now, (13) and (14) together imply that 

P(DkD,{Z(t,)<<. tk})<~ CP(Dk)( l_~( qJ(tk) x/-t~,-x/~k.] ] 
Summing over % we obtain: 

Y~ P(DkO,{Z(tr)~ tk} <~ CP(Dk) 
r > k  

(1 - ~ (~b(tk) x/~' -- X/~k] ~ 

We estimate this sum by an application of Lemma 6: 

(13) 

(14) 

Iti'k ( l _ ~ (  - . v/~,-x/~\\ P2( t) dt <~ ~ b ( t k ) ~ ) )  t 

As a is nonincreasing, it is in particular bounded away from one, and together with 
(10) this means that for tk<~ t<~4tk we have 

p( t) <~ Cp( tk) <~ C~b( tk). 

Inserting this in the last integral and making the substitution 

- , # i l  
u =  

we finally obtain that this integral is bounded, which implies that 

Y, P(DkDr{Z(tr) <<- tk}) <~ CP(Dk) 
r > k  

(15) 

in this case  too.  
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For nonincreasing at, (11) and (15) together imply that 

N N N N N 

~., E P(DkDr) <~ ~. ~., P(Dk)P(Dr)+C E P(Dk). 
k = l  r = l  k = l  r = l  k = l  

For nondecreasing at the same follows from (11) and (12). Thus in both case the 
hypothesis of Lemma 7 is fulfilled, and we can conclude that with probability one 
infinitely many events D, occur, which clearly implies that infinitely often Z(t)>1 
tat(t) and W( t) >~ O( t)x/t hold simultaneously, which means nothing but ate 
ULC(Z(t) ,  t~ 7"1). 

We have now completely proved Theorem 1 under the additional regularity 
assumption (10). It remains to show that the general case can be reduced to this 
special case. 

First assume that 

~2(t)at(t) 
lim inf < 1. 

t+oo 1 -a t ( t )  

This can, of course, only happen if at + 0. In this case we can find arbitrarily large 
t such that 

~b2(t)at (t) 
~<1. 

i - a t ( t )  

If we have such a t, then for all u between t/2 and t, we have 

62(u)at(u) 1 
, (16) 

1 - a t (u )  1 -ato 

where ato = max,~>o at(t). We define a sequence 0j in the following way: 0o is chosen 
so that 

C(0o)at(0o) 
~<1, 

1 - at (0o)  

and, for k > 0, O k is the least t > 20k-1 for that 

~ 2 ( t ) a t ( t )  
~1.  

1 -a t ( t )  

Now, let To be the union of all intervals [Ok~2, Ok]. If, in addition, the integral 

IroO(t)t e x p ( O ~ t ) )  dt 

diverges, then a modification of Theorem A yields that for infinitely many t ~ To we 
have W(t) >t O(t)x/7. For these t, however, (16) implies that the conditional probabil- 
ity of Z(t)>i tat(t), given that W(t)> $(t)v~, is greater than some positive constant. 
A simple argument based on the law of large numbers then yields that infinitely 
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often both W(t)>1 ~(t)x/'t and Z(t)>t  ta(t)  simultaneously. On the other hand, one 
readily checks that 11 (~/,, a)  = oo, so the statement of Theorem 1 holds in this case too. 

If the integral 

ITo ~(tt---~)exp(~b~t)) dt 

is finite, then one easily finds that removing To from the range of integration in the 
definition of Ii(a, ~b) does not change its convergence behaviour, nor does the 
removal of those k for which t k E T o change the convergence behaviour of the sums 
that figure in the proof of Theorem 1. Also, from Theorem A we obtain that for 
t ~ To we have W ( t ) <  O(t)x/t eventually with probability one. This means that in 
the sequel we can restrict our attention to t ~ To, or, in other words, we may assume 
that 

lim inf ~'2(t)a(t) >1 1. 
t -~  1 - t ~ ( t )  

Define now the set 

Ko = (k: p(tk+l) > 2p(tk)} = {k(n), n ~N}, 

where the k(n)  are in increasing order. 
Clearly, 

and 

SO 

p(tk(.)) > 2"p(tk(o)), 

1 X/1--a(tk(.)) ( 
P(Ak(.)) - p(tk~)) ~1,( t k ( . ) ) ~  exp 

C <~ C2 -n, 
p(tk(n)) 

~b( tk(n)~p( tk(n)) ) 

Z P(Ak) <°°- 
keKo 

Similar calculations can be carried out for the events Bk and Dk. This, however, 
implies that there is no loss of generality if in the proof of Theorem 1 we carry out 
all summations only over k ~ Ko. This implies in particular that in the following 
calculations the use of  Lemma 6 is justified. 

Now, define 

K1 = {k~ Ko: 3r  < k: r ~ Ko, tkl/4p( tk) >t trl/ap( tr)} 
= { k ' ( n ) , n ~ N } .  

_ 1 x/l~t~(tk,(n)) ( ~b(tk,(m)~p(tk,(n))) 
P(Ak,(n)) p(tk'(n)) ~ ( - ~ V ( ~ - ) ~ n ) )  exp \  

<~ exp(-  Cp ( tk,(n)) ) <~ exp(-- Cn 1/4), 
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and again 

P(Ak) < ~ .  
k~K1 

Here, too, the same holds for Bk and Dk. As before, this means that we can restrict 

all summations in the proof of Theorem 1 to k ~ K1. One also readily verifies that 

this restriction does not affect the convergence of the integrals figuring in our proof. 

Thus Theorem 1 is completely proved. 

Finally, let us say a few words about the proofs of  the other theorems. The outline 

of these is the same as that of the one given here for Theorem 1. Of course, the 
basic probability estimates will be taken from Lemma 3, 4, or 5, respectively. One 

more point that may present some difficulty is the definition of  the sequence tk. In 

this definition, p is to be replaced by ~ + 2y in the case of Theorem 3, and by 
for Theorems 2 and 4. In the condition (10) we have to replace p by these quantities, 

too. By the same method that we used for Theorem 1 in the preceding paragraphs, 
these regularity conditions can be shown to entail no loss of generality. 
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