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1. INTRODUCTION 

The aim of Part III is to extend the results obtained in Parts I and II to a 
problem of the following kind, which will be referred to once again as Problem I: 

L(l)u(l)(x, t) s t$; - ,(l)&) zzz (p(x, t) 

in U-1) 
IP = {(x, t): 0 < x < s(t), 0 < t < T), 

uyx, 0) = h”‘(X), O<x<s(O), O<s(O)=6<1, (1.4 

~‘~‘(0, t) = y”‘(t), 0 < t < T, (1.3) 

JJ2V2)(x, t) G $2 - pup) = qyx, t) 

in 
(1.1’) 

ZIP’ = {(x, t): s(t) < x < 1, 0 < t < T), 

uyx, 0) = W)(X), s(0) < x < 1,. (1.2’) 

d2’( 1) t) = #2’(t), O<t<T, (1.3’) 

u”‘(s(t), t) = td2’(s(t), t) = f(s(t), t), O<t<T, (1.4) 

x(l)(s(t), t) t&(t), t) - $2$(t), t) t&s(t), t) 
(1.5) 

= i(t) + &t), t), O<t<T, 

where I@, K(~) are constants and @)(x, t), W(x), @j(t), xfi)(x, t), i = 1, 2, 
and f(x, t), ~(x, t) are given functions. 

Other kinds of boundary conditions can be considered; e.g., conditions (1.3), 
(1.3’) can be replaced by 

Q(O, t) = g(qu(qo, t), t), O<t<T, 

uP’( 1) t) = g(2)(u(2)( 1, t), t>, O<t<T 

* Work performed under the auspices of the Italian C.N.R. 
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(in such a case the above scheme will be called Problem II); moreover, boundary 
conditions of mixed type can also be introduced. 

However, none of these cases will be dealt with for the sake of brevity, 
although the corresponding extensions of results obtained here for Problem I 
are troubleless. 

In addition, we shall confine ourselves to the case 0 < b < I. The procedures 
of [3] can be of help in handling the cases b = 0, b = 1. 

The definition of a solution (T*, s(t), 0(x, t), zJ2)(x, 1)) to Problem I is 
similar to Definition 1, I. Throughout the paper the letters I and II refer to 
Part I and Part II, respectively. 

The well-known two-phase Stefan problem is a particular case of the one we 
are considering. Very general results about the existence of classical solutions 
to two-phase Stefan problems have been obtained in [l] quite recently (see also 
1141). The main regularity properties assumed there on the data are: @J(t), 
'p@)(t) E Cl[O, T]; h(x) E Hl(0, l), where h(x) = W)(x) for 0 < x < b, h(s) = 
F)(x for b < x < I), and Hl(0, 1) is the Sobolev space endowed with the 
norm jj A IIH1 = 11 h jjLz + I/ h’ ljL? ( w ic h’ h is embedded in Wz(O, 1)); #r’(O) = h(O), 
cp’(0) = h(1). 

In Section 4 we shall prove the existence of solutions to Problem I under no 
differentiability assumptions on v(i), p1@) and requiring only the Holder 
continuity of h(i), /z(a) at x = b (see Section 2 for a precise statement of the 
hypotheses). 

The continuous dependence on the data and on the coefficients is then shown 
in Section 5. 

The main tool used, beside the techniques developed in Parts I and II, is a 
new reformulation of the free-boundary condition (1.5) in an integral form, 
which is carried out in Section 3. 

In Section 6 the monotone dependence of the solutions upon the data and 
the coefficients is studied, including a special investigation on the dependence 
on the coefficients 0, ~1~). 

The concluding section (Section 7) is devoted to some remarks on the behavior 
of the free boundary (Holder continuity of S(t), asymptotic behavior as t 
approaches T*, etc.). 

2. LIST OF ASSUMPTIONS 

The functions qci)(x, t) are assumed to satisfy condition (A) of Section 2, I. 
In particular, Q will denote an upper bound of 1 qci)(x, t)j in the rectangle 
Q = {(x, t): 0 < x < 1, 0 < t}. 

Also assumption (B), I on f(~, t) and (E), I on ~(x, t) are retained, while 
(C,), I is supposed to be satisfied by both #i’(r) and @J(t): In particular 
/ @)(t)j < 0, i -= 1, 2 for t > 0. 
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Concerning the initial data, we assume that two constants H, 01 E (0, l] 
exist such that 

03 
j h”‘(x) -f(b, O)l < H(b - x)“, O<x<b, 

/ h(‘)(x) -f(b, O)l < H(b - x)N, b<x<l, 

with H and 01 subjected to the conditions 

Hbor 3 @, H(1 - by >, ~3. (2.1) 

The coefficients xu)(x, t) in the free-boundary condition (1.5) are subjected to 
the condition 

(jj) x(i), x’,“‘, xg;, x’ti’, i = I, 2, are continuous in Q. Moreover, 

I xyx, t)l < x, (x, t) E Q (2.2) 

for a suitable X 3 0. 

Remark 1. We shall set f = 0 henceforth, with no loss of generality: This 
needs only a proper redefinition of the data and the coefficients and leaves all 
the above assumptions unaffected. Actually, this transformation is the “physical” 
motivation for the term ~(x, t) in (1.5). 

Remark 2. Some of the assumptions listed in this section can be weakened, 
but such refinements will not be considered here. 

3. REFORMULATION OF THE FREE-BOUNDARY CONDITION 

Let us introduce the functions u(x, t), 4(x, t), x(x, t), K, which coincide with 
z&)(x, t), @)(x, t), xu)(x, t), I, if 0 < x < s(t) and with zP(x, t), $2)(x, t), 
x’2’(x, t), K(2), if s(t) < x < 1. Similarly, define the function h(x), equal to 
hii) if 0 < x < b and equal to ht2)(x) if b < x < 1. In this section we shall 
assume that all the assumptions listed in Section 2, except (F) are fulfilled. The 
functions N(x) are assumed to be piecewise continuous and bounded. 

Now, set: 

x*(x, t) = p&+x, t) + K(l)x;“(x, t), 0 < x < s(t), 

= xgyx, t) + K(2y’(x, t), s(t) < x < 1, 
(3.1) 

and define: 

a = $;r{min[r(t), 1 - s(t)]>. 
\ 

(3.2) 
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We shall prove: 

THEOREM 1. linden the conditions specified above, zf the triple (s(t), 0(x., t), 
0(x, t)) sohes system (I.])-(1.3), (1.1’)-(1.3’), (1.4), (1.5) in a time interval 
(0, T), in which a > 0, th en the following relationship holds: 

s(t) - b = /‘.I“ txq - x*u] d.x dT - J1 q(x, 0) h(x) dx 
0 0 0 

T 
,s 

o1 KX(X, t) u(x, t) dx - a-l /*i” {(a - x) xC1)q(‘) 
0 0 

- u(l)[(a - x) &’ - 2~:’ + (a - x) K(~)#)]} dx dT 

t 
- u-1 

!“.I 
l {(a -k 

x - ] ) x(2p - *‘“‘[(a + x - 1) x:J 
0 1-a 

+ 2~:’ + (a $ x - I) K(~)x:)]) dx (17 

_ K(l)a-l 
s 
oa (a - x) f)(x, t) zP(x, t) dx 

_ K(2)a-1 
s 
,;. (u + x + 1) x”L’(x, t) .(*$Y, t) d3 

+ d’)a-* . ,p (a - x) ,y(l)(x, 0) h(l)(x) dx r 

-1 #)a-1 e: (u + x - 1) x’~‘(x, 0) hc2)(x) dx 
1 n 

- a-1 jt x’l’(~, 7) $l’(~) do - u-l jot x’~‘( I, T) qb2+) dr 
0 

s 

t 

+ a-l X’l’(a, T) ~.#)(a, T) dr 
0 

5 
t 

+ a-l 
0 

x(2)(1 - a, T> ~(~‘(1 - a, T) do - J” ~(s(T), 7) dT, 
0 

O<t<T. 

(3.3) 

Conversely, if(l.l)-(1.3), (I.l’)-(1.3’), (1.4), and (3.3) hold and if s(t) is Lip- 
schitz continuous and u, is continuous up to N = s(t), 0 < t < T, then (I .5) is 
satisfied. 
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For the case of Problem II, (3.3) is replaced by: 

s(t) - b = jotj; {xq - x*u) dx dr - jO’ KX(X, 0) h(x) dx + jO’ K&C, t) u(x, t) dx 

+ 
s 

{x”‘(O, T) g(‘)(u(‘)(O, T), T) - &)(O, T) x:)(0, T)} d7 o 

- 
s 
: {#)( 1, T-) g’2’(u’2’( 1, T), T) - .(‘)( 1, T) x;‘( 1, T)} dT 

- s t P(s(T), T) d7, O<t<T. 
0 

(3.4) 

For the proof of Theorem 1 we need the following lemma. 

LEMMA 1. In the assumptions of Theorem 1, condition (1.5) is equivalent to 

s(t) - s(c’) = ~;~‘-‘(xq - x*u} dx dT - jE1-’ K&Y, E’) u(x, E’) dx 

+ 1l-’ ‘C&G t) u(x, t) dx 

+ It {x(~)(E, T) Z&E, T) - Z&E, T) x$(c, T)) dT 
.E’ 

- 
I 
l “. (~“‘(1 - E, T) z&l - E, T) - uc2)(1 - E, T) x:)(1 - E, T)} dr 

- e: &(T), 7) dT, I 
E‘ < t < T, (3.5) 

for both Problems I and II, where F and E’ are arbitrary positive constants such that 
E <: a and E’ < T. 

Proof. Consider the well-known Green’s identity: 

which is valid for sufficiently smooth functions U and V and for sufficiently 
regular domain D. Use (3.6) taking U = u(l), I’ = x(l), K = K(l), and 
D = {(x, t): E < x < S(T), E’ < 7 < t}. Next, apply the same identity with 
u = @), J’ = x(2), K = ,@ , and with D = {(x, t): S(T) < x < 1 - E, E’ < 
T < t}. Adding the resulting equations, (3.5) is easily obtained if the triple 

( s, u(l), zJ2)) satisfies (1.1) (1.1’) (1.4) (1.5). 
Conversely, assume (1.1) (l.l’), (1.4) and (3.5) hold. It is easily proved that 
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condition (1.5) is verified. In fact, performing the same operation described 
above and taking into account (3.5) we get the equation 

s(t) - SC4 = J:: {x(1)( ( 1 s T , T Z&S(T), T) - X’“‘(s(~), T) &S(T), T)} dT, > 

from which (1.5) follows after differentiation, owing to the continuity of ~2’ 
and uL2’ (see Definition 1, I). 

PYOO~ of Theorem 1. As far as Problem II is concerned, the limits E --f 0, 
E’ ---f 0 can be performed directly in (3.5) leading to relationship (3.4). 

In order to prove (3.3), it is necessary to derive a different form for the fourth 
and the fifth terms in (3.5). This can be achieved using again, identity (3.4): 
Take U = u(r), K == K(l), V = ~(~)(a - ~)/(a - E), and D = (E, u) x (E’, t) 
and get 

.r 
<; (x(~)(E, T) u~)(E, T) - u(‘)(E, T) x!!‘(c, T)} dT 

= - (a - e>-’ Srj,” (u - x) x(1$(1) - *(‘)[(u - x) x2; 

- 2~:’ + (u - x) Kcl)&)]) dx dr 

+ dl)(u - c)-’ !-a (u - x) x’l’(x, E’) zP(x, E’) dx 
E 

- K(~)(u - 6)-l Ia (u - x) ,$1)(x, t) u(l)(x, t) dx 
c 

- (u - E)-’ jc; x’~‘(E, T) u(l)(c, T) d7 + (a - c)-’ f X”‘(u, T) ~(~)(a, T) dT. 

(3.7) 
Next, take U = zJ2), K zzz K(2), V = xt2)(u + x - l)/(u - E), and 

D = (1 - a, 1 - l ) x (2, t) and get 

I 

t 
., (~‘~‘(1 - C, T) z&l - E, T) - ~(~‘(1 - E, T) g’(l - 6, T)} dr 

= (u - c)-’ JyJ11-,‘((u + x - 1) &(a) - &‘[(a + x - 1) x:2 

$- 2~:’ + (u + x - I) K(2)X~)]} dx d7 

- Kc2’(U - c)-’ j.y (u + x - 1) xc2’(X, E’) u@)(x, E’) dx 

+ K(“(U - l )-l j-1 (U + X - 1) x’~‘(X, t) d2)(X, t) dX 

+ (u - +’ c” ~‘~‘(1 - E, T) .f2)(1 - E, T) d7 
-er 

_ (a - c)-‘[: x’y1 - a, T) ~‘~‘(1 - a, 7) dT. (3.8) 



GENERAL FREE-BOUNDARY PROBLEMS 7 

After substituting (3.7) and (3.8) in (3.5), the limits E ---f 0 and E’ + 0 can be 
performed and (3.3) is obtained, thus concluding the proof of Theorem 1. 

Remark 3. The derivation of (3.3) . is unnecessary for the proof of existence 
of solutions for Problem I, since (3.5) is suitable for this purpose. However, it 
will be a fundamental tool in proving the continuous dependence (and unique- 
ness) of such solutions upon the data and the coefficients. 

4. EXISTENCE OF SOLUTIONS 

As we pointed out in the Introduction, only Problem I will be dealt with. 
A sequence of approximating solutions (T(“), st , r@, z@‘) with k = 1, 2,... 

can be defined recursively as 

L(‘gi) = p, 0 < t < T(“), 0 < x < Sk(t) if i = 1, 

Sk(t) < x < 1 if i = 2, 

2$(x, 0) = P(x), O<x<b if i=l, b<x<l if i=2, 

z$(O, t) = q?)(t), 0 < t < T(k), i = 1,2, 

U$)(Sk(t), t) = 0, O<t<TCk), i=1,2, (4.1) 

with the following definition of the approximating free boundaries Sk(t) 

s1(t) = b, (4.2) 

Sk,&) = x%kW~ t) &!&k(t), t> 
(4.3) 

- P(S&), 4 d?!&(t), t) + d%(t), 9, 

for 0 < t < T(‘i+l) < T(“) and s,+,(O) = b, k = 1,2 ,.... 
Here (0, T@)) is the largest time interval in which Sk(t) E (0, 1) and is con- 

tinuously differentiable; concerning the continuity of ut,‘, up to x = Sk(t), see 
Lemma 2 of [5] and the corresponding remarks made in Parts I and II. 

The techniques used in Section 5, I and developed in Section 4, IT can be 
applied to prove the existence of a constant To such that T(“) > 7Y0 and to get 
the following uniform estimate for t > 0 

1 i,(t)1 < At-(l-~)/2. (4.4) 

The proof is based upon an induction process and the use of thermal potentials. 
It does not present significant differences with respect to the one displayed in 
Section II, apart from the fact that the same procedure is to be applied to get 
estimates on the x-derivatives at x = Sk(t) of both z&y1 and Z& . Therefore, it 
will not be duplicated here. 
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Using (4.4) the arguments of Section 4, II, and the Ascoli-Arzela’s theorem, 
it is easy to show that the sequence {sJ converges to a function s(t) uniformi! 
in [0, T,,] and that this limit function is Lipschitz continuous in (0, T,,). 

This allows us to calculate two functions 0(x, t) and @(x, t) by solving 
problems (I. I)-( 1.4) and (1.1 ‘), (I .2’), (1.3’) (I .4), specifying s(t) as the limit 
function just found. bloreover, the same arguments used in Section 4, II show 
that u(i) and @) are the respective limits of the sequences {u!,?) and {Us;“‘:. A& 
a matter of fact it can be shown that a constant R exists such that (see Lemma 

7, 11) 

/ 242)(x, t)l < Bt-(l-a)‘e 1 .L* - Sk(t)1 , i = 1,2; K = 1,2,... (4.5) 

in the respective domains of definition. The same is true for u~)(x, t) 

1 zP+c, t)l < Bt-‘l-a’/z 1 x - s(t)1 , i= 1,2. (4.6) 

The final step of the existence theorem consists in proving that the triple 

( s, 0, u(“)) actually verifies (1.5). Th’ IS is achieved using (4.1), (4.3) to derive 
a relationship similar to (3.3) and then letting K go to infinity. Since (3.3) is 
obtained, the use of Theorem 1 completes the proof of an existence theorem in 
(0, Z’,). Taking into account (4.6), the same consideration we applied in Section 5, 
I can be repeated. Thus we proved: 

THEOREM 2. Under the assumption of Section 2, there exists a solution (T*, 
s, u(l), u@)) to Problem I. Moreozler, in a neighborhood of t = 0, it is 

/ i(t)1 < Aotm(1-n)12. 

The class of solutions for which (4.7) holds will be called class Y. 
It is clear that, if T* < CD, then, 

(4.7) 

liyTmjn[s(t), 1 - s(t)] = 0 and,,or 
3 

liF;up 1 s(t)] = fccj. 
* 

A deeper investigation in this sense will be performed in Section 7. 

5. CONTINUOUS DEPENDENCE. UNIQUENESS 

Let ( Tl*, sr , @, u?‘) and ( Tz*, s2 , u!j”, UP’) be two solutions of Problem I 
(the analysis for Problem II is even simpler) corresponding to two different 
sets of data and coefficients and belonging to the class 9 in which solutions 
have been shown to exist. Let be T < min[T,*, T,*] so that 

I $(T)l < S’ (5.1) 
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and 

a = min(u, , a.J > 0, (5.2) 

where the constants a, and a2 are defined according to (3.2). 
Under the assumptions of Section 2, a and S’ can be estimated a priori. 

Next. define: 

Ay == i$2 it i F?‘(T) - q~ff(~)l (t - 7)-l” d7, (5.3) 

Ah == s ’ / h,(x) - h,(x)1 dx, (5.4) 
0 

AK == c i KF) - Kff’ 1 , 
i=l,Z 

Aq == 1 s’s’ [ c&x, t) - c&x, t)[ dx dt, 
id,2 0 0 

(5.5) 

(5.6) 

Ax := 1 
i=1.2 

/j’s’ (i xil’t - x$‘t I + I x:kn: - x:kz I + I x:k - &b !) dx dt 
0 0 

+ I’ 1 xf’(i - 1, T) - &‘(i - 1, T)\ dT 
0 

1 

-t f 
; &‘(r 0) - x:)(x * , 0)l dxl > \ ’ (5.7) 

0 

(5.8) 

THEOREM 3. Under the assumptions of Section 2 and if, in addition, the 
derivatives appearing in (5.7) are bounded a constant N can be determined such 
that for any pair of solutions of Problem I in the class Y 

I s,(t) - sz(t)l ,( N&J + Ah + AK + Aq + Ax + AP + I 6, - b, I). (5.9) 

The constant N depends on the bounds of the functions entering (5.3)-(5.7), on 
a, S’ and on the Lipschitx constants of the pj . 

Proof. Subtract Eqs. (3.3) for the two problems considered, in which the 
constant a is taken according to (5.2). The proof of (5.9) is then achieved by 
means of arguments similar to the ones employed in Section 8, I and Section 
6, II. The main difference consists in the fact that jr wr(x, t) dx must be esti- 
mated instead of s: xzul(x, t) dx (see (8.20), I). This results in a different defini- 
tion of Acp. 
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6. R~ONOTONE I~EPENDENCE 

In order to investigate the monotone dependence of solutions of Problem 1 
upon the data and the coefficients, we confine our attention to problems in 
which the coeficients x(l), ,y@) do not change their sign in a time interval (0, T’). 
In such a case we can assume that $t) and x,c2) are nonpositive, since this condi- 
tion can always be fulfilled by means of a proper transformation. 

A further remark concerns condition (6.3). Proving the same theorem under 
the condition b, = b, requires an application of Theorem 3 and needs the 
simultaneous fulfillment of the assumptions of Theorem 3 and 4. 

THEOREM 4. Let (Tl*, s1 , up), u:“‘) and (Tz*, s2 , uL1), up’) be two solutions of 
Problem I corresponding to the respective data hy’, vji’, i = 1,2, j = 1, 2 and to 
the coefficients .ji), qji’, xii’, pj , i = 1, 2, j = 1, 2. Define T = min(T,*, Tz*, T’) 
and assume : 

z&x, t) > 0, 

lp(x, t) < 0, 

and 

O,(b,<b,,(l, 

h;)(x) < h;‘(x), 

h?‘(x) < h:‘(x), 

&‘(t) ,< p);‘(t), 

qf)(x 9 t) > qyx t) 12 97 

CL&? t) G P&Y t>, 

Then, if 

XP 

and 

it is 

= 

O,<t<T, i=l,2, 

O,<x,<l, O<t<T, i=l,2, 

0,(x,(1, O<t<T. 

(6.1) 

(6.2) 

(6.3) 

(6.4) 

(6.5) 

(6.6) 

(6.7) 

V3) 

(6.9) 

(6.10) 

(6.11) 

Moreover, if it is assumed that uil’ < 0 and/or ui2’ > 0, then (6.11) is valid 
irrespective of the relative magnitude of xii’, xc’, and/or xi2’, ~42’. 
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The proof of this theorem is strictly similar to the proof of Theorem 9, I 
(cases (iv) and (v)) and for this reason it is omitted here. 

Concerning the case in which (6.10) is not satisfied, first we remark that if 
we define 

r1 = KY/Ki”, (2) (2) rz = K2 I’$ , (6.12) 

then the case in which 

r1 = r2 = r (6.13) 

can be reduced to the previous one by means of the transformation 

7 = rt, 
A(i) 

241 (x, t) = z&x, T/k), $(T) = sI(T/r). 

Hence we are led to compare problems satisfying (6.10) and if the assumptions 
of Theorem 4 are fulfilled by the transformed data and coefficients, we have 

i.e., si(t/r) < s2(t). Therefore, if Y > 1 (r < 1) and si is nonincreasing (non- 
decreasing), (6.11) is still valid. 

The general case in which (6.13) d oes not hold is much more complicated 
(recall that even in the ordinary heat conduction problems the monotone depend- 
ence of the temperature upon the thermal coefficients occurs only in special 
cases). We can prove the following comparison theorem. 

THEOREM 5. 5’uppose that (6.1), (6.2), (6.3), (6.8) we valid, that rl >/ 1, 
rS < 1 and that sl(t), s2(t) aye nonincreasing in (0, T). Next, assume that two 
functions h(x), g(x) exist such that 

h?)(x) < h(x) < h(,)(x), h(x) >, 0, 0 < ‘2 < b, > (6.14) 

h?)(x) < i’(x) < h!‘(x), E(x)<O, b,<x<l, (6.15) 

and that 

40) > sup d%), Q) 3 sup am), 

h”(x), P(x) < -Q, 

whereQisunupperboundforIq~)I,i=1,2,j=1,2. 

If 

&t”) > 91:) (0, 0 < t’ < t” < T, 

&q z g(f), 0 < t’ < t” < T, 

(6.16) 

(6.17) 

(6.18) 

(6.19) 
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&)(x, Y) < *(l)(x t’) Al 3, 0 ,(x < 1, 0 < 2’ <; f” < 7’, (6.20) 

#(cc, Y) < &)(x, t’), O&.X1, O<f<Y<T, (6.21) 

then we can assert that 

s1(t> < m, O<t<T, (6.22) 

under the same assumptions on xy’ (i = 1,2, j = 1,2) as in Theorem 4. A similar 
result holds ;f y1 < I, r2 > 1, and s,(t), s,(t) are nondecreasing. 

Proof. If t is the first instant in which sl(t) and sz(t) are supposed to be 
equal, all we have to prove is that: 

z&x t> > zP(x t) , ,l ,I i=1,2, O<x<l. (6.23) 

Then (6.22) follows by standard arguments. 
For this purpose, let us consider, in the domain 0 < x < sl(t), 0 < t < t 

the transformation 

T = t - Yl(i - t), Ul(X, T) = &)(x, I - (i - T>/f,,), 

S,(T) = Sl(i - (t - T)/‘YJ. 
(6.24) 

Note that 7 varies from 71 = -i(rl - 1) to t as t varies from 0 to t and that 
7 ,< t in this interval. In order to prove (6.23) for i = 1 it is enough to show 
that 

Lqx, i) < z&x, i), 0 < x < S,(t) = s,(i), (6.25) 

since U,(x, t) = ~i”(x, t). 
Note that Si(~r) = 4 and that S,(t) = i,(t)/r, > S,(t); from the last inequality 

and from the fact that S,(i) = s,(t) it follows that 

4(t) G s&>, O<t<t. (6.26) 

The function Ur(x, t) is defined in the domain 0 < x < Sl(t), 7i < t < t, 
where it satisfies the equation 

Cl,,, - KyUl,t =- #(“, f - (i - t),r,). (6.27) 
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Let us compare Ul(x, t) with the function h(x) in the time interval (or , 0). 
It is: 

owing to (6.14), (6.16), (6.17). Therefore, 

Ul(X, 0) < w, 0 < x < S,(O) < b, . (6.28) 

Now, (6.1), (6.14) (6.18), (6.20) (6.28) and the maximum principle yield 
(6.25). The proof of (6.23) for i = 2 follows a parallel path; so the proof of 
Theorem 5 is complete. 

7. REMARKS ON THE BEHAVIOR OF THE FREE BOUNDARY 

First, we state the following theorem which can be proved by arguments 
similar to the ones used in [4], with minor changes. 

THEOREM 6. Suppose the data and coeficients are bounded measurable func- 
tions and that two positive constants w and v E (0, 1) exist such that 

/ -p(x’, t’) - p(xs, t”)j < X(1 x’ - xv Jy + / t’ - tN I”}) 

for (x’, t’) and (x”, t”) E 8. 
Let (T*, s, u(l), 0) be a solutzon of Problem I and consider an arbitrary time 

interval [tl , t,] included in (0, T*). Then, for any v’ E (0, v] n (0, t), a constant S 
exists, depending on v’, t, , t, , x, on the minimum values of s(t) and 1 - s(t) in 
[tl , t2], on the maximum value of / s(t)1 in the same interval and on the bounds on 
the data and the coeficients, such that: 

1 s(t’) - i( < s / t’ - t” y, t’, t” E [t1 , t,]. 
Remark 4. If the assumptions of Theorem 2 are satisfied, the constant S 

can be estimated a priori. 
Theorem 7 below states sufficient condition for global existence in the case 

of Stefan problems. 

THEOREM 7. As far as the ordinary two-phase Stefan problem is concerned, 
under the assumption of Theorem 2 and if the functions q.W and qJ2) never vanish, 
T*=+oo. 
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Proof. By means of standard techniques (see [2]) it can be proved that in 
any time interval (0, T) a constant a(T) exists such that 0 < a < s(t) < 1 -- a. 
Thus the proof of the theorem consists in showing that j s(t)1 is bounded for 
finite t > 0. 

Recall (4.6) and consider any interval (to, T*), with t, fixed in (0, T,,). The 
procedures introduced in [4] lead to an estimate of the integra1 of [u~‘(x, t)]” 
between 0 and s(t) and of [u~‘(x, t)12 b e ween s(t) and 1 and this estimate is t 
independent oft in (to , T*). Th’ is implies uniform Holder estimate of 0(x, T), 
i = I,2 for any T < T* and hence the fact that the solution can be continuated 
beyond T over a time interval whose amplitude does not depend on T. 

Consequently, T* = +CO. 

Remark 5. If in Problem I the following sign specifications are given (recall 
f = 0, see Remark 1): sign(X(l)) = sign(xea)) = const, (-l)i oh > 0, 
(- l)i x~)P)(~) > 0, (- l)i x(~)$~) < 0, the method displayed in the proof of 
Theorem 8, I is still applicable leading to the conclusion that if T* < + cc and 
0 < lim inf,,, * s(t) < lim sup,,,-, s(t) < 1, then: lim inf,,,-, S(t) = -co and 
lim sup,,,-, S(i) = + cc. 
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