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Abstract Intrusion detection is a promising area of research in the domain of security with the

rapid development of internet in everyday life. Many intrusion detection systems (IDS) employ a

sole classifier algorithm for classifying network traffic as normal or abnormal. Due to the large

amount of data, these sole classifier models fail to achieve a high attack detection rate with reduced

false alarm rate. However by applying dimensionality reduction, data can be efficiently reduced to

an optimal set of attributes without loss of information and then classified accurately using a multi

class modeling technique for identifying the different network attacks. In this paper, we propose an

intrusion detection model using chi-square feature selection and multi class support vector machine

(SVM). A parameter tuning technique is adopted for optimization of Radial Basis Function kernel

parameter namely gamma represented by ‘!’ and over fitting constant ‘C’. These are the two impor-

tant parameters required for the SVM model. The main idea behind this model is to construct a

multi class SVM which has not been adopted for IDS so far to decrease the training and testing

time and increase the individual classification accuracy of the network attacks. The investigational

results on NSL-KDD dataset which is an enhanced version of KDDCup 1999 dataset shows that

our proposed approach results in a better detection rate and reduced false alarm rate. An experi-

mentation on the computational time required for training and testing is also carried out for usage

in time critical applications.
� 2016 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is

an open access article under the CCBY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Intrusion detection identifies computer attacks by observing
various records processed on the network. Intrusion detection

models are classified into two variants, misuse detection and
anomaly detection systems. Misuse detection can discover
intrusions based on a known pattern also known as signatures

(Ilgun et al., 1995). Anomaly detection can identify the
malicious activities by observing the deviation from normal
network traffic pattern (Sumaiya Thaseen and Aswani
s SVM.
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Kumar, 2014; Amiri et al., 2011). Hence anomaly detection
can identify new anomalies. The difficulty with the current
developmental techniques is the high false positive rate and

low false negative rate (Sarasamma et al., 2005).
Most of the data mining and bio-informatics applications

require processing of large data. A large amount of resources

have been utilized in Intrusion Detection Systems (IDS) and
several machine learning techniques like decision tree (Lee
et al., 2008), genetic algorithm (Shafi and Abbass, 2009), Sup-

port vector machines (Khan et al., 2007), Artificial Neural Net-
work (Wang et al., 2010) and hybrid intelligent system
(Peddabachigari et al., 2007) are explored to build an IDS.
However none of the techniques are able to identify all intru-

sion attempts and result in a higher detection rate and lower
false alarm rate (Panda et al., 2011). Hence there is a need to
integrate feature selection and classifier techniques to achieve

a better performance.
A model can be learned using supervised or unsupervised

learning. Supervised learning requires that the target variable

is well known and a sufficient number of values are provided.
In unsupervised learning either the target variable is unknown
or has been observed only for small number of data.

Support vector machine (SVM) is one of the supervised
learning models that has a higher classification efficiency in
comparison to other classifier models but due to the higher
training time for large data sets, the usage is limited. Hence

many feature selection techniques are integrated with SVM
to obtain reduced dimensional data. This results in less train-
ing time for the classifier. Feature selection is used to select

an optimal subset of features for model construction. The fea-
ture selection process calculates the score of each probable fea-
ture based on a specific feature selection technique and then

identifies the best ‘k’ features. This procedure is carried out
by generating a ranked list of features and different selection
criteria can be considered to select a subset of features.

One of the common statistical techniques is the chi-squared
that estimates discrepancy from the expected distribution if the
feature incidence is not dependent on the class value.

In this paper we put forward an intrusion detection model

integrating chi-square feature selection and multi class support
vector machine for high accuracy and low false positive rate.
The kernel parameter is optimized by obtaining the variance

for each attribute feature and determining the highest attribute
variance. As the result if kernel is inversely dependent to the
variance, a high variance will result in a better kernel parame-

ter. We call this technique as the variance tuning technique.
Many intrusion detection models have been developed with

feature selection and classification techniques. The uniqueness
of the proposed model over existing intrusion detection

approaches is that the optimization of SVM parameters is per-
formed using a variance tuning technique. The variance tuning
technique results in a better accuracy in the SVM classifier with

minimum time complexity which is detailed in Section 5.1. The
average accuracy achieved for all the attacks and normal traf-
fic is more than 95% whereas only the U2R attack accuracy is

less as the number of samples involved in training the model is
less.

The rest of the paper is structured as follows. The review of

various machine learning techniques employed for intrusion
detection and the importance of SVM technique for classifica-
tion along with other feature selection techniques integrated
with SVM are introduced in Section 2. The background of
Please cite this article in press as: Sumaiya Thaseen, I., Aswani Kumar, C. Intrusion d
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various techniques used in the model is detailed in Section 3.
The proposed methodology is discussed in Section 4. The
experiments and results of the model are reported in Section 5.

Section 6 contains the conclusion.
2. Related work

Many hybrid intrusion detection models have been developed
to overcome the restrictions of anomaly and misuse detection
models. We will analyze the literature of traditional intrusion

detection techniques, intrusion models using data mining tech-
niques, intrusion models using single SVM classifiers and inte-
grated intrusion models using SVM and feature selection

techniques.
The various techniques used by IDS are statistic (Lazarevic

et al., 2003), hidden markov model (Ye and Borror, 2004), arti-

ficial neural network (Fisch et al., 2010; Novikov , 2006), fuzzy
logic (Saniee Abadeh et al., 2007; Toosi and Kahani, 2007) and
rule learning (Xuren et al., 2006). Research in the recent years
indicate that SVM can be used for building an intrusion detec-

tion model effectively. Fisch et al. (2010) and Mukkamala
(2005) have observed the performance of support vector
machine, multi variate adaptive regression splines(MARS)

and artificial neural network(ANN). It is preferable to build
an assembly of classifiers like ANN, MARS and SVM to
improve the detection accuracy. Zhang and Shen (2005) used

SVM for building an intrusion detection. The system employed
text processing methods based on occurrence of system call
implemented by the program. Horng et al. (2010) developed
a network intrusion detection model using SVM and inte-

grated with BRICH hierarchical clustering for preprocessing.
The grouping process reduced the data set thereby decreasing
the training time and hence SVM classifiers resulted in higher

performance. Ilgun et al. (1995) employed rule based tech-
niques to design and develop IDS, where the expert knowledge
is considered as a rule set. Lee et al., (1999) used the data min-

ing technique to create association rules instead of human
experts as an analytical model. The drawback of such methods
is a large number of association rules are defined thus increas-

ing the complexity of the model.
Due to the large dimensionality of network data, many

intrusion models were developed with feature selection con-
sidered as a step of preprocessing. Mukkamala (2005)

deployed a feature selection technique during preprocessing.
At every instance, one input feature is disassociated from
the dataset while the residual data set is employed for train-

ing and testing. The features are graded based on a set of
rules pertaining to the classifiers performance before and
after feature selection. Chebrolu et al. (2005) categorized pri-

mary features in constructing an IDS that is very crucial for
real world detection. Markov model and decision tree has
been used in the feature selection process. Bayesian network
combined with regression trees were used to build the intru-

sion detection model. Sung and Mukkamala (2003) elimi-
nated one feature at every time instance to conduct
experiments on SVM integrated with neural network. The

authors used only 34 significant features rather than all 41
feature sets and obtained a significant performance change
in the intrusion detection. Zaman (2009) developed a feature

selection technique to construct a lightweight IDS. The pro-
posed approach employed a fuzzy enhanced support vector
etection model using fusion of chi-square feature selection and multi class SVM.
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decision function (Fuzzy ESVDF) to improve efficiency. The
IDS advances in scalability, extendibility resulting in satisfac-
tory system performance. Amiri et al. Amiri et al. (2011)

developed a simple and effective feature selection technique
according to mutual information technique. The authors
investigated both linear correlation and mutual information

and the proposed method resulted in better accuracy espe-
cially for the minority attacks. Senthilnayaki et al. (2014)
built an IDS model with gain ratio as feature selection tech-

nique and two classification techniques namely support vec-
tor machine and rule based classification were used for
identifying the class label. The method however achieved
higher accuracy levels only for DoS attacks. Farrahi and

Ahmadzadeh (2015) developed an intrusion detection model
by using k-means clustering and multiple classifiers such as
Naı̈ve Bayes, support vector machine and OneR algorithms.

This model resulted in a better accuracy for normal traffic
and DoS attack only whereas the false alarm rate was higher
for Probe,U2R and R2L attacks. Saxena and Richariya

(2014) built an intrusion detection model using gain ratio
as the feature selection technique and SVM integrated with
particle swarm optimization (PSO) was deployed as the clas-

sifier. The resulted accuracy levels were high but the time
computation of employing SVM with PSO was not analyzed
which is a crucial factor when optimization is performed.

Thus many hybrid models integrating feature selection and

classification technique were developed to improve prediction
accuracy. Kasliwal et al. (2014) developed a hybrid model by
integrating Latent Dirichlet Allocation(LDA) and genetic

algorithm(GA). LDA performs the identification of an optimal
set of attributes for classification and GA is used for comput-
ing the initial score of data items and performs breeding, eval-

uation of fitness and finally filtering to produce a new
generation. Sarasamma et al. (2005) integrated Self Organizing
Map with consistency based feature selection for identifying

the attacks in the network. Kuang et al. (2014) proposed a
novel support vector machine combining kernel principal com-
ponent analysis (KPCA) with genetic algorithm. A multi layer
SVM classifier was adopted to determine whether an action

results in an attack. An improved kernel function was pro-
posed by embedding the mean and the difference of mean
square values of attributes. Genetic algorithm optimized the

punishment factor C, kernel parameter o and tube size e of
SVM. This model resulted in higher accuracy, faster speed
and good generalization capability. Sumaiya Thaseen and

Aswani Kumar (accepted for publication) proposed a novel
model for intrusion detection by integrating PCA and support
vector machine (SVM) after optimizing the kernel parameter
using variance of samples belonging to same and different

class. This variance plays a major role in identifying the opti-
mal kernel parameter to be deployed in the model to be
trained. Hence this method resulted in a better classification

accuracy.
Hence from the literature it is very clear that classifiers

along with dimensionality reduction techniques results in good

accuracy by improving the classification rate and a shorter
detection time. The kernel parameter of SVM also plays an
important role in increasing the accuracy. Therefore in this

paper we propose a model to reduce the dimensionality and
improve the classification rate by combining chi square feature
selection technique and optimized kernel SVM. We also
Please cite this article in press as: Sumaiya Thaseen, I., Aswani Kumar, C. Intrusion d
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analyze the computational time required for training and test-
ing the proposed model.
3. Background

In this section we briefly analyze the feature selection and data
mining techniques that are employed in our proposed model.

3.1. Scaling

Network traffic is very huge and contains many features with a

different range of values. Processing the data directly is time
consuming and classification may not be accurate. Hence data
packets undergo a normalization process before dimensional-

ity reduction. Many methods are available for normalization.
The commonly used are z-score, min–max normalization and
decimal scaling. The z-score technique is chosen for the pro-

posed model as it is the simplest normalization technique. This
method preserves the range (maximum and minimum) and
introduce dispersion of series (standard deviation / variance).
The z-score linearly transforms the data in such a way, that

the mean value of the transformed data equals 0 while their
standard deviation equals 1. The transformed values them-
selves do not lie in a particular interval like [0,1] or so. The

transformation formula thus is:

x1 ¼ ðx� �EÞ
s

ð1Þ

where x is the current sample, x1 is the transformed sample, �E
denotes the mean of the data and ‘s’ represents the standard
deviation.

3.2. Feature selection

Feature selection and ranking are very crucial for intrusion
detection. Feature selection is the process of obtaining the

score for each potential feature and then obtaining the excel-
lent ‘k’ features. Scoring is done by counting the frequency
of a feature in training positive and negative class samples sep-
arately and then obtaining a function of both. There are many

features that have to be monitored for intrusion detection out
of which certain features will be useful and others may be use-
less. The removal of useless features enhances the accuracy and

decreases the computation time thereby achieving higher
performance.

The commonly known metrics are chi-squared (CHI),

Information Gain, Correlation Coefficient and Odds Ratio
(OR). Yang and Pedersen (1997) reported that CHI performed
best for multi class data. Hence chi-square feature selection

metric is used in our model.

3.2.1. Chi-square feature selection (chi)

Chi-squared is a numerical test that measures deviation from

the expected distribution considering the feature event is inde-
pendent of the class value. The chi square value is calculated
from the following metrics such as true positives (tp), false pos-
itives (fp), true negatives (tn), false negatives (fn), probability

of number of positive cases Ppos and probability of number
of negative cases Pneg.
etection model using fusion of chi-square feature selection and multi class SVM.
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chi� square metric ¼ tðtp; ðtp þ fpÞPposÞ þ tðfn; ðfn
þ tnÞPposÞ þ tðfp; ðtp þ fpÞPnegÞ
þ tðtn; ðfn þ tnÞPnegÞ ð2Þ

where t (count, expect) = (count – expect)2/expect.
The chi-square approach consists of the following steps:

(i) Specify the hypothesis
(ii) Devise an analysis plan

(iii) Examine sample data
(iv) Deduce results.

3.2.1.1. Devise an analysis plan. After the hypothesis is stated,
the analysis plan specifies how to utilize model data to accept

or reject the hypothesis. The plan must specify the following:

(i) Significance rank: Researchers choose significance level
equal to 0.01,0.05 or 0.10 but it can be any value

between 0 and 1.
(ii) Test method: The chi-square test is used to test indepen-

dence level to identify whether there is a considerable

relationship between two categorical attributes.

3.2.1.2. Examine sample data. The sample data have to be ana-
lyzed to calculate the degrees of freedom, predictable frequen-
cies, test value and the P-value associated with the test.

ðiÞ Degreesof freedom : DF ¼ ðr� 1Þ � ðc� 1Þ ð3Þ
where r is the number of levels of one categorical variable and
c is the number of levels for other categorical variable.

ðiiÞ Test Statistic :

v2ðf; cÞ ¼ N � ðAD� CBÞ2
ðAþ CÞðBþDÞðAþ BÞðCþDÞ

" #
ð4Þ

where A=No. of times feature ‘t’ and class label ‘c’ co-occurs.

B =No. of times ‘t’ appears without ‘c’
C=No.of times ‘c’ appears without ‘t’.
D= No.of times neither ‘c’ nor ‘t’ appears.

N= Total number of records.

3.2.2. Ranking methodology

At every time instance, one input feature is removed from the
sample and the resulting sample is then used for training and
testing of the model. The important features are ranked

according to a set of rules based on performance. The proce-
dure is specified as follows:

(i) Delete one input attribute from the data (training and
testing).

(ii) The resultant data are used for training and testing the
classifier.

(iii) The results of the classifier are analyzed using the perfor-
mance metrics.

(iv) The rules are used to rank the attribute by its impor-

tance level.
(v) Repeat the steps 1 to 4 for each of the attributes.
Please cite this article in press as: Sumaiya Thaseen, I., Aswani Kumar, C. Intrusion d
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3.3. Support vector machine classification model

Supervised machine learning solves the problem of assigning
labels to records where the labels are assigned from a finite ele-
ment set. This technique is called as multi class learning.

Numerous algorithms have been developed for multi class
learning constructed upon classification algorithms for binary
problems. Many multi class learning algorithms such as deci-
sion tree, specialized versions of boosting such as AdaBoost

and support vector machines have been used. One of the dom-
inating approaches for the problem of multi class learning is
support vector machine wherein a single multi class problem

is modified into multiple binary problems. A SVM is a binary
classifier, that is, the class labels contain only two values + 1
and -1. Many real world problems have to be assigned in mul-

tiple classes. Hence we employ a multi class SVM.

3.3.1. Multi class SVM model

Construct a set of binary classifiers f1, f2 . . . fN for 1 . . .N classes

each trained to differentiate one class from the rest. A multi
class categorization can be obtained by combining them
according to the maximal output before applying the sgn func-

tion.where

argmax gkðxÞ

where gkðxÞ ¼
Xn

i¼1

yia
k
i kðx; xiÞ þ bk

where k ¼ 1 . . .N

ð5Þ

wherein gk (x) returns a signed real value which is the distance
from the hyper plane to the point x. This value is referred as

the confidence value. The higher the value, the more confident
we are that the point x belongs to positive class. Hence we need
to assign x to the class having highest confidence value.

Given normal data v ¼ fx1; x2 . . . xmg 2 Rd and let r be the

radius of the hypersphere and c e Rd which is the center. The
optimization problem can be solved by determining the mini-
mum enclosing hypersphere.

Minimize r2

Subject to jjUðxjÞ � cjj2 6 r2; j ¼ 1; . . .m
ð6Þ

Lðc; r; aÞ ¼ r2 þ
Xm
j¼1

ajfjjUðxiÞ � cjj2 � r2g ð7Þ

Setting the derivatives
@Lðc; r; aÞ

@c
¼ 2

Xn

j¼1

ajðUðxjÞ � cÞ ¼ 0

ð8Þ
We can obtain the following equation,

Xm
j¼1

aj ¼ 1 and c ¼
Xm
j¼1

ajUðxjÞ

Hence the Eq. (7) becomes,

Lðc; c; aÞ ¼
Xm
j¼1

ajkðxj; xjÞ �
Xm
i;j¼1

aiajkðxi; xjÞ ð9Þ

which is the dual form of Eq. (7).
The dual form of a can be obtained by solving the optimiza-

tion problem,
etection model using fusion of chi-square feature selection and multi class SVM.
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Figure 1 Proposed intrusion detection model using multi class

SVM.
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Maximizing,

WðaÞ ¼
Xm
i¼1

aikðxi; xiÞ �
Xm
i;j¼1

aiajkðxi; xjÞ ð10Þ

Subject to

Xm
i¼1

ai ¼ 1 and ai P 0; i ¼ 1tom:

It should be noted that lagrange multiplier can be non-zero
only if the inequality constraint is an equality for the solution.

The complementarity conditions are satisfied by the opti-

mal solutions for a; ðc;!Þ given by,

aifjjUðxiÞ � cjj2 � r2g; i ¼ 1 . . .m ð11Þ
Hence it implies that the training samples xi lie on the

surface of the optimal hypersphere corresponding to ai > 0.
The decision function becomes,

fðxÞ ¼ sgn ðr2 � jjUðxÞ � cjj2Þ
This implies,

¼ sgnðr2 � fUðxÞ:UðxÞÞ � 2
Xm
i¼1

aiUðxÞ:UðxiÞÞ

þ
Xm
i;j¼1

aiajðUðxiÞ:UðxjÞÞgÞ

¼ sgnðr2 � fkðx; xÞ � 2
Xm
i¼1

aikðx; xiÞ

þ
Xm
i;j¼1

aiajkðxi; xjÞgÞ ð12Þ

Thus the aim of obtaining minimum enclosing hypersphere
containing all training samples is satisfied.

3.3.1.2 One-versus-all SVM. This technique is one of the simple
multiclass classifiers frequently used in SVMs which has the
following properties:

(i) Solve M different binary problems: classify ‘‘class k”
versus ‘‘the rest classes” for k = 1. . .M

(ii) Assign a test model to the class which is having largest

fk(x) (most positive value), where fk(x) is the kth
problem.

This approach is very simple to implement and it performs
well in practice. Hence in this paper we have followed this
approach.
4. Proposed work

In this section we propose a hybrid model for intrusion identi-

fication using chi-square feature selection and multi class
SVM.

4.1. Proposed methodology

The proposed model integrates rank based chi-square feature
selection with multi class SVM optimized by kernel scale.
Fig. 1 shows the block diagram of the proposed model.

Normalization is performed as the initial preprocessing step
Please cite this article in press as: Sumaiya Thaseen, I., Aswani Kumar, C. Intrusion d
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followed by feature selection using chi-square based feature

selection. The proposed model employs two stages: In the first
stage, chi square feature selection finds an optimal subset of all
attributes and removes low rank attributes. The ranking plays

a major role in identifying the high priority attributes that are
crucial for classification. In the second stage, the data are
divided into validation, training and test set. The validation

set is used to obtain the optimized kernel parameter (gamma)
and overfitting constant ‘C’ which is explained in Section 4.2.
The parameters that result in best cross validation accuracy are

retrieved as optimal parameters. The optimal parameters are
then fed to the SVM classifier to train the model for the
training set. The trained model is used to predict the label
for the test data set. Algorithm 1 shows the step by step

analysis of feature selection performed by chi-square ranking
and integration with multilevel SVM. In the next sub section
we discuss the methodology for tuning the parameters gamma
etection model using fusion of chi-square feature selection and multi class SVM.
://dx.doi.org/10.1016/j.jksuci.2015.12.004
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Figure 2 Classification using multi class SVM with parameter

tuning technique.
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and overfitting constant C and predicting the class label using
multi class SVM.

4.2. Optimization of Radial Basis Function (RBF) kernel
parameter c and overfitting constant ‘C’

A model is usually validated using ‘k’ folds of the training data

where k is the number of partitions. During cross validation,
the SVM model parameters ‘C’ and gamma are trained on
the remaining part of the data considered as a test set to com-

pute the performance measure. This approach is called cross
validation.

Algorithm 1. Chi-square Multi Level SVM optimized by

variance tuning

Input:

Tc = Training Data of all features of NSL-KDD data set.

C = class labels of training data.

Algorithm

Initialize S = {F1. . .Fn}
For each feature {f} in the training set, Compute chi-square

metric using Eq. (5)

If (ðv2 < thresholdÞ
S = S � {f}

Else

Continue;

End For

Take training data Tc with reduced feature set and randomly split

into training set Ttrn ¼ fðxt1; yt1Þ . . . ðxtn; ytnÞg validation set

TVal ¼ fðxv1; yv1Þ . . . ðxvn; yvnÞg and test set.

Ttest ¼ fðxt1; yt1Þ . . . ðxtn; ytnÞg
For every validation data Tval

For every f in S

Determine r2 of every feature and substitute in kernel using Eq.

(13)

Determine C with various margins ‘s’ using Eq. (14)

Train the SVM model with different C and gamma

End For

End For

Obtain the (C, gamma) with best accuracy

For every training data Ttrn

Train the SVM model with the optimized model parameters.

End For

For every test data Ttest

Predict the label ycrit for each sample

End For ‘s’

Display confusion matrix of test data.

The RBF Kernel is obtained as follows

kðxi; xjÞ ¼ expð�cjjxi � xjjj2Þ ð13Þ
where jjxi � xjjj2 is the squared Euclidean measure of distance

between two feature vectors and gamma is represented by c =
1

2r2 and r2 is the variance associated with each attribute in the

validation data set. This variance is optimized using cross
validation.

The objective function of SVM is

min jjwjj2 þ C
X

n ð14Þ
where ‘w’ is the margin of hyperplanes, n is the error rate due
to slack variables and C is the overfitting constant. If ‘C’ is
very large, optimization algorithm will reduce ||w|| leading to
Please cite this article in press as: Sumaiya Thaseen, I., Aswani Kumar, C. Intrusion d
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generalization loss. If ‘C’ is small, it leads to a large training

error. Hence it is very crucial to identify optimal value of ‘C’.
The cross validation accuracy before optimization is 95%

with a C value of 1 and gamma value of 0.01 obtained after

feature selection whereas the optimization accuracy increases
to 99% when the guassian value increases to 0.07. This result
is achieved nearly after 31 iterations of modifying the kernel
parameter value for all data in the validation set.

A larger value of r will result in a smooth decision surface
and a systematic decision boundary. Hence our optimization
using variance tuning will determine an optimal r that will

result in a better accuracy. The kernel parameter and the over-
fitting constant C obtained after the cross validation is given to
train the SVM model and finally predict the label of the test

data set as shown in Fig. 2.

5. Implementation and results

The experiments were conducted on MATLAB R2012A inte-
grated with libSVM package which supports support vector
classification (C-SVC, mu-SVC), regression (epsilon SVR,

nu-SVR) and distribution estimation (one-class SVM). It also
supports multi class classification. Experiments were per-
formed on NSL-KDD (Nsl) dataset. The data sets contain five
categories of network traffic namely normal, denial of service

(DoS), unauthorized access to local supervisor privileges (User
to Root,U2R), Remote to Local (R2L) and probe. A descrip-
tion of NSL- KDD data set and its attacks can be obtained
etection model using fusion of chi-square feature selection and multi class SVM.
://dx.doi.org/10.1016/j.jksuci.2015.12.004
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from Nsl. The entire dataset is taken for our analysis contain-
ing 33,300 records. Nearly 8325 records are used as training
data and 24,975 records are used as testing set. The sample size

is proportionately taken so as to have a small training set and
train all samples of network traffic and then test a large num-
ber of samples. Z-score normalization is performed before the

start of the experiments by determining the frequency of the
values and converting into numerical attributes and thereby
transforming all attributes into the normalized format.

The non-numerical attributes are transformed into numeric
by discretization. This is done by grouping categorically to an
appropriate integer. Grouping is the process of recoding into a
specified number of categories or recoding by interval. The

three attributes present in the NSL-KDD data set that are dis-
cretized are protocol_type, service and flag. The protocol type
such as tcp, udp is transformed into 1 and 2. The service at the
Table 1 Attributes selected by chi-squared technique.

Rank Attribute Attribute number in the

KDD set

Descr

1 Service 3 Differ

2 Dst_bytes 6 The n

3 Dst_host_diff_srv_rate 35 Percen

conne

4 Diff_srv_rate 30 Percen

conne

5 Flag 4 Conn

RSTO

6 Dst_host_serror_rate 38 Percen

conne

7 Dst_host_srv_count 33 Total

8 Same_srv_rate 29 Percen

conne

9 Count 23 Sum o

10 Dst_host_same_srv_rate 34 Percen

11 Dst_host_srv_serror_rate 39 Percen

12 Serror_rate 25 Percen

conne

13 Src_bytes 5 The n

14 Dst_host_srv_diff_host_rate 37 Percen

15 Srv_serror_rate 26 Percen

conne

16 Dst_host_same_src_port_rate 36 Percen

17 Logged_in 12 If log

18 Dst_host_Count 32 Total

19 Hot 10 Total

20 Dst_host_rerror_rate 40 Percen

dst_h

21 Srv_count 24 Sum o

22 Duration 1 Durat

23 Srv_diff_host_rate 31 Percen

conne

24 Dst_host_srv_rerror_rate 41 Percen

dst_h

25 R error_rate 27 Percen

in cou

26 Protocol_type 2

27 Srv_r error_rate 28 Percen

srv_co

28 Is_guest_login 22 If the

29 Srv_count 24 Sum o

30 Num_compromised 13 Sum o

31 Num_failed_logins 11 Total
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destination such as http, telnet is transformed into 1 and 2.
Flag values are also transformed into respective numerical cat-
egory. The correlation between the attributes can influence the

classification result. Eliminating crucial features accidentally
can reduce the classification result. Hence the 41 attributes
of network traffic are carefully examined and 31 attributes

are obtained as optimal subset which is shown in Table 1.
Table 1 shows the attributes selected by Ranker based chis-
quare feature selection technique. Only 31 attributes are

selected out of the complete 41 attributes based on the ranking
search method.

Table 1 shows the attributes selected by Ranker based chis-
quare feature selection technique. Only 31 attributes are

selected out of the complete 41 attributes based on the ranking
search method. The reason for selecting the chi-square based
feature selection is that it selects a combination of continuous
iption

ent types of services provided such as http,ftp, smtp, telnet and other

umber of bytes accepted in one connection

tage of connections that exist for different services among

ctions in dst_host_count

tage of connections that exist for different services among

ctions in count

ection status.Possible status are SF,S0,S1,S2,S3,OTH,REJ,RSTO,

SO,SH,RSTRH,SHR

tage of connections that activated the flag s0,s1,s2 or s3 among

ctions in dst_host_count

connections to specific destination port

tage of connections that were exist for the same service among

ctions in count

f connections to specific destination

tage of connections to the same service

tage of connections that activated the flag.

tage of connections that activated the flag s0,s1,s2 and s3 among

ctions in count

umber of bytes sent in one connection

tage of connections to various destinations

tage of connections that activated the flag s0,s1,s2 and s3 among

ctions in srv_count

tage of connections to the same source port

in value is correct then assign 1 else 0

connections to specific IP

number of hot connections

tage of connections that activated the flag among connections in

ost_count

f connections to same destination port

ion of connection

tage of connections that exist to different destinations among

ctions in srv_count

tage of connections that activated the flag among connections in

ost_srv_count

tage of connections that activated the flag REJ among connections

nt

tage of connections that activated the flag among connections in

unt

user is logged in as a guest or visitor

f connections to a specific destination port

f times ‘‘not found” fault obtained in a connection

number of incorrect logins in a specific connection
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Table 3 Detailed accuracy by class obtained after feature

selection.

Class TP rate FP rate Precision Recall F-measure ROC area

Normal 0.996 0.004 0.995 0.996 0.996 0.999

DoS 0.999 0.001 0.998 0.999 0.998 1

R2L 0.987 0.001 0.992 0.987 0.99 0.999

Probe 0.992 0.001 0.992 0.992 0.992 1

U2R 0.739 0 0.895 0.739 0.81 0.968

Table 4 Confusion matrix obtained after feature selection.

Probe DoS U2R R2L Normal

2375 13 0 0 165

3 8845 0 0 90

0 0 10 3 22

0 0 0 1619 186

101 88 3 58 11,394
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and discrete features whereas dimensionality reduction meth-
ods select only continuous features discarding the discrete
features.

Hence in this paper we have deployed a ranking based fea-
ture selection technique that selects a combination of continu-
ous and discrete features.

Table 2 shows the performance metrics such as kappa
statistic, mean absolute error and root mean square error.
Kappa statistic is a measure of classification in categorical

data. A kappa coefficient of 1 means a perfect statistical model
whereas a 0 represents every model value is different from the
actual value. The higher the value, the more statistic correla-
tion between attributes. Mean absolute error (MAE) is the

average of difference between the predicted and actual values.
Root mean square error (RMSE) is the average of squared dif-
ference between every computed value and its corresponding

correct value. MAE and RMSE should be close to 0 as mini-
mum error rate results in better accuracy.

Table 3 shows the performance metrics of each class such as

DoS, Probe, U2R, R2L and normal. The false positive rate is
very less and the true positive rate is very high which is an
important criteria to be achieved for any intrusion detection

model. Precision, recall and f-measure are the other perfor-
mance metrics analyzed. Precision also called as positive pre-
dictive value is the fraction of retrieved instances that are
relevant. Recall also known as sensitivity is the fraction of rel-

evant instances that are retrieved. F-measure is a common
evaluation metric that combines precision and recall. All the
three derived metrics should be close to 1 for a good model.

Table 4 shows the confusion matrix of each class obtained
after feature selection. The rows in the matrix represent true
values; columns represent predicted values and entries along

the diagonal specify correct predictions (see Table 5).

5.1. Performance analysis

The performance of our model is measured using the following
metrics. These values are true positives (TP), true negatives
(TN), false positives (FP) and false negatives (FN) where TP
specifies the normal behavior that is correctly predicted, FP

denotes the normal behavior wrongly assumed as abnormal,
TN indicates the normal performance that is identified as cor-
rect and FN specifies the abnormal performance that is misde-

tected as normal.

ðiÞ Accuracy ¼ TPþ TN

TPþ FPþ FNþ TN
ð15Þ

ðiiÞ False Alarm rateðFARÞ ¼ FN

TNþ FP
ð16Þ
Table 2 Performance metrics of the model after ranker + chi-

square attribute evaluation.

Correctly classified instances 35,360 (95.492%)

Incorrectly classified instances 1682 (4.5408%)

Kappa statistic 0.9351

Mean absolute error 0.0243

Root mean squared error 0.1102
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These parameters play a crucial role in evaluating the per-

formance of the intrusion detection model. Table 6 shows
the accuracy and false positive rate obtained for the selected
31 features with different C and gamma parameters after a ser-

ies of iterations. The best accuracy results are alone depicted in
the table whereas the model was tested on various range values
of C:[1,10,100,1000] and gamma[0.01,0.03,0.05,0.07,0.09,0.00

1,0.0001]. It is evident that high accuracy is obtained when
the C value is 1 and gamma value is 0.07 which is indeed a
coarse range identified. Hence as the scale increases, accuracy
increases and false positive rate decreases.

Fig. 3 shows the accuracy comparison of the proposed
model with traditional binary SVM techniques using dimen-
sionality reduction techniques. It is evident from the graph

that the proposed model results in higher accuracy and is supe-
rior to binary class SVM techniques where the parameters are
randomly selected. Feature selection by PCA in existing tech-

niques can result in discriminatory information that may hin-
der the improvement of classification performance. Hence
feature selection by chi-square in the proposed model aims
to improve the training, testing time and generalization perfor-

mance of the classifier. Single SVM has to perform more cross
judging and hence results in increased training time. Though
N-KPCA-GA-SVM model is better than other three methods

KPCA-GA-SVM, PCA-GA-SVM and single-SVM with
respect to training time and optimization of the network
parameters, the accuracy rate is much improved in the pro-

posed model. Moreover the proposed model does not cause
large fluctuations in the detection performance.
Table 5 Accuracy obtained by parameter tuning technique.

C Gamma Mean accuracy (%) False Alarm rate (%)

1 0.001 88 12

1 0.01 94 6

1 0.03 96 4

1 0.05 96.3 3.7

1 0.07 98.1 1.9

10 0.001 97.7 2.3

10 0.01 96.3 3.7

etection model using fusion of chi-square feature selection and multi class SVM.
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Table 6 Confusion matrix obtained after multi class SVM.

Normal DoS R2L Probe U2R

15,543 19 14 23 2

13 11,843 0 3 0

27 1 2377 1 2

21 3 3 3359 0

10 0 2 0 34
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Fig. 4 shows the individual class accuracy of the proposed
model in comparison with other techniques used for intrusion

detection. To detect the normal, probe and DoS classes, the
CANN approach performs slightly better. However K-NN
can identify some U2R and R2L cases but CANN cannot.

These results show that the CANN approach with 19- dimen-
sional dataset does not detect U2R and R2L attacks as effi-
ciently as K-NN. It is also to be noted that a drastic
reduction in dimensionality can also result in failure of minor-

ity attack identification. Therefore in comparison with other
techniques the individual class accuracy for minority attack
is greater in our model which depicts that our aim is to focus

on all attack categories rather than restricting to individual
attacks.

Fig. 5 shows the false alarm rate (in %) comparison of the

proposed model with traditional binary SVM techniques and
the graph shows the false alarm rate of the proposed model
is very less. One versus all (OVA) SVM has the lowest error
97.04
87.61
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rate (Madzarov, 2008) in comparison with other techniques
such as one-against-one (OVO), Binary Tree of SVM (BTS)
and Directed acyclic graph SVM(DAGSVM) based on the

experiments conducted in various data sets of UCI repository
(Blake et al., 1998). Though the OVO approach has little
higher training and testing time it is still preferable as the error

rate is very less in comparison with other traditional binary
SVMs.

Table 7 shows the results obtained by comparing the run

time of the different dimensional data sets used for classifica-
tion. The data preprocessing time includes the data loading
time. As we can observe, a longer run time is needed for the
dataset containing high dimensions. Thus the entire data set

without feature selection requires 4.09 h whereas a 31 dimen-
sional dataset requires only half of the training and testing
time. Comparing the run time with the most recent related

works, (ie. testing times) Lin et al. (2015), Kim et al. (2014)
and Nadiammai and Hemalatha (2014) obtained times of 13,
11.2 and 8 s which had the complete KDD data set containing

about 4,00,000 data packets whereas our experiments deal with
33,300 records only which is an improvised version of KDD
data set. The findings suggest that a significant amount of time

is reduced for training and testing when dimensionality is
reduced and hence this technique proves to be better than
other existing techniques with respect to accuracy, false alarm
rate and run time analysis.

Applications with large number of data sets find multi class
SVM’s computationally more expensive and hence deal with
binary SVM’s (Hsu and Lin, 2002). But in our model we are
3.85

57.02

99.98

17.31

91.7498.87

76.92

96.37

DoS U2R R2L

d model with other models

itle

Proposed Approach

odel with other intrusion models over 5 classes.

5.18

88.61

86.75

A-SVM[32] PCA-GA-SVM[33] Single-SVM[19]

roaches

itle

ed model based on accuracy.
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Figure 5 Performance comparison of proposed model based on

false alarm rate.

Table 7 Run time of different dimensional datasets.

Data

preparation

Training

and testing

41 Dimensional data set applied to

SVM with parameter tuning

600 s

(10 min)

4.09 h

(14,729 s)

31 Dimensional data obtained through

chi-square feature selection applied to

SVM with parameter tuning.

420 s

(7 min)

2.84 h

(10,235 s)
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dealing with one-against-all SVM which is one of the earliest
SVM multi class classification available. In this model the
multi class problem is solved by decomposing into several bin-
ary classes which results in better accuracy.

5.2. Discussions

The proposed intrusion detection model is an integration of

chi square feature selection and multi class support vector
machine optimized by parameter tuning technique. This
approach is different from the traditional approaches as the

curse of dimensionality is high in large data sets. Hence an
integration of feature selection and classification results in a
better classification accuracy of the individual attacks in com-
parison to other approaches discussed above. SVM is one of

the generalized learning algorithms and many variants of
SVM such as One-versus-All and One-versus-One are applica-
ble to this domain. The reason for selecting One-versus-All

SVM is because the unknown pattern is determined according
to the maximum result obtained from all SVMs which results
in a negligible error rate. The SVM model parameters are

tuned by the parameter tuning technique discussed in Sec-
tion 4.2 which is an additional optimization task performed
to yield a better prediction. The training of the classifier with

optimized parameters assures the prediction label is accurate
for the test set. The novelty of this approach is this kind of
optimization tuning has not been performed on a multi class
SVM classifier for improving the accuracy of attack detection

rate in network traffic.

6. Conclusion

This paper proposes an intrusion detection model using chi-
square feature selection and multi class support vector
Please cite this article in press as: Sumaiya Thaseen, I., Aswani Kumar, C. Intrusion d
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machine. A parameter tuning technique is adopted for opti-
mization of RBF kernel parameter gamma and overfitting con-
stant ‘C’. The reason for employing multi class SVM is that it

has not been used for intrusion detection and the accuracy of
individual attack types have not been analyzed in detail. The
other advantage is multi class SVM reduces training and test-

ing time. The investigational results on NSL-KDD dataset
which is an enhanced version of KDDCup 1999 dataset shows
that our proposed model results in high detection rate and low

false alarm rates in comparison to other traditional
approaches.

For future enhancements, we may develop some algorithms
combining kernel methods with other classification methods

for pattern analysis and optimization techniques for SVM
parameter optimization.
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