Abstract

This paper discusses the problem of single channel speech enhancement in stationary environments, and proposes Wiener filtering with the recursive noise estimation algorithm. The Wiener filter is a linear estimator and minimizes the mean-squared error between the original and enhanced speech. The algorithm is implemented in the frequency domain and depends on the filter transfer function from sample to sample based on the speech signal statistics; the local mean and the local variance. For the noise estimation, the recursive noise estimation approach is used. In this approach, the noise estimation is done by past and present spectral power values, using a smoothing parameter. The value of smoothing parameter is selected in between [0 1]. For the performance evaluation of the proposed speech enhancement algorithm objective evaluations with informal listening tests are conducted for the speech sentences, pronounced by male and female speakers from the NOIZEUS corpus, degraded by White as well as Pink noise types at different SNR levels. For objective measures, signal to noise ratio, segmental signal to noise ratio, and the perceptual evaluation of speech quality are used. The measures prove that the speech enhanced by proposed algorithm is more pleasant to the human ear for both noise conditions in comparison to the conventional speech enhancement method.
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1. Introduction

Speech is one of the most fundamental means of communication between human to human and human to machine in various fields via automatic speech recognition and speaker identification. The present day speech communication systems are severely degraded due to various types of noises which make the listening task difficult for a direct
listener and cause inaccurate transfer of information. Therefore, the noise suppression is one of the main motives of various research endeavours in the field of speech processing over the last few decades. The researchers attempted to suppress the noise level of degraded speech without distorting the speech signal and also tried to make a speech more pleasant and understandable to the listener. The main purpose of speech enhancement research is to minimize the degree of distortion of the desired speech signal and to improve one or more perceptual aspects of speech, such as the speech quality and/or intelligibility. These two measures are uncorrelated and independent of each other. A speech signal may be of high quality and low intelligibility and vice versa [5-6].

The classification of speech enhancement system is based on the number of microphones of information available for processing into a single channel, dual channel or multi-channel speech enhancement. Although, the performance of multi-channel speech enhancement is better than that of single channel speech enhancement [6], but the single channel speech enhancement is still an important field because of their simple implementation and effectiveness. The single channel is especially useful in mobile communication applications, where only a single microphone is available due to cost and size considerations. The block diagram of single channel speech enhancement system is shown in Fig. 1.

![Block diagram of single channel speech enhancement system](image)

**Fig. 1.** Block diagram of single channel speech enhancement system.

The spectral subtraction (SS) is one of the most popular and computationally efficient methods for enhancement of single channel speech. The first comprehensive spectral subtraction method was proposed by Boll and is based on the non-parametric approach [1, 5-7]. The SS method exploits the fact that one can obtain an estimate of the clean speech signal spectrum simply by subtracting the noise spectrum from the noisy speech spectrum. But the enhanced signal derived by the SS method is not optimal. Thus, we now turn our attention to Wiener filtering, which is conceptually similar to spectral subtraction but replaces the direct subtraction with an optimal estimate of the clean signal spectrum in a minimum mean square error (MMSE) sense [2-3, 6-8].

In this paper the Wiener filtering with recursive noise estimation algorithm is proposed to enhance the speech degraded by stationary noises. The noise is estimated by first order recursive relation, using a smoothing parameter. The value of smoothing parameter is selected in between [0 1]. The proposed speech enhancement algorithm allows to find the best tradeoff between the amount of noise reduction, the speech distortion and the level of remnant noise in a perceptive view.

The paper is systematized as follows. In Section 2, the review of the spectral subtraction method is described with its connection in filtering domain. In Section 3, the recursive noise estimation approach is described. In Section 4, the
Wiener filtering with recursive noise estimation algorithm is detailed. Finally, an objective evaluation with informal listening tests of the WF-RANS is performed in Section 5.

2. Spectral Subtraction Method

For an implementation of the spectral subtraction method, few assumptions are necessary. Firstly, the speech signal is assumed to be stationary and the noise spectrum does not change significantly in between the update periods; secondly, the speech and noise should be additive and uncorrelated wide-sense stationary (WSS) random stochastic processes with zero-mean [1] and thirdly, the phase of the noisy speech is kept unchanged, since it is assumed that the phase distortion is not perceived by the human ear.

Assume that the noisy speech \( y[n] \) can be expressed as
\[
y(n,k) = s(n,k) + d(n,k),
\]
where \( s(n,k) \) is the clean speech and \( d(n,k) \) is the additive noise. As the enhancement is carried out according to the frame, the above model can be expressed as
\[
y(n,k) = s(n,k) + d(n,k), \quad n = 0,1,2,\ldots,(N-1); \quad k = 1,2,\ldots,N
\]

Here \( n \) is the discrete time index, \( k \) is the frame number and \( N \) is the length of the frame.

\[
Y(\omega, k) = S(\omega, k) + D(\omega, k)
\]

Here \( \omega \) is the discrete angular frequency index of the frames.

\[
Y(\omega, k) = \sum_{n=0}^{\infty} y(n)w(k-n)e^{-j\omega n}
\]

where \( w[n] \) is analysis window, which is time-reversed and shifted by \( k \) samples. Multiplying both sides of (2) by their complex conjugates, we get

\[
|Y(\omega, k)|^2 = |S(\omega, k)|^2 + |D(\omega, k)|^2 + 2|S(\omega, k)D(\omega, k)|
\]

(4)

\[
|S(\omega, k)|^2 \]

is the short-time power spectrum of speech. The \( |D(\omega, k)|^2 \) and \( |S(\omega, k)D(\omega, k)| \) can’t be obtained directly and are approximate as

\[
E\{|Y(\omega, k)|^2\} = E\{|S(\omega, k)|^2\} + E\{|D(\omega, k)|^2\} + 2E\{|S(\omega, k)D(\omega, k)|\}
\]

(5)

where \( E\{\} \) represents the expectation operator. As the additive noise is assumed to be zero-mean and uncorrelated, the \( |S(\omega, k)D(\omega, k)| \) reduces to zero

\[
E\{|Y(\omega, k)|^2\} = E\{|S(\omega, k)|^2\} + E\{|D(\omega, k)|^2\}
\]

(6)

Normally, \( E\{|D(\omega, k)|^2\} \) is estimated during non-speech activity periods and is denoted by \( \hat{P}_d(\omega, k) \). Therefore the estimate of the clean speech power spectrum

\[
\hat{P}_s(\omega, k) = P_s(\omega, k) - \hat{P}_d(\omega, k)
\]

(7)

Here \( \hat{P}_s(\omega, k) \) is called an enhanced speech power spectrum, \( P_s(\omega, k) \) is the noisy speech power spectrum and \( \hat{P}_d(\omega, k) \) is the noise power spectrum which is taken from speaker silence frames [5]. The flow diagram of the spectral subtraction method is shown in Fig. 2.
The major drawback of the spectral subtraction method is that the enhanced speech is accompanied by an annoying perceptible tonal characteristic and affects the human listening, known as musical noise [1, 5-7]. This noise is sometimes more disturbing not only for the human ear, but also for speaker recognition systems. Several variations of spectral subtraction method have been proposed to overcome the problem of musical noise [1, 5-7].

The spectral subtraction (7) can be written as

\[
\hat{P}_s(\omega, k) = P_y(\omega, k) \left[ 1 - \frac{\hat{P}_d(\omega, k)}{P_y(\omega, k)} \right] \\
= P_y(\omega, k) H(\omega) 
\]

(8)

Here, \(H(\omega)\) is the filter gain, which is real.
3. Recursive Averaging Noise Estimation Approach

The noise estimation is the most critical part of the frequency domain enhancement algorithm because the quality of the enhanced speech depends on the accurate noise power spectrum estimation. If the noise estimate is too low, annoying musical noise will be audible, and if the noise estimate is too high, speech will be distorted, possibly resulting in intelligibility loss [4].

In our algorithm, the noise estimation is done by averaging past spectral power values, using a smoothing parameter. The noise power is estimated by the first order recursive relation as

\[
\hat{P}_d(\omega, k) = \alpha \hat{P}_d(\omega, k - 1) + (1 - \alpha) P_y(\omega, k)
\]

(9)

where \( \alpha \) is a smoothing parameter whose value is selected in between [0 1] and \( k \) is the current frame index, \( \omega \) is the frequency bin index, \( P_y(\omega, k) \) is the short-time power spectrum of noisy speech, \( \hat{P}_d(\omega, k) \) is the noise power spectrum estimate in \( \omega \)th frequency bin of current frame and \( \hat{P}_d(\omega, k - 1) \) is the past noise power spectrum estimate.

4. Wiener Filtering with Recursive Noise Estimation Algorithm

The Wiener filter gives the MMSE estimate of the short-time Fourier transform (STFT) whereas the spectral subtraction obtains the MMSE estimate of the short-time spectral magnitude without changing the phase [2-3, 6-8]. Thus, the condition for minimum mean square error is,

\[
H(\omega) = P_{ss}(\omega) = \frac{P_{yx}(\omega)}{P_{ss}(\omega) + P_{dd}(\omega)}
\]

Here \( P_{ss}(\omega) \) and \( P_{dd}(\omega) \) are the signal and noise power spectrum, respectively.

\[
H_{Wiener}(\omega) = P_{ss}(\omega) = \frac{P_{yx}(\omega)}{P_{yx}(\omega)}
\]

(11)

The enhanced signal is estimated as,

\[
\hat{P}_s(\omega, k) = H_{Wiener}(\omega) P_y(\omega, k)
\]

(12)

\[
|\hat{s}[n]| = IFFT[\sqrt{\hat{P}_s(\omega, k)}]
\]

(13)

The estimate of the clean speech spectral magnitude is recombin ed with the noisy phase giving an estimate of the enhanced speech signal as,

\[
\hat{s}[n] = |\hat{s}[n]| \angle y[n]
\]

(14)

The block diagram of the Wiener filtering with recursive noise estimation algorithm (WF-RANS) is shown in Fig. 3.
5. Simulation and Results Analysis:

This section presents the simulation results and performance evaluation of the proposed speech enhancement algorithm, Wiener filtering with recursive noise estimation, and its comparison with the spectral subtraction method. For simulations, we have employed MATLAB software as the simulation platform. For the experimental purpose, the clean speech samples have been taken from NOIZEUS corpus [9], which is a publicly available speech database and is usually used for benchmark experiments. NOIZEUS comprises of 30 phonetically balanced IEEE sentences produced by six speakers. Also, the speech database is sampled at 8 kHz and quantized linearly using 16 bits resolution. A total of four different utterances (two male speakers and two female speakers), has been used in our evaluation.

The noise signals have different time-frequency distributions and therefore present a different impact on speech. Thus, we have taken a computer generated white Gaussian noise (AWGN) and Pink noise for the evaluation of our speech enhancement algorithm [9]. For AWGN case, we have taken noisy samples from the NOIZEUS database while for the pink noise case, first we have down sampled it to 8 kHz and then have mixed with four speech sentences at different signal to noise ratio (SNR) levels, to prepare the speech database.

In our experiments, the noise samples used are of zero-mean and the energy of the noisy speech samples are normalized to unity. The frame size is chosen to be 200 samples (25 ms—a frame time), with 50% overlapping. The sinusoidal Hamming window with size 200 samples is applied to each frame, individually. The windowed speech frame is then analysed using Fast Fourier Transform (FFT) with length 256 samples. The noise is estimated from the noisy speech, using the first order recursive equation (9).

To test the performance of our speech enhancement algorithm, the objective quality measurements like SNR, segmental SNR (SNRseg.), perceptual evaluation of speech quality (PESQ), and for subjective quality tests, informal listening tests have been used [10-12].
Table 1. SNRseg. and PESQ score of Wiener filtering with recursive noise estimation for AWGN noise at different SNR levels.

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>M1</th>
<th>M2</th>
<th>F1</th>
<th>F2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>6.1467</td>
<td>6.1804</td>
<td>7.1277</td>
<td>7.6561</td>
</tr>
<tr>
<td>5</td>
<td>6.1467</td>
<td>6.1804</td>
<td>7.1277</td>
<td>7.6561</td>
</tr>
<tr>
<td>10</td>
<td>6.1467</td>
<td>6.1804</td>
<td>7.1277</td>
<td>7.6561</td>
</tr>
<tr>
<td>15</td>
<td>6.1467</td>
<td>6.1804</td>
<td>7.1277</td>
<td>7.6561</td>
</tr>
</tbody>
</table>

Table 2. SNRseg. and PESQ score of Wiener filtering with recursive noise estimation for pink noise at different SNR levels.

<table>
<thead>
<tr>
<th>SNR (dB)</th>
<th>M1</th>
<th>M2</th>
<th>F1</th>
<th>F2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>7.1804</td>
<td>7.1277</td>
<td>7.6561</td>
<td>8.5195</td>
</tr>
<tr>
<td>5</td>
<td>7.1804</td>
<td>7.1277</td>
<td>7.6561</td>
<td>8.5195</td>
</tr>
<tr>
<td>10</td>
<td>7.1804</td>
<td>7.1277</td>
<td>7.6561</td>
<td>8.5195</td>
</tr>
<tr>
<td>15</td>
<td>7.1804</td>
<td>7.1277</td>
<td>7.6561</td>
<td>8.5195</td>
</tr>
</tbody>
</table>
From the extensive study, it is observed that for every case of input SNR (discussed in this paper), the value of smoothing parameter $\alpha$ increases and the value of SNRseg. is better for both AWGN and Pink noise. This is also supported by PESQ score, which is the objective measure of subjective speech quality.

As described in (9) that the noise estimation approach in the current frame is heavily dependent on noise in previous frame as well as lightly dependent on noisy speech in current frame. Therefore, from the different values of $\alpha$, shown in Table 1 and Table 2, $\alpha = 0.8$ is the suitable value for our algorithm.

Table 3. Output SNR, Output SNRseg. and Perceptual evaluation of speech quality (PESQ) measure results of enhanced speech signals at (0, 5, 10, 15) dB SNRs. English sentence “The line where the edges join was clean”, produced by M1 speaker, “The sky that morning was clear and bright blue”, produced by M2 speaker, “The set of china hit the floor with a crash”, produced by F1 speaker and “She has a smart way of wearing clothes”, produced by F2 speaker is used as original signal.

<table>
<thead>
<tr>
<th>Noise Type</th>
<th>Speech Enhancement Algorithm</th>
<th>SNR (dB)</th>
<th>SNRseg. (dB)</th>
<th>PESQ score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WF-RANS</td>
<td>2.056</td>
<td>4.462</td>
<td>4.460</td>
</tr>
<tr>
<td>F1</td>
<td>AWGN SS</td>
<td>2.289</td>
<td>4.844</td>
<td>5.011</td>
</tr>
<tr>
<td></td>
<td>WF-RANS</td>
<td>2.405</td>
<td>4.900</td>
<td>4.964</td>
</tr>
</tbody>
</table>

The objective results SNR, SNRseg. and PESQ score, shown in Table 3, is for stationary noises. The SNRseg. is higher than the overall SNR for the both AWGN and Pink noise at different input SNR levels. The overall SNR and SNRseg. is better for our proposed algorithm, WF-RANS, in comparison to SS method. Also, the PESQ, which is an objective evaluation of subjective speech quality, score is higher in the case of Pink noise as compared to AWGN noise. It is also concluded from the PESQ score that WF-RANS algorithm outperforms depending on the input SNR and the improvement in the enhancement of degraded speech is better for female speaker than male speaker and even more better in Pink noise case.

From the SNR point of view, for both AWGN and Pink noise cases, the speech enhancement for female speaker is better than male speaker. Also, from SNRseg. point of view, for AWGN noise case, the speech enhancement for female speaker is better than male speaker. But for Pink noise case, it is almost same to male speaker.

Usually, a speech enhancement system produces two main undesirable effects: musical noise and speech distortion. However, these effects are difficult to quantify with the help of traditional objective measures. Therefore, an informal listening test is conducted in this study for observing both the remnant noise and the speech distortion. It can be observed that the remnant structure of musical noise is reduced more by WF-RANS, as compared to SS method. Therefore, speech enhanced by the WF-RANS is more pleasant and the musical noise, if any, has a “perceptual white quality” while distortion remains acceptable. This is confirmed by the values of SNR, SNRseg., and PESQ score and also validated by informal listening tests.
6. Conclusion:

In this paper, the Wiener filtering with recursive noise estimation algorithm was implemented to deal the enhancement of speech degraded by additive noise. For the performance evaluation of the WF-RANS, the objective and subject measures were conducted at different SNR levels for AWGN and pink noise types and compared with the spectral subtraction method. Results show that the quality of speech enhanced by WF-RANS is good and the musical noise is less structured than the spectral subtraction method, while the distortion of speech remains acceptable.
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