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ABSTRACT Recently, Griess and Serwer (1998. Biophys. J. 74:A71) showed that it was possible to use trapping electro-
phoresis and unbiased but asymmetrical electric field pulses to build a correlation ratchet that would allow the efficient
separation of naked DNAs from identical DNAs that form a complex with a bulky object such as a protein. Here we present
a theoretical investigation of this novel macromolecular separation process. We start by looking at the general features of this
electrophoretic ratchet mechanism in the zero-frequency limit. We then examine the effects of finite frequencies on velocity
and diffusion. Finally, we use the biased reptation model and computer simulations to understand the band-broadening
processes. Our study establishes the main experimental regimes that can provide good resolution for specific applications.

INTRODUCTION

When a particle moves in an asymmetrical but periodic
potential under the action of nonequilibrium fluctuations, a
net drift can be observed, even though the net applied force
is zero (Magnasco, 1993). Similar effects can be observed
for asymmetrical fluctuations and symmetrical potentials
(Chialvo and Millonas, 1995), or for various schemes in
which the potential itself is fluctuating (Astumian, 1997).
These systems are often referred to as correlation ratchets
(CRs). Such thermodynamic systems have attracted a lot of
attention recently as a model for molecular motors (Duke et
al., 1995; Jülicher et al., 1997). Applications to the field of
separation science have also been proposed. For example,
Rousselet et al. (1994) have reported the successful (albeit
inefficient) separation of particles using a simple electrostatic
potential with no net force. Slater et al. (1997) proposed a
system in which asymmetrical steric interactions may be used
to separate macromolecules based solely on their internal en-
tropy. Chacron and Slater (1997) suggested an electrophoresis
system in which a correlation ratchet uses a strong field gra-
dient to force the migration of the molecules toward unique
fixed (spatial) points where the resulting bands self-focus
(much like for isoelectrofocusing of proteins).
Gel electrophoresis is the main separation tool of modern

molecular biology laboratories (Andrews, 1986). For exam-
ple, current DNA sequencing and mapping methods are
based entirely on the capacity of gel electrophoresis to
separate DNA fragments that differ in size by less than 1%.
Proteins are also routinely separated by gel electrophoresis
(Guttman, 1996; Dunn and Corbett, 1996). One early ex-
ample of a simple CR-like electrophoretic process was ZIFE
(for zero-integrated field electrophoresis) (Turmel et al.,

1990). In this process, an unbiased (average field is zero)
pulsed field is applied, with short high-field pulses of in-
tensity �H alternating with longer low-field pulses of inten-
sity ��L (see Fig. 1). Because of the nonlinearities (the
electrophoretic mobility � of DNA increases with field
intensity), a large DNA molecule acquires a finite velocity,
in the direction of the high field pulses, despite the absence
of a net (integrated) external applied field.
A simple ratchet process can also be constructed for large

spherical particles being electrophoresed in tight gels. In-
deed, it is well known that a large particle quickly becomes
trapped (stops moving) in a tight gel if the field � is too high
(i.e., if it exceeds some trapping critical value �T; Griess and
Serwer, 1990; Serwer and Griess, 1993). This is apparently
due to the fact that the field drives such a particle into a dead
end, where it stays trapped for an extended period of time
(Griess and Serwer, 1990). If the field is low enough (� � �T),
the Brownian motion eventually frees the particle from the trap
and the migration resumes. ZIFE-like pulses, where we alter-
nate between a high (� � �T) and a reverse low (� � �T) field,
will clearly lead to a net motion in the direction of the low field
intensity for this system. Note that ZIFE pulses actually force
particles and DNA molecules to move in opposite directions.
Ulanovsky et al. (1990) suggested attaching a bulky ob-

ject (protein streptavidin in the original paper) to one end of
the DNA molecule before electrophoresis to increase the
separation between different DNA sizes. The idea is simple:
whereas the protein’s size is responsible for the trapping in
dead ends, it is the electric force on the DNA molecule
(hence the DNA charge) that restricts the escape from the
traps. Therefore, larger DNA molecules are trapped for
longer periods of time, and their mobility is more severely
reduced. This process is called trapping electrophoresis
(TE). The original experimental results were promising
(Ulanovsky et al., 1990), but theoretical investigations
(Slater and Villeneuve, 1992; Desruisseaux and Slater,
1994, 1996; Défontaines and Viovy, 1991, 1993, 1994;
Slater et al., 1995) and a more recent experimental study
(Desruisseaux et al., manuscript submitted for publication)
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have demonstrated that TE suffers from an explosive in-
crease of the diffusion coefficient. It is still unclear whether
one can use pulsed fields (a reverse pulse is clearly an
efficient way to detrap molecules) to improve the situation
(Ulanovsky et al., 1990; Desruisseaux and Slater, 1996;
Défontaines and Viovy, 1994).
Serwer’s group studied various problems related to the

gel electrophoretic migration of DNA molecules that carry
a bulky object (Serwer et al., 1992; Serwer and Griess,
1993). In a recent abstract, Griess and Serwer (1998) pre-
sented a simple ratchet idea for the separation of a naked
DNA from an identical DNA molecule that carries a bulky
object (in the rest of this paper, this will be called an S-DNA
complex, and the object will be called the label). These
authors subjected a mixture of DNA and S-DNA to a
ZIFE-like pulse sequence. They observed that the DNA was
moving in the direction of the high field pulses, whereas the
S-DNA was moving in the opposite direction. As mentioned
above, these two effects are due qualitatively to nonlineari-
ties and trapping, respectively.
In this article we present the first theoretical analysis of

this original macromolecular separation technology for a
case in which the label is attached at one end of the DNA (a
similar theory can be derived for other cases). We first
examine the general features (i.e., the possible operating
regimes) of the process for zero-frequency and low-fre-
quency pulses. This analysis is model-independent and uses
only the well-known electrophoretic properties of DNA and
the known TE results. We then use computer simulations to
obtain quantitative results within the framework of the
biased reptation model (BRM). Finally, we draw conclu-
sions about the possible usefulness of this novel idea.

GENERAL THEORETICAL PRINCIPLES

Electrophoresis of a DNA molecule in a DC
electric field

It is well known that when the electric field is low enough,
long reptating DNA molecules retain their random walk

conformations (see Fig. 2 c) during the electrophoretic
migration. This is the linear regime characterized by a
field-independent mobility �. Heller et al. (1994), for ex-
ample, have clearly established this behavior for double-
stranded DNA electrophoresed in agarose gels. When the
field � exceeds a critical reptation value �R, however, the
molecule becomes oriented in the field direction (Fig. 2 a)
(Holzwarth et al., 1987). This orientation reduces the re-
tarding effect of the gel. The mobility then becomes field-
dependent (�(�) is a monotonically increasing function of �;
see Fig. 3 a).

Electrophoresis of an S-DNA molecule in a DC
electric field

If it were not for steric trapping, S-DNA complexes would
have the same general electrophoretic properties as naked
DNAs (except for an extra friction coefficient, which we
will denote by �; in other words, the streptavidin has a
friction coefficient equivalent to that of a DNA fragment
containing � monomers). However, DNA reptation leads to
situations such as the one shown in Fig. 2 b. In this case, the
bulky object cannot follow the reptating molecule because
the latter previously chose a tube section that was too
narrow for the S-label. The oriented (Fig. 2 b) S-DNA
molecule is thus trapped, because it is normally the charged
DNA head that drives the migration. If the field is low
enough, i.e., lower than a trapping critical value �T, trapping
is of little importance because the Brownian forces domi-
nate the electric forces and S-DNA molecules detrap very
easily (Fig. 2 d). Because previous experimental investiga-
tions have demonstrated that �T � �R in practice (Ulanovsky
et al., 1990; Desruisseaux et al., manuscript submitted for
publication), the mobility is field-independent in this

FIGURE 1 Time profile of the applied electric field for zero-integrated
field electrophoresis (ZIFE). Here �H and �L denote the high and low field
intensities, respectively, and the ratio RE is given by RE � �H/�L. The
duration of one complete period is thus (1 � RE)T, and the mean field is
zero.

FIGURE 2 Schematic picture of the gel network (black dots); b and d
show a protein-DNA complex (or S-DNA); a and c show a free DNA
chain. In c and d the chains are in a low electric field, whereas the field is
high for a and b. Note that the S-DNA molecule in b is trapped.
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weakly trapping regime (Fig. 3 a). When � � �T, however,
trapping becomes a serious problem, and the mobility
quickly decreases with electric field because the electric
forces actually hinder detrapping by Brownian motion. Fi-
nally, when the field exceeds the stopping critical value �S,
the velocity is negligible, because the detrapping time is
larger than the duration of the experiment (Fig. 3 a). In
practice, we previously found that the critical fields �T and
�S are very close (Desruisseaux et al., manuscript submitted
for publication).

ZIFE-like pulses: the zero-frequency limit

Given the DC behavior of DNA and S-DNA described in
Fig. 3 a, it is relatively easy to understand the dynamics of
these molecules in the zero-frequency limit, because the
transient behavior upon field reversal is then irrelevant. In
other words, we can consider that the molecules instanta-
neously attain their steady-state mobility and diffusion co-
efficient after the field direction is changed.
Let us now discuss the effect of the type of pulsed field

(called ZIFE) shown in Fig. 1. The high-field pulse of
intensity �H is of duration T, and the reverse pulse of
intensity ��L is of duration RET, where RE � �H/�L is the
field ratio (RE � 1). Note that this automatically implies that

the mean field intensity �E� � 0. The net velocity of a
molecule (either DNA or S-DNA) is then given by

V�
�H�	�H
 � RE�L�	�L


1� RE
�

�H
1� RE

� ��	�H
 � �	�L
�.
(1)

The choice of the field intensities �H and �L is crucial for the
two opposing ZIFE ratchets because of the presence of the
differential mobility 
� � �(�H) � �(�L) in Eq. 1.
It is clear that normal DNA will indeed have a net

(positive) velocity unless both field intensities are lower
than �R, in which case 
� � 0. Therefore, a sufficient
condition for DNA to have a net velocity is �H � �R. This
process was shown to be useful for the separation of chro-
mosomal DNA (Turmel et al., 1990).
It is obvious that the net velocity of a S-DNA molecule

will be zero if both fields are either lower than �T (in which
case �(�H) � �(�L)) or higher than �S (mobility is zero in
both directions). Otherwise, the net velocity will be negative
because 
� 	 0 in the presence of trapping. The most
efficient situation is found when �H �� �S and �L 
 �T.
Fig. 3 b shows a “phase diagram” describing the net

zero-frequency ZIFE velocities for DNA and S-DNA mol-
ecules with the same number of nucleotides. Both velocities
are zero in the nonshaded areas (only the regions below the
�H � �L line are considered because �L 	 �H). In region A,
the velocity of the S-DNA molecule is negative, whereas
that of DNA is zero. In region B, the velocity of the S-DNA
molecule is negative and the DNA velocity is positive.
Finally, the velocity of the S-DNA molecule is zero and the
DNA velocity is positive in region C. Obviously, one would
have more regimes if the DNA critical field �R were smaller
than �T (see Discussion), but it would still be easy to draw
the corresponding phase diagram.

FINITE BUT LOW FREQUENCIES

Transients upon field reversal: DNA

We must first examine what happens to a DNA molecule
immediately after the field direction (and intensity)
changes. Immediately after the field is reversed from �H to
��L, with �H � �L, the DNA molecule has an orientation
corresponding to the field �H (Fig. 2 a), but must migrate in
a field of intensity �L. Consequently, the molecule’s veloc-
ity is higher at the beginning of the pulse (V � ��(�H)�L)
and decreases as the molecule loses some of its orientation.
Finally, the molecule reaches its steady-state velocity V �
��(�L)�L. Such field reversals are often characterized by
velocity oscillations and overshoots (Sabanayagam and
Holzwarth, 1996), but these effects can be neglected in our
study, because we assume that the pulse duration is long
compared to the time scales over which they appear.
If we now reverse the field back from ��L to ��H, the

molecule first has the (low) orientation corresponding to the
field ��L (Fig. 2 c) and a velocity V � ��(�L)�H, but
eventually orients in the (high) field direction and reaches

FIGURE 3 (a) A schematic drawing of the electrophoretic mobility �
for DNA and S-DNA molecules as a function of field strength �. For DNA,
the mobility is practically constant for � � �R and increases linearly with
field beyond this value. For S-DNA, the mobility is constant up to � � �T,
then decreases quickly and becomes negligible for � � �S. (b) Phase
diagram for the zero-frequency ZIFE ratchet process. The net velocity of
S-DNA is negative in regions A and B (and zero elsewhere), and the
velocity of DNA is positive in regions B and C (and zero elsewhere).
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its steady-state velocity V� ��(�H)�H. Here again, we will
neglect the velocity oscillations.
The dashed lines of Fig. 4 show a schematic plot of mean

position ��x�� versus �t for a DNA molecule (note that
because � � 0 for naked DNA, the ordinate axis is simply
��x��). The time axis has been rescaled with the field inten-
sity to directly compare the two parts of the ZIFE pulses
(indeed, we note that we have �t � �HT at the end of the
high-field pulse, whereas �t � �LRET � �HT at the end of
the low-field pulse). Moreover, the slopes give directly the
mobilities on this type of diagram. In this case, we chose
�H � �R � �L. Curve a is for the high-field pulse, and curve
c is for the low-field pulse. When the pulse duration T� T*,
the net velocity is predicted to be negative (i.e., in the
direction of �L); this prediction has yet to be tested exper-
imentally. In practice, however, times T � T* are more
likely, and the net velocity of the DNA molecule will be
positive (i.e., in the direction of the high-field pulses).

Transients upon field reversal: S-DNA

The behavior of the S-DNA molecule is expected to be
similar to that of the DNA molecule for very short times
(Fig. 4, solid curves). Here we have chosen �S � �H � �T �
�L, so that the molecule is trapped only in the high field
direction. Because the hydrodynamics friction coefficient of
the uncharged label slows down the S-DNA molecule, we
have rescaled the ordinate axis by the factor (N� �)/N to be
able to superimpose the DNA and S-DNA curves. Note that
if the molecules do not orient (low fields), there is no
difference between DNA and S-DNA (besides the trivial
rescaling of the position axis).
The dynamics of S-DNA in high fields �S � �H � �T is

quite different, because trapping then dominates. Not long
after it has reoriented in the high field direction, the S-DNA
molecule becomes trapped and stops moving for a long (but
finite) period of time. The most remarkable thing is that
lines b (high field) and d (low field) cross twice: first for
very short pulses (like naked DNA) because of the reorien-
tation process described before for DNA, and then for much
longer pulse durations T � T**. Therefore, we predict that

the net ZIFE velocity of the S-DNA molecules will change
sign twice as the pulse duration is increased. The situation
for T �� T* (high-frequency pulses) will not be discussed,
because it is both experimentally irrelevant and theoretically
model-dependent.

SIMULATION RESULTS

The biased reptation model

Although the BRM’s (Lumpkin et al., 1985; Slater and
Noolandi, 1986; Slater, 1993) weaknesses have been well
documented (Duke et al., 1994), this model still represents
a useful tool for understanding the physics of gel electro-
phoresis processes, at least qualitatively. As we will see, the
model-independent analysis presented in the previous sec-
tions agrees with the results of the BRM. We have thus used
the simulation method developed previously by Slater and
Villeneuve (1992) to study TE. Briefly, this modified BRM
algorithm is as follows (see Slater, 1993, for more details).
The polyelectrolytes move by reptating between the gel

obstacles. The electric forces bias both the motion inside the
reptation tube as well as the mean orientation of the tube
itself. Each curvilinear displacement of length �a (a is the
mean pore size) is of duration (Slater et al., 1987)

�	hx
 � �B �
tanh	�	hx



�	hx

. (2)

where hx is the end-to-end distance of the DNA molecule in
the field direction (x), �B � a2/2Dc is the Brownian time for
the unbiased (field E � 0) case, Dc � kBT/
(N � �) is the
curvilinear diffusion coefficient of the polymer in its repta-
tion tube, � � � hx/a is the bias factor, � � qEa/2kBT is the
scaled (dimensionless) electric field intensity, and q and 

are, respectively, the charge and the friction coefficient of a
primitive reptation segment of length a. These jumps occur
with probabilities (Slater et al., 1987)

p� �
1

1� exp��2�	hx
�
, (3)

where the � refers to the (arbitrarily chosen) direction of
the motion inside the tube. A new tube section of length a
is created after each “jump” of duration �. If a tube section
is created by a charged end segment of the polymer chain,
its orientation is biased by the field and follows a Boltz-
mann distribution function exp(-� cos �), where � is the
angle between this new tube section and the field axis
(Lumpkin et al., 1985; Slater and Noolandi, 1986). Tube
sections created by the uncharged S end are randomly
oriented.
The BRM has to be modified to take into account the

S-DNA steric trapping that occurs when the label faces a
small opening (Fig. 2). A fraction f�� 1 of the pore-to-pore
passages are thus marked “too narrow,” and any move that
tries to make the label move through such passages is
rejected (however, the time � is added to the current time).

FIGURE 4 Schematic plot of the (modified) mean position ��x��(N �
�)/N versus time �t for DNA (– – –) (note that � � 0 in this case) and
S-DNA (——), and for low (c and d) and high (a and b) field strengths.
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Trapping occurs when the label is pinned by a narrow
passage, and detrapping requires the molecule to move
backward over a curvilinear distance L � Na (the contour
length of the reptation tube), where N is the number of
reptation segments forming (or number of gel pores occu-
pied by) the molecule. This detrapping process is the only
one allowed by reptation (Desruisseaux and Slater, 1994,
1996; Slater and Villeneuve, 1992; Défontaines and Viovy,
1991, 1993, 1994; Slater et al., 1995). Because the bias
factor � � �hx/a depends on both the field � and the
end-to-end distance hx, detrapping is very unlikely for high
field intensities and long, oriented molecules.
The simulations were carried out on Unix workstations

using a Fortran code. The following conditions were used
for the simulations: molecular size of the DNA molecules,
N � 20; fraction of small pores, f � 0.001; high field
intensity, �H � 1.0; low field intensity, �L � 0.04, so that
RE � 25. Note that for this molecule, �R � 0.84 and �T �
�S � 0.05 (Slater and Villeneuve, 1992). For simplicity, we
chose � � 0, so that it would easier to compare the results
for DNA and S-DNA (for the streptavidin-DNA complex, �
was found to be smaller than unity; Desruisseaux et al.,
manuscript submitted for publication). Therefore, the dis-
tances are measured in units of the mean pore size a, and the
times are measured in units of �B. Note that �B � 1/Dc � N
with these units. The high-field pulse �H defines the positive
direction of migration.

The effect of frequency

Fig. 5 shows how the mean (steady-state) velocity of DNA
(squares) and S-DNA (circles) varies as a function of the
pulse duration T, and Fig. 6 shows a similar plot for the net
diffusion coefficient. Remarkably, the S-DNA diffusion co-
efficient has a large maximum around log10 T � 2.8, but is
actually lower than that of DNA for log10 T 
 1 and log10
T � 4.

The dotted line in Fig. 5 represents the DNA velocity
calculated using the constant field approximation and Fig. 4.
To obtain this curve, two simulations in constant field were
performed, one at ��L and one at �H. In both cases, we first
oriented the molecules with respect to the other field to
reproduce the conditions observed after a field reversal. The
distance migrated during a high field pulse of duration T is
xH(T) � 0, and the distance migrated during the next low
field pulse is xL(RET) � 0. The total duration of a complete
cycle is given by (1 � RE)T. The steady-state velocity is
thus given by

Vss	T
 �
xH	T
 � xL	RET


	1� RE
T
. (4)

The solid line plotted on Fig. 5 represents the same calcu-
lation for S-DNA molecules. We note that the constant field
approximation method is valid for log10 T� 1 for DNA and
for log10 T � 1.5 for S-DNA. This simply reflects the fact
that for pulses that are too short, the molecules do not have
time to completely lose the orientation acquired during the
previous pulse. Note that the label makes the S-DNA reori-
entation time longer, because this molecule must do a com-
plete flip-flop after every field reversal, whereas a DNA
molecule has perfect head/tail symmetry.
The dotted line in Fig. 6 represents the diffusion coeffi-

cient estimated by the same approach. The increase in the
variance during the high field pulse is 
xH2 (T), whereas it is
equal to 
xL2(RET) during the low field pulse that follows.
The resulting diffusion coefficient is then simply equal to

Dss	T
 �

xH2 	T
 � 
xL2	RET


2	1� RE
T
. (5)

The solid line represents the same calculation for S-DNA
molecules. The two lines provide excellent approximations
for log10 T � 1.5. It should be mentioned that the constant
field approximation can be used for any system in which it
is possible to estimate the initial state (at the beginning of
every pulse) of the system.

FIGURE 5 Mean electrophoretic velocity for DNA (f, – – –) and
S-DNA (F, ——) as a function of pulse duration T. The simulation
parameters used for Figs. 4–10 are described in the text. The data points
come from the simulations, and the lines come from a simple theory that
is also described in the text.

FIGURE 6 Diffusion coefficient for DNA (f, – – –) and S-DNA (F,
——) as a function of pulse duration T. The data points come from the
simulations, and the lines come from a simple theory.
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Fig. 7 shows a log-log plot of mean position ��x�� versus
modified time �t during a high-field (thick lines) and low-
field (thin lines) pulse for DNA (dotted lines) and S-DNA
(solid lines). As discussed above, the net velocity of DNA
and S-DNA is null when their two corresponding curves are
crossing. Here we see that the curves for DNA are crossing
once for log10 T � 0.6, whereas the curves for S-DNA are
crossing twice for log10 T � 1 and log10 T � 3. This is
consistent with the schematic representation of Fig. 4
(which was not log-log).
Fig. 8 presents a log-log plot of the variance �
x2� versus

time �t during a high-field (thick lines) and low-field (thin
lines) pulse for DNA (dotted lines) and S-DNA (solid lines).
These curves are very useful for understanding the peak
observed around log10 T� 2.8 on Fig. 6. During a high-field
pulse, the variance of the S-DNA band first increases very
quickly for times log10 T � 2.8, and plateaus for log10 T �
3. The fact that the diffusion coefficient increases for log10
T � 2.8 is due to the fact that 
x2 � t� with � � 1, in this
regime; see Desruisseaux and Slater (1994) for a study of
the anomalous diffusion properties of S-DNA. The diffu-
sion coefficient then decreases with T for log10 T � 3,
because 
x2 � t0 (no increase) when there is complete
trapping. The DNA diffusion coefficient is constant for
log

10
T� 2, because we then have 
x2 � t (normal diffusion)

during both the high-field and low-field pulses.

Asymmetry of the DNA and S-DNA bands

The very peculiar asymmetrical dynamics of the S-DNA
molecules in the system under investigation naturally leads
to asymmetrical bands. The central-limit theorem, however,
implies that the band shape should become Gaussian, and
hence symmetrical, for long enough times. To investigate
the band asymmetry and its temporal evolution, we also
computed the band skew (Sk):

Sk�
�	x� �x�
3�

	�x2� � �x�2
3/2. (6)

One thus has Sk � 0 for a symmetrical band, Sk � 0 for a
band with a back tail, and Sk � 0 for one with a front tail.
Fig. 9 shows Sk versus time for both DNA (dashed lines)
and S-DNA (solid lines), and for pulse durations log10 T �
1, 2, 3, and 4. Note that the simulation conditions are
identical to those used for Figs. 5 and 6, and that the initial
band was a delta peak. The direction of the high field (�H)
defines the positive (�x) direction of migration, and the
pulse sequence starts with a high-field pulse.
The short time evolution of the S-DNA band skew is a

function of the initial conditions (i.e., whether we start with
a high-field or low-field pulse, and whether the molecules
are initially relaxed or oriented). However, many character-
istic results are independent of the initial conditions. For
very long pulses (e.g., log10 T � 4), the skew first goes up
for t � 3 (a few molecules start moving), then down (the
rest of the molecules complete their very first move; note
that the skew is then negative!), and then up again (some
molecules are left behind in very deep traps), before it
saturates (all molecules have fallen into deep traps). The
field reversal at log10 t � 4 frees the molecules, and the
skew slowly decreases as t�1/2 for very long times (more
than 100 pulses), as expected for a simple directed walk

FIGURE 7 Log-log plot of the mean position ��x�� versus �t for DNA
(dashed lines) and S-DNA (solid lines) during the high (�H; thick lines) and
low (�L; thin lines) field pulses.

FIGURE 8 Log-log plot of band variance 
x2 versus �t for DNA
(dashed lines) and S-DNA (solid lines) during the high (�H; thick lines) and
low (�L; thin lines) field pulses.

FIGURE 9 Band skew (Sk) for DNA (– – –) and S-DNA (——) as a
function of time t for pulse durations log10 T � 1, 2, 3, and 4, as indicated.
The dashed curves (DNA) are almost identical for log10 T � 2, 3, and 4.
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problem (see Appendix A). The situation is quite similar for
log10 T � 3. In comparison, the skew goes down to zero
very quickly for DNA (the initial peak is due to the fact that
we have a wide distribution of tube renewal times in the
presence of a field, a distribution that is related to the
distribution of end-to-end distance hx). For log10 T � 1, on
the other hand, the evolution of the skew is almost identical
for S-DNA and DNA, because the pulse duration is shorter
than both the mean time between traps and the mean tube
renewal time.
The situation for log10 T � 2 is qualitatively different.

Because the pulse duration T is now comparable to the mean
time between traps, the skew remains negative (but small)
after the initial decay. This is an interesting phenomenon,
and it provides a simple experimental method for estimating
the mean trapping time.

The resolution between DNA and S-DNA

There are many ways to mathematically express the reso-
lution between two bands. One popular definition of reso-
lution (R) is given by (Giddings, 1991)

R�
��x1� � �x2��
2	�1 � �2


, (7)

where �x1� and �x2� are the center of mass positions of bands
1 and 2, respectively, and �1 and �2 are the standard
deviations of these bands. The resolution between two
bands normally grows like R � t1/2. In such cases, R/t1/2 is
a fundamental parameter that tells us how fast two bands are
being resolved from each other (large values of R/t1/2 means
that less time will be required to resolve the bands). Fig. 10
shows the resolution ratio R/t1/2 between a naked DNA
molecule and the corresponding S-DNA molecule versus
pulse duration T. The data points come from our Monte
Carlo simulations, whereas the solid line was obtained using
the constant field approximation discussed previously.

Clearly, long pulse durations are preferable. Again, the
critical value log10 T � 2 shows up as a minimum.

DISCUSSION

This article establishes the general theoretical framework
that is necessary to understand and explain the results of the
Griess and Serwer ratchet electrophoretic separation process
for S-DNA and DNA molecules. For the sake of simplicity,
we have focused our study on the following conditions: 1)
the label (S) is attached at the end of the DNA molecule; 2)
the reptation orientation field �R is higher than the trapping
field �T (� �S); 3) the pulse frequency is small compared to
the frequency of the intramolecular DNA stretching and
relaxation modes. Clearly, a model that would cover all
possible cases would lead to an essentially infinite number
of separation regimes, and hence would be useless at this
stage. The theoretical approach described in this article will
easily be adapted to other situations once more detailed
experimental data become available.
We have shown that such ratchets should be using very

low frequencies to optimize resolution. However, the pulse
duration can also be used as a spectroscopic tool to estimate
the microscopic times, such as the mean trapping and de-
trapping times. For instance, the mean S-DNA velocity is
predicted to change sign (and its diffusion coefficient to
reach a maximum value) for intermediate pulse durations
that correspond closely to these characteristic times. We
have also demonstrated that this trapping mechanism should
lead to asymmetrical bands, and that the latter should slowly
become symmetrical over hundreds of pulses.
The field dependence of the gel electrophoretic mobility

of charged spherical particles is qualitatively different from
that of DNA because particles do not “orient” in the field
(i.e., their mobility is essentially constant in the absence of
trapping). In the presence of trapping, however, their be-
havior is somewhat similar to that of S-DNA, i.e., their
mobility vanishes beyond a certain critical field intensity
(Griess and Serwer, 1990; Serwer, 1993; To and Boyde,
1993). With zero-frequency ZIFE-type pulses, particles can
have either a zero net velocity (if they are not trapped in
either direction), or a net negative velocity (if they are
trapped in the positive—high field—direction). At high
frequency, the net velocity of trapped particles should ac-
tually be zero when the pulse duration T becomes smaller
than the time it takes to fall into a dead end (trap). The only
way to make particles move in opposite directions would
thus be to slightly bias the pulsed field, as described previ-
ously for a different system (Slater et al., 1997).
The first part of the paper described general model-

independent principles that apply to S-DNA ratchets. The
second part used a specific electrophoresis model (the
BRM) for computer simulation purposes. The BRM has
largely been replaced by the BRF (biased reptation model
with fluctuations) over the last few years. The main differ-
ence between the two is that the latter correctly predicts that

FIGURE 10 Resolution ratio R/t1/2 versus pulse duration T for the
ratchet separation between a DNA band and the corresponding S-DNA
band. The solid line comes from the simple theory described in the text.
The dotted line connects the data points obtained from the pulsed-field
simulations.
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the mobility of DNA should increase linearly with field
intensity when � � �R in most experimental situations,
whereas the first predicted a quadratic increase (Duke et al.,
1994; Semenov et al., 1995). Thus the qualitative predic-
tions of the simulation results are not affected by this
difference. Neither model would correctly describe the dy-
namics at very high frequencies.
Perhaps the most important problem not treated in our

study is that of DNA/S-DNA mixtures. For example, can
this ratchet process separate many DNA and S-DNA mol-
ecules of different lengths simultaneously? Can this ratchet
separate S-DNA molecules of identical lengths but different
anchoring points for the bulky S-label? Can it separate
S-DNA molecules with more than one label?
The Griess and Serwer ratchet process is very flexible

and can be modified in many ways. For example, the pulse
shape (which does not have to be square), frequency, and
amplitude (both of which can be changed during the sepa-
ration) offer tunable parameters. Moreover, one can add a
small DC component to the ZIFE pulses to bias the sepa-
ration process toward a given direction (this can easily
increase the efficiency). More interesting, however, would
be two-dimensional schemes in which different separation
conditions are used in two orthogonal directions. We are
currently looking at how one could potentially use these
“experimental degrees of freedom” to achieve the goals
described in the previous paragraph.

APPENDIX A: THE DIRECTED WALK PROBLEM

The motion of our polylectrolytes during one complete pulse cycle is
similar to that of a particle that makes a jump over a distance x � 0 (the
displacement during the cycle) every time unit (the cycle duration). Let
P(x)dx be the probability distribution function for these jumps. The mean
velocity of the particle is then simply given by V � �x�. It is easier to
calculate the moments of the distribution of particles after t jumps if we use
the relative position s� x� �x�, such that the mean position of the particles
is always s � 0. The problem is then reduced to evaluating the variance
�(x � �x�)2� � �s2� and third moment �(x � �x�)3� � �s3�. Indeed, after t
independent (i.e., uncorrelated) jumps, the mean position is given by

�S	t
� � ��
i�1

t

si� � t�s� � 0, (A1)

where the moments of s are defined by

�sj� � �
��x�

�

P	s
sj ds. (A2)

The second moment of the distribution of final positions S(t) is

�S2	t
� � ���
i�1

t

si	2� � ��
i�1

t

si2 � �
i

t �
j�i

t

sisj�. (A3)

Because the jumps are uncorrelated, the last term is zero and we obtain

�S2	t
� � t�s2� � t. (A4)

Similarly,

�S3	t
� � ���
i�1

t

si	3� � ��
i�1

t

si3 � 3 �
i�j

si2sj � �
i�j�k

sisjsk�
� t�s3� � t. (A5)

Therefore, the skew �(x � �x�)3�/�(x � �x�)2�3/2 � �S3�/�S2�3/2 � �/t1/2,
where � � �s3�/�s2�3/2 is a time-independent property of the probability
distribution function P(x)dx. Note that the skew is zero for a symmetrical
distribution function, as it should be. For an asymmetrical distribution
function, the skew will thus decrease as 1/t1/2, and the band will become
symmetrical for long enough times.
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Défontaines, A. D., and J. L. Viovy. 1991. Theoretical model of trapping
electrophoresis. In Proceedings of the First International Conference on
Electrophoresis, Supercomputing and the Human Genome. World Sci-
entific, Singapore. 286–313.
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