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1. INTRODUCTION 

In this paper we will be concerned with solutions of boundary value 
problems for the fourth-order differential equation 

Y (4) =f(t, y, Y’, Y”, Y”‘), (1) 

where we assume throughout that 

(A) f: (a, b) x R4 + R is continuous, and 

(B) f satisfies the Lipschitz condition 

for each (t, y,, y,, y,, y4), (t, zi, z2, z3, Z~)E (a, 6) x R4. In particular, we 
will characterize optimal length subintervals of (a, b), in terms of the 
Lipschitz coefficients k,, i= 1, 2, 3, 4, on which certain two, three, and four 
point boundary value problems for (1) have unique solutions. The techni- 
ques we employ here involve applications of the Pontryagin Maximum 
Principle [ 14, p. 3141 in conjunction with uniqueness implies existence 
results for solutions of boundary value problems for (1). These techniques 
are motivated by works of Melentsova [15], and Melentsova and 
Mil’shtein [ 16, 171, and most notably by the two papers by 
Jackson [ll, 121. Furthermore, the results contained herein can be con- 
sidered as extensions of a recent paper by Henderson [6] dealing with 
boundary value problems for third-order equations. 

In relating the results of this paper to previous works, we will formulate 
the boundary value problems in terms of the nth-order differential equation 

Y ‘“‘=f(t, y, y’,..., y’“-I’). (2) 
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Using notation introduced by Muldowney [18] and Peterson [22] and 
also used in [3, 71, we will refer to our problems as right (m, ;... ; m,) focal 
boundary value problems. 

DEFINITIONS. (a) Let a< t, <t, < ... <t, < b and let z = (fi,..., tn). We 
say that y(t) has n zeros at r provided y(t,) = 0, 1 B i < n, and y(t,) = 
y’([,)=“‘=y (“-‘)(ti) = 0 if a point ti occurs m times in t. A partition 
(t,;...; zI) of the ordered n-tuple r is obtained by inserting I- 1 semicolons 
within the expression for z. Let mi = ( r, 1 be the number of components of 
ri, (xi=, mi= n). (We will not allow mi= 0 in this paper.) We say that 
(T, ;...; z,) is an increasing partition of r provided, if t ~~~ and SEZ~, with 
i <j, then either t <s, or t = s and i + m d j, where m is the multiplicity of t 
in 2,. 

(b) We say that (2) is right (m,;...;m,) disfocaf on (a, b), 
ml + . . . + m, = n, rn., > 1, provided there do not exist distinct solutions of 
(2) whose difference, u(t), is such that z.&j- ‘j(t) has mj zeros at ri, 1 <j d I, 
where (7, ;...; z,) is an increasing partition of n points in (a, b). 

(c) A right (m,;...; m,) focal boundary value problem for (2) on (a, b) 
is one in which mi values of the (j- 1)st derivative of a solution y(t) of (2) 
are specified at r, in the sense that, at each t E zI, y”‘(t) is specified, j - 1 6 
i <j + r - 2, where r is the multiplicity of t in rir 1 rj 1 = mj, 1 <j d 1, and 
(?, ;...; 5,) is an increasing partition of n points in (a, b). 

In view of these definitions, we will be concerned with right (m, ;... ; m,) 
disfocality and right (m I ; . . . ; m,) focal boundary value problems for (1). 
More precisely, we have eight families of problems, the right (4), (3; l), 
(2;2), (2;1;1), (1;3), (1;2;1), (1;1;2), and (1;l;l;l) focal boundary 
value problems for (1). Right (4) focal boundary value problems are com- 
monly referred to as conjugate problems, and right (1; 1; 1; 1) focal boun- 
dary value problems have been referred to as right focal “point” 
problems [8,9]. Furthermore, since Eq. (1) is of fourth-order, the ordered 
tuple z will consist of two, three, or four points. For clarity, we may refer 
to the appropriate problems in terms of right (m, ;...; m,)-two, -three, or 
-four point boundary value problems for (1). 

In the two papers by Jackson [ll, 123, he determined optimal length 
intervals, in terms of the Lipschitz coefficients, on which solutions of right 
(n) focal boundary value problems (i.e., conjugate), for (2) and right 
( 1; 1 ;... ; 1) focal boundary value problems (i.e., right focal “point”), for (2) 
have unique solutions. In each case, Jackson applied the Pontryagin 
Maximum Principle in determining optimal length intervals on which the 
relative two point boundary value problems for a certain class of nth order 
linear equations have unique solutions. Then, in each case, applying results 
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such as those in [ 1, 5, 18, 19, 20, 21, 23, 26, 271 which relate existence of 
solutions of multipoint problems to existence of solutions of two point 
problems for linear equations, Jackson argued that solutions of the mul- 
tipoint boundary value problems for (2) are unique, when they exist, on 
subintervals of length less than this optimal length for the two point 
problems. Then for existence of solutions of the conjugate boundary value 
problems or the right focal point boundary value problems, uniqueness 
implies existence results due to Hartman [4] and Klaasen [ 131 or Hender- 
son [9] were applied, respectively. In [6], we showed that the techniques 
used by Jackson could be adapted to right (m,;...; m,) focal boundary 
value problems for third-order ordinary differential equations. 

For each family of the right (m,;...; m,) focal boundary value problems 
for (1) (i.e., the right (4), right (3; l), etc.), we extend these techniques 
further. The arguments for each of these families, while not identical, are 
similar. For that reason and because of the tediousness of some of the 
proofs, we present in this paper a complete sequence of theorems charac- 
terizing the optimal length subintervals of (a, 6), in terms of the ki, 
i= 1,2, 3,4, on which there exist unique solutions of only the right (2; 2) 
focal boundary value problems for (1). The discussion for right (2; 2) focal 
boundary value problems appears in Section 2 and is typical of that which 
would be used for the other families. 

In particular, in Section 2A, we show that right (2; 2)-two point dis- 
focality implies right (2; 2)-three and -four point disfocality for linear 
equations. This then provides the framework by which we apply in Sec- 
tion 2B the Pontryagin Maximum Principle in determining optimal length 
intervals on which solutions of right (2; 2) focal boundary value problems 
(-two, -three, or -four point) for (1) are unique, when they exist. In Sec- 
tion 2C, we sketch the proof of uniqueness implies existence for solutions of 
right (2; 2) focal boundary value problems for (1) and hence obtain the 
desired result. 

In Section 3, we state an analogue of the “optimal, uniqueness, and 
existence” result given in Section 2C for the other families of right 
(m, ; . ; m,) focal boundary value problems for (1). Section 3 is concluded 
with a remark concerning the limited use of the Pontryagin Maximum 
Principle in this type of optimal interval analysis for right (m, ;...; m,) focal 
boundary value problems for nth order Lipschitz equations (2) when 
n > 4. 

With Section 4, we conclude the paper by including some numerical 
results in the case when ki = 1, i = 1, 2, 3, 4. We determine optimal length 
intervals on which there exist unique solutions for each family of right 
(m, ;...; m,) focal boundary value problems for these Lipschitz conditions. 
The numerical results were obtained on the Cray-1 at the Institute for 
Defense Analysis/Communication Research Division using Richardson 
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extrapolation to solve the initial value problems associated with finding the 
optimal intervals. 

2. RIGHT (2;2) FOCAL BOUNDARY VALUE PROBLEMS 

In this section we will determine optimal length subintervals of (a, b) in 
terms of the Lipschitz coefficients k,, i= 1,2, 3,4, on which there exist 
unique solutions of the right (2; 2) focal boundary value problems for (1). 
To be precise, we will be concerned with solutions of (1) satisfying the 
following right (2; 2)-two point, -three point, and -four point focal boun- 
dary conditions: 

Y(f2) =y*, y’(t3) =.Y3, 

Y”(f4) = Y4? a < t, < t, = t3 = t, < b, 

Y’(f2) =y2* Y’(f3) =.Y3, 

Y”(f4) =.Y4, a<t,=t,<t,=t,<b, 

JJ(t2) =y*, Y’(f3) = Y3? 

Y”(f4) = Y4? a<t,<t,<t,=t,<b, 

Y(t2) =.Y2, y’(t3) =y3, 

Y(t4)=.Y4, a<t,<t,=t,<t,<b, 

Y’(b) =y2, y’(t3) =y3* 

Y’(f4) = Y4, a<t,=t,<t,<t,<b, 

Y(b) =.JJ2, Y’(f3) =.Y3, 

Y’(f4) =.Y49 a<t,<t,<t,<t,<b. 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

A. Right (2; 2)-Two-Point Disfocality and Linear Equations 

In this subsection, we will show that right (2; 2)-two point disfocality 
implies right (2; 2) disfocality for the linear equation 

y(4)+ i a,(t) y’i’=O, 
i=o 

(9) 

where we assume that the a,(t) are bounded Lebesgue measurable functions 
on (a, b). By a solution y(t) of (9), we mean, in the usual sense, that 
y(t) E C’3’(a, b), y”‘(t) is absolutely continuous on (a, b), and y(t) satisfies 
(9) for almost all te (a, b). Other studies of this type devoted to 
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relationships between two point and multipoint problems for linear 
equations can be found in [l, 5, 18, 19, 20, 21, 23, 26, 271, to name a few. 

THEOREM 1. Assume that the linear equation (9) is right (2; 2)-two point 
d&focal on (a, 6). Then (9) is right (2; 2)-three point and right (2; 2)-four 
point disfocal on (a, h); in particular, (9) is right (2; 2) disfocal on (a, 6). 

ProoJ Let u,(t), i = 1, 2, 3,4, be a fundamental set of solutions of (9). 
For the purpose of contradiction, assume the conclusion of the theorem 

to be false. Then there exists a nontrivial solution of (9) satisfying boun- 
dary conditions (5), (6), (7), or (8), with yi=O, i= 1, 2, 3, 4. Any such 
nontrivial solution for (5) (6), or (7) is essentially unique by the right 
(2; 2)-two point disfocality of (9). 

(i) If there is a nontrivial solution y(t) of (9) satisfying (7) with 
y,=O, i= 1, 2, 3, 4 (that is, y(tl)=y’(t,)=y’(t,)=y’(t,)=O, for some 
a < t, < t, < t, < 6), then define T = inf{ t > t, 1 there exists a nontrivial 
solution z(t) of (9) satisfying z(t,)=z’(tl)=z’(t2)=z’(t)=0, t, < t,< t}. It 
follows that there exists a nontrivial solution z(t) of (9) satisfying 

Z(t,)=Z'(t,)=Z'(tz)=Z'(T)=O, 

t , < t2 < T. Consequently, 

detX(u,, u2, u3, udt,, t,, T)=O, 

where X is the 4 x 4 matrix whose ith column, i = 1, 2, 3,4, is given by 

We argue now that the minor of each entry in the third row of X 

Cu;(tzh 4(b), 4(t,), u&(t,)l (*) 

is zero. If at least one of the minors is not zero, then by the essential uni- 
queness of the solution z(t), we have, for some c # 0, 

z(t)=cdet Z(ul, u2, u3, udt,, t, T), 

where Z is the 4 x 4 matrix whose ith column, i= 1, 2, 3, 4, is given by 

CUi(t, 11 U:(t, ), U,(t), UXT)]‘* 

We remark here that by the right (2; 2)-two point disfocality of (9), 
z”( t2) # 0. 
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Now define 

where W is the 4 x 4 matrix whose ith column, i = 1, 2, 3, 4, is given by 

Cu,(t,), 4(t1), 4(t), WI’. 

Then Y(tz,z)=z’(tq)=O, whereas (aY/&) (t2,T)=z”(tZ)#0. It follows 
from the Implicit Function Theorem that there exist neighborhoods O(z), 
V(t2), and a continuous mapping T: O(r) -+ V(t2), such that T(t) = t, and 
Y( T(s), S) = 0, for all s E O(z). In particular, for s < r, but sufficiently near, 
there exists a nontrivial solution w(t) of (9) satisfying 

w(t,)=w’(tl)=w’(T(s))=w’(s)=O, 

where t, < T(s) < s < z; this is a contradiction to the extremality of r. 
Therefore, the minors of the row (*) are all zero. That being the case, if 

we replace the row (*) in the matrix X by the row 

[u;(7), 471, G(7), 4(7)1, 

then 

det Vu,, u2, u3, u4)(fl, 7)=0, 

where U is the 4 x 4 matrix whose ith column, i= 1, 2, 3, 4, is given by 

Cu,(tl), d(t,), u;(7), 4(7)1; 

that is, there exists a nontrivial solution u(t) of (9) satisfying 

which contradicts the right (2; 2)-two point disfocality of (9). 
Therefore, the only solution of (9) satisfying (7), with yi = 0, i = 1, 2, 3, 4, 

is y(t) = 0. 
(ii) For our second case, assume there is a nontrivial solution y(t) of 

(9) (6), with y,=O, i= 1, 2, 3, 4 (that is, y(t,)=y(t2)=y’(t2)=y’(t3)=0, 
for some a < tl < t, < t, <b). We proceed through steps very similar to 
those in (i). In this case, we define z2 = inf( t > t, ) there exists a nontrivial 
solution z(t) of (9) satisfying z(t,) = z(tZ) = z’(tZ) = z’(t) = 0, t, < t, -c t}. 
Again, it follows that there is a nontrivial solution z(t) of (9) satisfying 
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t,ct,<z,, and so 

where X2 is the 4 x 4 matrix whose ith column, i= 1, 2, 3, 4, is given by 

Arguing as in case (i) and applying the Implicit Function Theorem again 
to an appropriate determinant, it can be shown that the minor of each 
entry in the third row of X2, 

C4(f2), 4(t2), 4(t2), 4(f2)1? 

is zero. We can then replace that row by 

C4(t,), 4(t*h utlh Uf,)l, 

so that 

det U2(u1, u2, u3, d(tl, t2, z2)=0, 

where U2 is the 4 x 4 matrix whose ith column, i= 1, 2, 3, 4, is given by 

C”i(tl)3 ui(f2), u:(tl)7 UXT2)lT; 

that is, there exists a nontrivial solution u(t) of (9) satisfying 

u(t,) = u’(t*) = u(t,) = U’(T,) = 0, 

t, < t, < TV. Applying Rolle’s Theorem, there exists t, < t3 < t, such that 

u(t1) = u’(t1) = u’(t3) = U’(T2) = 0. 

This is a contradiction to what was proven in case (i). Hence, the only 
solution of (9) satisfying (6), with yj = 0, i = 1, 2, 3, 4, is y(t) E 0. 

(iii) Now, let us assume there is a nontrivial solution y(t) of (9) 
satisfying (5), with y,=O, i= 1, 2, 3, 4 (that is, y(t,)=y(t,)=y’(t,)= 
y”(f3) = 0, some a < t, < t, < t, < b). Similar to the previous cases, if we 
define r3 = inf{ t > t, 1 there exists a nontrivial solution z(t) of (9) satisfying 
z(t,) = z(t2) = z’(t) = Z”(I) = 0, ti < t, < t}, then there is a nontrivial 
solution z(t) of (9) satisfying 

tl<t2<T3, and SO 

det x3(u1, u2, u3, uq)(tl, t,, T~)=O, 
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where X, is the 4 x 4 matrix whose ith column, i = 1, 2, 3, 4, is given by 

Another analogous argument shows that the minor of each entry in the 
second row of X3, 

is zero. In this case, if U3(u,, u2, u3, ~~)(f,, r3) is the 4 x 4 matrix formed 
by replacing the second row of X, by, say 

then 

det u,(u,, u2, u3, u,)(t,, z3)=o, 

and so there is a nontrivial solution of (9) satisfying (3), where yi= 0, 
i= 1, 2, 3,4; a contradiction to the right (2; 2)-two point disfocality of (9). 
Thus, the trivial solution is the only solution of (9) satisfying (5) with 
y,=O, i= 1, 2, 3, 4. 

As a consequence of cases (i)-(iii), the linear equation (9) is right (2; 2)- 
three point disfocal on (a, b). To conclude the proof, we have one further 
case. 

(iv) For this case, assume that (9) is not right (2; 2)-four point dis- 
focal. Thus, there exists a nontrivial solution y(t) of (9) satisfying y(t,) = 
y(lz) = y’(t3) =y’(f4) = 0, for some a < t, < t2 < t, < t, < b. By the right 
(2; 2)-three point disfocality, any such y(t) is essentially unique. Defining 
r4 = inf { t > t, 1 there exists a nontrivial solution z(t) of (9) satisfying 
~(t,)=z(t~)=z’(t~)=z’(t)=O, r1<t2-ct3<t}, it follows that there is a 
nontrivial solution z(t) of (9) such that 

~,<t,<t,<7~. Thus 

detX,(u,, u2, u3, udf,, f2, t3, 7,)=0, 

where this time X, is the 4 x 4 matrix whose ith column, i = 1, 2, 3, 4, is 
given by 
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This time, it can be shown that the minor of each entry in the third row of 
X, is zero. Replacing this third row of X, by 

and denoting the new 4 x4 matrix by U,(u,, u2, uj, u,)(t,, tZ, tq), we have 
that 

This implies that (9) has a non-trivial solution u(t) satisfying 

u(t,)=v(t,)=v’(t,)=o’(t,)=O, 

which contradicts case (ii) above. 
Therefore, (9) is right (2; 2)-four point disfocal on (a, b), and the proof is 

complete. 

Remarks. (a) The method of proof in Theorem 1 was motivated by 
arguments used by Muldowney 118, 193. 

(b) It can be shown, in a manner similar to above, that if (9) is 
right (2; 2)-two point disfocal on (a, 6), then the trivial solution is the 
only solution of (9) satisfying ~(t,)=y’(t,)=y’(t,)=y”(t,)=O, 
a -C t, -C tz < t, -C b. 

(c) For each of the other families of right (m, ;... ; m,) focal boundary 
value problems for (9), in analogy, it can be proved that right (m, ;...; m,)- 
two point disfocality implies right (m i ; . . . ; m,) disfocality. 

B. Optimal Length Intervals for Right (2; 2) Disfocality 

In this subsection, we will determine optimal length subintervals of (a, b) 
in terms of the Lipschitz constants kj, i = 1,2,3,4, on which (1) is right 
(2; 2) disfocal. In this analysis, we take the direction introduced in the 
papers by Melentsova [ 151 and Melentsova and Mil’shtein [ 16, 173 and 
then most notably applied by Jackson [ 11, 121, in that we apply the Pon- 
tryagin Maximum Principle in determining the optimal length interval on 
which a related family of linear equations is right (2; 2)-two point disfocal. 
It will follow from Theorem 1 that this family of linear equations is right 
(2; 2) disfocal on such a subinterval. More importantly, it will be the case 
that (1) is also right (2; 2) disfocal on such a subinterval. 

In making this application of the Pontryagin Maximum Principle, define 
the control region 

U = {(I,, u,(t), u3(t), ~,(f))l ui(t) is Lebesgue measurable and 
I u,(t)/ d k;, i = 1, 2, 3, 4, on (a, 6)). 
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We will be concerned with solutions of right (2; 2) focal boundary value 
problems associated with the linear equations 

xc4) = i u,(t) x(i- I), (10) 

where u = (ui(t), r+(t), uJ(t), u,(t)) E U. 
Now, if (1) is not right (2; 2) disfocal on (a, b), then there exist distinct 

solutions y(t) and z(t) of (1) whose difference x(t) E y( t) - z(t) satisfies one 
of the conditions (3), (4), (5), (6), (7), or (8), with yi=O, i= 1, 2, 3, 4. If 

and if iii(t), i = 1, 2, 3,4, is defined by 

for y+‘)(t)#z(‘-‘j(t), 

for JI(~-‘)(,)=z(~-‘)(~), 

then iii(t) is measurable and ) &(t)l <ki on (a, b). Moreover, 
x(t) 3 y(t) - z(t) is a nontrivial solution of the linear equation (lo), for ii = 
(iii(t), iiZ( t), z&(t), z&(t)), satisfying one of the conditions (3), (4), (5), (6), 
(7), or (8) with yi = 0, i = 1, 2, 3, 4. It follows from Theorem 1 that linear 
equation (lo), for ii, is not right (2; 2)-two point disfocal on (a, b); that is, 
there exists a nontrivial solution of (10) for f, satisfying either (3) or (4), 
with y, = 0, i = 1, 2, 3, 4, for some two boundary points a < r, < r2 < 6. 

Now, since there is a nontrivial solution of (lo), (3) (or (lo), (4)), with 
y,=o, i= 1, 2, 3, 4, f or some r i < t2 and ii E U, it follows that there is a 
boundary value problem in the collection which has a nontrivial time 
optimal solution (see Gamkrelidze [2, p. 1471 or Lee and Markus [ 14, 
p. 2591); that is, there exists at least one non-trivial u* E U and ri <c < 
d < r2 such that 

X(a) = $, uj+yt) x(‘- l) 

x(c) =x(d) =x’(d) =x”(d) = 0, 

(or x(c) =x’(c) =x’(d) = x”(d) = 0), 
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has a nontrivial solution x(t), and d-c is a minimum over all such 
solutions. For this time optimal solution, if r(t) = (x(t), x’(t), x”(t), 
x”‘( t))T, then r(t) is a solution of the first-order system 

r’=A[u*(t)] r. 

By the Pontryagin Maximum Principle, the adjoint system 

$f’= -AT[u*(I)] $4 

has a nontrivial solution 1,4(t) = (I,+ i(t), e*(t), $,(t), ti4(t))= such that 

6) X4=, x”‘(f) $it) = <r’(f), 41i(f)) = MaxuEU (<~Eu(fIl p(f), 
$(t))), for almost all TV [E, d]; 

and (ii) (r’(t), IC/(t)> is a nonnegative constant, for almost all t E [c, d]; 

(iii) e(t) satisfies the boundary conditions complementary to x(t); 
that is, $Ac) = ti3tc) = ti4(c) = ti4(4 = 0, (or h(c) = $4tc) = ICl,td) = 
tl/4(4 = 0). 

The maximum condition in (i) can be rewritten as 

t/l,(t) i u”(t)x”-‘) ft) = E; 
i 

$fq(f) i UJf) x(‘- “ir)), (11) 
i= I i=l 

for almost all t E [c, d], from whence it follows that, if $Jt) has no zeros 
on (c, d) and if x(t) > 0 on (c, d), then (11) can be used to determine an 
optimal control u*(t), for almost all t E [c, d]. 

If x(t) > 0 and t+k4(t) < 0 on (c, d), then the time optimal solution x(t) is a 
solution of 

x(4)= - 
[ k,Xf i kilx(‘-‘)l 

r=2 1 (12) 

on Cc, d], whereas if x(t) > 0 and e4(t) > 0 on (c, d), then the time optimal 
solution x(t) is a solution of 

xc4’=klx+ jJ ki IX(f-l)l (13) 
is2 

on [c, d]. 
Let us recall at this point that we assumed above that (I) is not right 

(2; 2) disfocal. As a consequence of the above discussion, if we can satisfy 
the appropriate sign conditions on the optimal solution x(r) and the com- 
ponent +Jf) and thus determine intervals on which (12) and (13) are right 
(2; 2)-two point disfocal, then (I ) will be right (2; 2) disfocal on such inter- 
vals. 
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Before showing that x(t) and e4(t) indeed satisfy these sign conditions, 
the following remark concerning converse statements and the adjoint 
system will play a major role in subsequent arguments. 

Remark. If u E U is such that the boundary value problem (lo), (3) (or 
(lo), (4)), with yi = 0, i = 1, 2, 3, 4, some 5, < t2, has a nontrivial solution, 
then 

$’ = - ~‘CWI $9 (14) 

~2(~1)=~3(5,)=~4(~,)=~4(t*)=O, (15) 

(or~3(ZI)=~4(tl)=~1(Z2)=~4(~2)=0), (16) 

also has a nontrivial solution; thus the converse is also true. Hence the 
Pontryagin Maximum Principle associates with a time optimal solution of 
(lo), (3), (or (lo), (4)), with y,=O, i= 1, 2, 3, 4, a time optimal solution of 
(14) (15) (or (14) (16)), and conversely. 

THEOREM 2. If there is a vector u E II such that the corresponding linear 
equation (10) has a nontrivial solution satisfying 

and if x(t) is a time optimal solution with 

x(c) =x(d) =x’(d) = x”(d) = 0, 

and with d - c a minimum, then x(t) is a solution of (12) on [c, d]. 

Proof By the time optimality, x(t) # 0 on (c, d), and so we may assume 
without loss of generality that x(t) > 0 on (c, d). 

If $(t) is a nontrivial optimal solution of the adjoint system associated 
with x(r) by the Pontryagin Maximum Principle, then 

$Ac) = ILdc) = $4~) = $44 = 0. 

By its own time optimality, $4(t) # 0 on (c, d). Hence x(t) is a solution of 
( 12) or (13) on [c, d]. Thus, xC4’( t) is of constant sign on (c, d), so that 
x”‘(t) is strictly monotone on [c, d], and then the boundary conditions 
satisfied by x(t) imply that x’“‘(t) < 0 on (c, d). Therefore, x(t) is a solution 
of (12) on [c, d]. 

THEOREM 3. Assume that for all vectors u E U, the corresponding linear 
equation (10) has only the trivial solution satisfying 
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If there is a control vector u E U such that the corresponding linear equation 
(10) has a nontrivial solution satisfying 

y(t,)=y’(t,)=y’(t,)=y”(t2)=0,a<:t,<t,<b, 

and $x(t) is a time optimal solution with 

x(c) = x’(c) = x’(d) = x”(d) = 0, 

and with d - c a minimum, then x(t) is a solution of (13) on [c, d]. 

Proof: We begin by observing that from the hypotheses and the 
minimality of d-c, equation (10) is right (2; 2)-two point disfocal (hence, 
right (2; 2) disfocal by Theorem 1 ), on any proper subinterval of [c, d]. 
Remark (b) after the proof of Theorem 1 implies that x’(t) # 0 on (c, d). 
(For if x’(t,) = 0, some t, E (c, d), then there exists t,, < t, < d such that, 
x(c) = x’(c) = x’( to) = x”( t r ) = 0; a contradiction to Remark (b).) Thus, we 
may assume x’(t)>0 on (c, d), so that x(t)>0 on (c, d]. 

Now if $(t) is a nontrivial solution of the adjoint system associated with 
x(t) by the Pontryagin Maximum Principle, then 

$dc) = $zdc) = II/,(d) = $4(d) = 0, 

and it’s also the case that (cIz(c) # 0. 
Our goal is to show that t+b4(t) # 0 on (c, d). In that direction, let y(t) = 

(yl(t), y2(fL Y3(fL y4(t))9 where y,(t) = ICl.Jt), y2(t) = ti3(f), y3(f) = ti2(t), 
y4(t) = $,(t). Then y(t) is a solution of 

y’= &u*(t)] I’, 

Y,(c)=y,(c)=y,(d)=l,,(d)=O, 

(17) 

where 

r -U,(t) -1 0 01 

BLU(f -r ’ )] = I:$ 

I 

o-1 0 

2 o 0 -1 

-u,(t) 0 0 0 1 

. 

It suffices now to show that ~,(t)=$~(t) #O on (c, d). 
Forj= 1, 2, 3, 4, let 

y’(t) = (yl(t), Y:(t)* Y:(t)> yC(t))’ 

denote the solution of the initial value problem for (17) satisfying 

Y/tc) = 6,j9 i = 1, 2, 3, 4. 
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Hence, 

Y(l) = c3 y’(t) + c4 y”(t), 

for some C,, C4, and since y3(c) = Jl,(c) # 0, we have C3 ~0. 
Our next claim is that y:(t) # 0 on (c, b). Assume to the contrary that 

there exists ZE (c, b) such that y:(5) =O. Now y4(t) is a solution of (17) 
and so the adjoint system $’ = - A’[u*( t)] +!I has a nontrivial solution q(t) 
satisfying 

Then, there is an optimal such solution to the adjoint equation for some 
u** E U, and thus by the Pontryagin Maximum Principle, there is a non- 
trivial optimal solution v(t) of (lo), for u** E U satisfying 

V(T,) = V(T*) = V’(T,) = v”(T,) = 0 

where c Q r, < z2 < r; a contradiction to the hypotheses of the theorem. 
Therefore, yy( t) # 0 on (c, b). 

For the final part of the proof, assume y,( to) = 0, for some t, E (c, d). 
Since 

- WY4(fL y(t)) = CY3N2 (.Yl(~)/.Yxt)Y? 

(where W(., .) denotes the Wronskian), and since y,(d)=O, yy(d)#O, it 
follows from Rolle’s Theorem that there exists t, < t, < d, such that 
Wy4(tl), At,))=@ Now Wy4(rl), y(tl))=C3Wy4(tl), y3(tl)), and since 
C, # 0, W( y”(t,), y3(t,)) = 0. In other words, there exist constants y3, r4 
such that the solution 

w(t) = r3 y’(f) + r4 y”(t) 

of (17)satisfies w,(c)=~~(~)=~~(t,)=~~(t~)=O.Thisin turnimplies that 
the adjoint system has a solution /?(I) satisfying b3(c)= f14(c) = f13(t,)= 
b4(f,) = 0, c < t, < d. Finally, in turn, we have a nontrivial optimal solution 
r(t) of (lo), for some u** E U, satisfying 

y(T,)=y’(T,)=y(T,)=y’(T,)=O, C<T,<T,<tt,<d. 

By Rolle’s Theorem, there is z1 < z3 <TV such that 

where t2 - T, < d - c. This contradicts the extremality of d - c, in that (10) 
is right (2; 2) disfocal, for all u E U, by Theorem 1 on any proper subinter- 
val of [c, d]. 
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Therefore, y,(t) = ti4(t) # 0, and it follows that x(t) is a solution of (12) 
or (13) on [c, d]. Again, from the constancy in sign of ~‘~‘(2) on (c, d) and 
from the boundary conditions x(c) = x’(c) = x’(d) = x”(d) = 0, we have 
xf4’(t) >O on (c, d), so that x(t) is a solution of (13) on [c, d], and the 
proof is complete. 

In light of Theorems 2 and 3 and the discussion preceding them in this 
subsection, we can now state and prove a theorem establishing optimal 
length intervals in terms of the ki, i = 1, 2, 3, 4, on which (1) is right (2; 2) 
disfocal. 

THEOREM 4. Let h=h(k,, k,, k3, k,)=min{h,, IQ}, where h,>O is the 
first positive number such that there exists a solution x(t) of (12) satisfying 

x(0) = x(h,) = x’(h,) = x”(h,) = 0, 

with x(t) > 0 on (0, h,), or hl = + CE if no such solution exists, and where 
h, > 0 is the first positive number such that there exists a solution y(t) of ( 13) 
satisfying 

y(0) = y’(0) = y’(h,) = y”(h,) = 0, 

with y(t) > 0 on (0, h2], or h, = + co if no such solution exists. Then each of 
the boundary value problems for (1) satisfying (3), (4), (5), (6), (7), or (8) 
has at most one solution, provided t4 - t, < h (i.e. (1) is right (2; 2) disfocal 
on subintervals of length less than h). Moreover, this result is best possible 
for the class of all fourth order differential equations satisfying the Lipschitz 
condition (B). 

Proof We note first that since equations (12) and (13) are 
autonomous, in applying Theorems 2 and 3, rather than specifying boun- 
dary conditions at a < c < d < 6, it suftices to consider conditions at 0, h, , 
and hz. 

If there are distinct solutions of (1) satisfying one of (3), (4), (5), (6), (7), 
or (8) on some subinterval of (a, b) of length less than h, then from the first 
part of this subsection, Eq. (lo), for some u E U, has a nontrivial solution 
satisfying (3) or (4), with y,=O, i= 1, 2, 3, 4, on the same subinterval. By 
Theorems 2 and 3, this is a contradiction to the definition of h. Thus (1) is 
right (2; 2) disfocal on any subinterval of length less than h. 

That this result is best possible follows from the fact that both Eqs. (12) 
and (13) satisfy the Lipschitz condition (B), and either x(t) or y(t) in the 
statement of the theorem is a nontrivial solution of (3) or (4), respectively, 
with yj = 0, i = 1, 2, 3, 4, on [0, h]. In either case, each boundary value 
problem also has the zero solution. 
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C. Uniqueness Implies Existence for Right (2; 2) Focal Boundary Value 
Problems 

Analogous to uniqueness implies existence results proven by 
Hartman [4], Klaasen [13], and Henderson [9] for boundary value 
problems for ordinary differential equations, we show in this subsection 
that the right (2; 2) disfocality of (1) on an interval (a, b) implies that each 
right (2; 2)-two point, -three point, or -four point boundary value problem 
for (1) has a solution on (a, b). The proof utilizes standard shooting 
methods such as those used by Peterson [24,25] or Henderson [9, lo], 
and we will give only a sketch of the proof. 

THEOREM 5. Assume that (1) is right (2; 2) disfocal on (a, b). Then boun- 
dary ualue probfems for (1) satisfying (3), (4), (5), (6), (7), or (8) all haoe 
unique solutions on (a, b). 

Proof: We remark first, from the right (2; 2) disfocality of (1) on (a, b) 
and Rolle’s Theorem, that (1) is disconjugate on (a, b). That being the case, 
it follows that conjugate boundary value problems for (1) have unique 
solutions on (a, b); see [4, 131. Thus the boundary value problem (1) (3) 
has a unique solution on (a, b), since it is of the conjugate type. 

For the other right (2; 2) focal boundary value problems for (l), let 
y, E R, i = 1, 2, 3, 4, be given, and then we use the shooting method suc- 
cessively. 

(1) (4): For this problem, let a < t, < t2 < b and let y(t) be the solution 
of ( 1) satisfying conditions of type (3), 

Define S, = {z’(t,)lz(t) is a solution of (1) and z(t,)=y(tl), z’(tz)=y’(t2), 
z”(t2) = y”(t,)}. Using the right (2; 2) disfocality of (1) and the continuous 
dependence of solutions of (l), (4) on boundary conditions, it can be 
shown that S, = R; see [9]. Thus for y, E S,, the corresponding solution 
z(t) of (1) satisfies (4). 

(1) (5): For this three point problem, let a < t, < t, < t, <b and let y(t) 
be the solution of (1) satisfying conditions of type (4), 

Defining S,- {z(t,)lz(t) is a solution of (1) and z(t2)=y(t2), z’(t3)= 
y’(t3), z”(t3) = y”(t3)}, it can be shown that S, = R. Choosing y, ES,, the 
corresponding solution z(t) satisfies ( 1 ), (5). 

(1 ), (6): Continuing the pattern, let a < t, < t, <: t, <b and let y(t) be the 
solution of (1) satisfying conditions of type (5), 
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In this case, we can argue that S, = {z’(tz) 1 z(t) is a solution of (1) and 
z(tl)=Y(f,)> z(jz)=Y(t2)3 f(c3)=Y’(f3)~ consists of the entire real line. 
Again, choosing y, E S,, the corresponding solution z(t) satisfies (l), (6). 

( 1 ), (7): For our last three point problem, let a < t, < fz < t, -C b and let 
y(t) be the solution of (1) satisfying conditions of type (6), 

and define S,= {z’(t,)Jz(t) is a solution of (1) and z(r,)=y(tr), z’(t*)= 
v’(~~),z’(l,)=y’(f.?)j. Here, wealsohaveS4=R,andsofor~*~S~, (I), (7) 
has a solution. 

( I), (8): The pattern continues for the four point problem. Let Q < t, < 
t, < f3 < t, < h and let y(t) be the solution of (1) satisfying conditions (7), 

Y(f2) =.Y27 Y’(fz) =o, f(f3) =)13r Y’(j4) =y4, 

and set S,r (z(t,)lz(t) is a solution of (1) and z(tz)=y(tr), z’(t3)=y’(t3), 
z’(fq) =y’(f4)}. As with the other cases, Ss = R, and so choosing y, ES,, 
the boundary value problem (1 ), (8) has a solution, 

In each case above, uniqueness of the solutions is by the right (2; 2) dis- 
focality, and the proof is complete. 

For completeness, we give the statement of the theorem establishing 
optimal length subintervals of (a, !I), in terms of the Lipschitz coefftcients 
k,, i = 1, 2, 3, 4, on which each right (2; 2) focal boundary value problem 
for (I) has a unique solution. 

THEOREM 6. Let h = h(k,, k2, k3, k4) be as defined in Theorem 4. Then 
each of the boundary u&e problems for ( 1) satisfying (3), (4), (5), (6), (7), 
or (8) has a unique solution, provided t, - f, < h. Furthermore, this result is 
best possible for the class of all fourth-order ordinary differential equations 
satisfJG.ng the Lipschitz condition (B). 

3. EXISTENCE, UNIQUENESS, AND OPTIMALITY FOR RIGHT 
(m, ;...; m,) FOCAL BOUNDARY VALUE PROBLEMS 

Through a sequence of theorems somewhat analogous to those for the 
right (2; 2) focal boundary value problems in Section 2, optimal length sub- 
intervals of (a, h) can be determined on which each of the other families of 
right (m,;...; m,) focal boundary value problems for ( 1) have unique 
solutions. In this section, we will state, without proof, an analogue of only 
Theorem 6 for each of these families of right (m, ;...; m,) focal boundary 
value problems for (1). For notational convenience, we define the following 
positive numbers. 
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DEFINITIONS. Let ai > 0, 1 d i < 8, be the smallest positive numbers such 
that: 

(i) There exists a solution x(t) of (12) satisfying x(0)=x’(O)= 
x”(0) = ~(a,) = 0, with x(t) > 0 on (0, a,). 

(ii) There exists a solution x(t) of (13) satisfying x(0)=x’(O) = 
x(dz) = ~‘(a,) = 0, with x(t) > 0 on (0, a*). 

(iii) There exists a solution x(t) of (12) satisfying x(0)=x’(O)= 
x”(0) = x’(u3) = 0, with x(t) > 0 on (0, ~2~). 

(iv) There exists a solution x(t) of (13) satisfying x(0)=x’(O)= 
~‘(a,) = .Y”(cQ) = 0, with x(t) > 0 on (0, u4). 

(v) There exists a solution x(t) of (12) satisfying x(0) =~‘(a,) = 
~“(a,) = x”‘(u,) = 0, with x(f) > 0 on (0, us). 

(vi) There exists a solution x(f) of (13) satisfying x(0)=x’(O)= 
x”(0) = ~“(a,) = 0, with x(f) > 0 on (0, q,). 

(vii) There exists a solution x(f) of (13) satisfying x(0) = x’(0) = 
x”(u,) =x”‘(q) = 0, with x(t) > 0 on (0, q). 

(viii) There exists a solution x(f) of (13) satisfying x(0) =x’(O) = 
x”(0)) = x”‘(dx) = 0, with x(f) > 0 on (0, a,). 

If in one of the cases (i)-(viii), no such solution x(t) exists, then set 
ui = + cc for that case. 

THEOREM 7. Let (c, d) G (a, b). 

(i) Zf d- c < min (a,, a,}, then each right (4)-two, -three, and -four 
point focal boundary value problem for (1) on (c, d) has a unique solution. 

(ii) Zf d-c<min{u,, a,}, then each right (3; 1)-two, -three, and 
-four point focal boundary value problem for (1) on (c, d) has a unique 
solution. 

(iii) Zf d- c<min{u,,u,}, then each right (2; 2) -two, -three, and 
-four point focal boundary value problem for (1) on (c, d) has a unique 
solution. 

(iv) Zf d-c<min{u,, a,>, then each right (2; 1; 1)-two, -three, and 
-four point focal boundary value problem for (1) on (c, d) has a unique 
solution. 

(v) Ifd-c<min{u,, u4, a,}, then each right (1; 3)-two, -three, and 
-four point focal boundary value problem for (1) on (c, d) has a unique 
solution. 

(vi) Zf d-c<min{u,, a,], then each right (1; 2; 1)-two, -three, and 
-four point focal boundary value problem for (1) on (c, d) has a unique 
solution. 
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(vii) Zfd-cdmin{a,, us, a,>, then each right (1; 1; 2)-two, -three, 
and -four point focal boundary problem for ( 1) on (c, d) has a unique 
solution. 

(viii) If d-cdmin{a,, a,, as), then each right (1; 1; 1; I)-two, 
-three, and -four point focal boundary value problem for ( 1) on (c, d) has a 
unique solution. 

In each of the cases (i)-(viii), this result is best possible for the class of all 
fourth-order differential equations satisfying the Lipschitz condition (B). 

Remark. In determining these optimal length intervals, application of 
the Pontryagin Maximum Principle depended upon our considering related 
two point boundary value problems. For Lipschitz equations of order 
n > 4, except for special partitions m ,,..., m, of n, the applicability of this 
method is reduced; in particular, if n > 4, 12 3, and m, + *.. + m, = n are 
such that, for some 1 < i< j< 1, mi, mj8 2, then there are no right 
(m,;...; m,)-two point focal boundary value problems under our definition 
of such problems. 

4. OPTIMAL INTERVAL LENGTHS FOR k,= 1, i= 1,2,3,4. 

In this section, some numerical results are given in which we determine 
optimal length intervals, as given in Theorem 7, for generic problems for 
the several classes of boundary value problems we have studied here, in the 
case when the Lipschitz constants ki = 1, i = 1, 2, 3, 4. 

In all cases, Richardson’s extrapolation method was used to solve the 
initial value problems associated with finding the solutions which deter- 
mine the optimal interval lengths. The demanded error tolerances were 
lo- I2 as were the criterion for meeting the boundary values. In all cases, 
because of the Lipschitz constants, one of the two equations was solved 
numerically: 

$4) = -x - 1 x’ 1 - ) x” 1 - / x”’ I) (18) 

xC4’=x+ (X’I + Ix”1 + (x”‘l. (19) 

We used the Cray-1 facilities at the Institute for Defense Analysis/Com- 
munication Research Division to perform these numerical integrations. 

The technique used to find the solutions to the appropriate boundary 
value problems was to employ Newton’s method to search the parameter 
space of the free conditions on the initial value. The derivative of the 
solution with respect to the parameter was then done by finite difference 
methods. Figures l-10 appended at the end of the paper depict graphs of 
the solutions obtained using these methods. 

(4): Figures 1 and 2 are the graphs of the numerical solutions of the two 
point boundary value problems associated with (18) and (19) for this 
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problem; i.e., Fig. 1 is the optimal solution of (18) satisfying y(0) = y’(0) = 
y”(0) = y(h,) = 0, whereas Fig. 2 shows the optimal solution of (19), (and its 
derivative), satisfying y(O) = y’(0) = y(h,) = y’(h,) = 0. The optimal interval 
for this class of problems with all Lipschitz contants being 1 is then deter- 
mined by the solution depicted in Fig. 2. Our numerical results give the 
interval as having length 3.0697818 1. 

(3; 1): Figures 2 and 3 show the numerical solutions of the two point 
boundary value problems for (18) and (19) which determine the optimal 
length interval for this problem. Figure 2 is the optimal solution of (19) 
satisfying y(O) =y’(O) =y(h,) = y’(h,) = 0, and Fig. 3 is the optimal 
solution of (18) satisfying y(O) =y’(O) = y”(0) =y’(h,) = 0. h, = 2.54985052 
is the optimal interval length. 

(2; 2): Here, Figs. 1, 4, and 5 show sketches of the numerical solutions 
which determine our optimal interval for existence of unique solutions of 
right (2; 2) focal problems. Figure 1 was discussed above, whereas Fig. 4 
illustrates the solution of (19) satisfying y(O) = y’(0) = y’(h) = y”(h) = 0; 
Fig. 5 shows the graphs of y’(t) and y”(t) of the solution y(t) graphed in 
Fig. 4. Figure 5 gives us our optimal interval length h = 2.25850884. 

(2; 1; 1): From Theorem 7, the optimal interval length here is the same as 
the optimal length determined in the above case for right (2; 2) focal 
problems. 

(1; 3): Figures 3,4, 5, and 6 depict the graphs of the numerical solutions, 
(or their derivatives as in the case of Fig. 5), determining our optimal 
length intervals for this case. Figures 3, 4, and 5 have been discussed above. 
Figure 6 is the optimal solution of (18) satisfying y’(0) = y”(0) = y”‘(0) = 
y(h) = 0; this figure gives us the optimal length, 1.90372364. 

(1; 2; 1): Optimal length intervals here are determined by the solutions 
shown in Figs. 4, 5, and 7. Figure 7, which illustrates the solution of (18) 
satisfying, y(0) = y’(0) = y”(0) = y”(h) = 0, gives in this case the optimal 
interval length, 1.82216354. 

(1; 1; 2): The optimal interval here is determined from the solutions of 
the two point boundary value problems shown in Figs. 6, 7, 8, and 9. We 
have already discussed Figs. 6 and 7. Figure 8 shows the numerical solution 
of (19) and y(O) =y’(O) =y”(h) =y”‘(h) = 0, and Fig. 9 shows the graphs of 
y”(t) and y”‘(t) of the solution y(t) in Fig. 8. The optimal interval is deter- 
mined by this problem and has length 1.3 117073 1. 

(1; 1; 1; 1): For this family of problems, we need to introduce the graph 
of only one further solution. In particular, Figs. 6, 8, 9, and 10 show the 
numerical solutions (or their derivatives), of the two point boundary value 
problems associated with (18) and (19) which determine the optimal length 
interval for these problems. Figure 10 depicts the optimal solution of (18) 
with boundary values y(0) = y’(0) = y”(O) = y”‘(h) = 0. This solution in 
Fig. 10 gives the optimal length subinterval on which each right ( 1; 1; 1; 1) 
focal problem has a unique solution. The optimal interval length is 
1.00718755. 
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