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Abstract 

A growing range of products shifts the product development in focus. Especially the early design phase defines the costs and quality. Thus, to 
ensure the quality of the products, different concepts are designed and evaluated. A tool for the evaluation of the different designs is simulation 
due to being fast and cost efficient. But simulation in the early phase still remains a problem. This results of the basic and fast changing 
concepts, which take too much effort to be converted into a simulation model. To get around these circumstances, we propose a method for an 
online modelling in the design process. Instead of defining the simulation model at once, the method modificates the simulation model during 
simulation run time. Furthermore, the functionality is shown in a CFD simulation using the meshless Smoothing Hydrodynamics method. 
Using the GPU to achieve real-time simulation, the method allows a WYSIWYG design-simulation development helping to raise the quality of 
products. 
 
© 2016 The Authors. Published by Elsevier B.V. 
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1. Advantages of Simulation in Product Development 

Shorter product life cycles as well as a growing range of 
product varieties shift the product development more and 
more into focus. Furthermore, multidisciplinary in 
development leads to a gaining dependency between different 
engineering disciplines like mechanics, electrics and 
informatics [1]. 

 
Nomenclature 

a, b   fluid particles 
CAD  Computer Aided Design 
CFD  Computational Fluid Dynamics 
CPU  Central Processing Unit 
GPU   Graphics Processing Unit 
h   smoothing length 
m   mass 
p   pressure 
ρ   density 
r   distance 
v   velocity 

x  position 
W  weighting factor  
WYSIWYG What-You-See-Is-What-You-Get 
 

 
Special attention gets the design phase of a product 

development, which defines the basic functionality and shape. 
In addition, in this phase significant decision about quality and 
cost are made [2]. In order to support these determination a 
validation and verification of different alternatives can help to 
reduce the risk of wrong decisions and thus, reduce economic 
risk and raise sustainably of products [3].  

Simulation has been established as a helpful tool. An 
example is the cheaper setup for experiments compared to real 
experimental setups take a lot of effort to build and are cost-
intensive. In addition, observability of critical processes as 
well as the breakdown into simpler segments is an advantage 
of simulation [4]. 
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2. Simulation of Fluids 

The simulation of the behavior of fluids is realized by 
Computational Fluid Dynamics (CFD). A CFD process can be 
divided into four phases, the construction of the geometry 
(CAD model), the synthesis of the computational domain, the 
actual run of the simulation and the analysis of the results after 
the post-processing [5]. A new simulation run always requires 
to execution of all steps. As CFD computation takes a lot of 
effort, the whole process can take hours to days. Thus, most 
often the use of CFD simulations is limited to special cases 
like automotive or aerospace dynamics [6]. 

2.1. Methods in CFD 

As CFD is still a challenge, there are many different 
theories, which can be clustered in eulerian- and lagrangian 
approaches.  

The commonly used and well researched eulerian approach 
is based on a predefined, fixed mesh, which covers the whole 
computational domain [7]. The granularity and quality of the 
mesh discretization is a critical part of the precision of the 
solution and the computation time [8]. Thus, based on the 
granularity of discretization different methods are commonly 
used. Methods used in science are the Direct Numerical 
Simulation, which needs the finest discretization [9] or the 
Large Eddy Simulation [10]. As the computation time still 
remains very long, industry mainly uses the Reynolds-
Averaged-Navier-Stokes method [11]. 

In contrast to the eulerian methods lagrangian approaches 
discretize the fluid itself with particles, which can move 
around. This group of approaches experiences a quite new but 
fast gaining interest in the scientific community [12] and can 
help to meet today’s challenges. A main reason is that some 
problems appearing in the eulerian discretization can be easily 
handled. For example, the separation of two fluids in a 
multiphase simulation can be modelled easier [13]. Another 
advantage is the lack of the need for regeneration of the mesh 
quality and the easier modelling of boundary conditions [14, 
15] as they can be handled like collisions [16, 13]. 
Furthermore, each particle in each time step can be computed 
independently to each other. Therefore, the algorithms of 
lagrangian approaches can be computed highly parallel [17]. 
With evolving computer technology towards parallelization 
[18] this ability can lead to a critical property. 

An example for the meshless lagrangian simulation method 
is the Smoothed Particle Hydrodynamics method, which was 
initially developed as a solution method for astrophysical 
problems [19, 20]. The method, based on a kernel density 
estimation, is a statistical method, having a lower error than 
pure statistical functions, e. g. Monte-Carlo methods [21]. On 
the basis of the solution method for astrophysical problems, 
the method was adapted to fluid dynamic problems with free 
surfaces. This evolution is known as the weakly compressible 
SPH [22]. On this basis, for further advancements focusing 
the precision [23] or the performance up to real-time [24] 

were made [25]. Furthermore, the method itself is validated 
[26].  

The weakly compressible SPH method is a lagrangian 
method, in which each virtual particle caries physical 
parameters like mass m or velocity v and additional 
information like its position x. Thus, the fluid dynamic 
problem using the incompressible Navier-Stokes equation can 
be solved stap by step using kernel approximation. For 
example, the density of a location a can be evaluatied solving  

,abba Wm                                                                (1) 

where  denotes  

),( hrWW abab ,                                                                (2) 

with h being the smoothing length and  the distance 
between the particles a and b. Furthemore, the complex 
pressure gradient term of  the Navier Stokes equation can be 
obtained using 
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where is the pressure at particle a and  the gradient 
with respect to the position a. [26] 

2.2. Preparation of the computational domain 

Either in eulerian or lagrangian methods the preparation 
and precomputation of the computational domain is quite 
similar (Figure 1). The first step is the extraction of a CAD 
model. This is followed by the mesh generation. In the 
eulerian approaches, the whole fluid domain gets meshed 
having a set of different strategies and tools [8]. In contrast, 
the lagrangian approaches triangulate the CAD-model [14] 
and does not limit the fluid domain to boundaries. In both 
cases this step is the most critical one. On the one hand a too 
dense mesh or triangulation leads to high computation times, 
on the other hand a too coarsely granular discretization leads 
to errors based on low resolution. 

This step is followed by the selection of physics and the 
description of fluid properties. The last step is the definition 
of the boundary conditions [18]. 

3. Simulation of Fluids 

Utilizing its advantages, Lagrangian methods can help to 
resolve the limitation to special cases and help to extend the 
field of application, for example a simulation of a filling 
process in an industrial application. 

But nowadays, the preparation of the computational 
domain can take up to 50% of the whole simulation cycle 
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[27]. Thus, reducing the modelling time and effort helps to 
increase the viability. 

Therefore, we introduce an online generation of CFD 
domains with focus on the update of the geometry. The 
reduction of effort and cost comes along in two dimensions. 
The first dimension is the decrease of work for the user as a 
computational domain does not need to be generated totally. 
In contrast, it can evolve during the simulation run. The 
second advantage of the online simulation is the optimization 
of the geometry to reduce the computational effort based on 
better collision resolution.  

3.1. Concept 

In order to achieve a fast online model generation for 

lagrangian CFD simulation we propose four steps. Based on 
the modelling process of rigid body dynamics [28] the method 
can be divided in four steps (Figure 2). Beginning with an 
common known CAD model a triangulated mesh gets 
prepared. After that a collision model is solidificated an gets 
paramerized in order to get a phyiscs model. Last but no least 
the physics model gets enriched with information about its 
kinematic behavior. 

3.2. Preparation  

The first step is the conversion of the CAD input data into 
a triangulated mesh. The preparation can be divided into two 
information blocks – the hierarchy of the input model and the 
master concepts. The hierarchy tree only refers to unique 
master concepts. A master concept includes the description of 
different instances, which can differ in location and rotation, 
but not in scale. The constant scale is necessary as on the 
second block each master concept gets tessellated into a 
triangular mesh (and the error would scale). In order to reduce 
model errors, the discretization error should be smaller than 
the designated simulation resolution.   

3.3. Solidification 

On the basis of the model hierarchy and the triangulated 
master concepts the most significant step for the future 
computational effort is the solidification. The collision model 
defines the complexity and thus the effort put into collision 
resolution following the concept, that convex aggregated 
objects need less computational effort than checking each 
triangle. 

As the model can change online during a simulation, the 
first step is to check differences between the existing and new 
geometry information in the dimensions hierarchy and master 
concepts. Within the next steps only new or modified master 
concepts are computed. The other ones can remain constant in 
the simulation. 

Due to convexity having a great influence on 
computational effort, each master concept convexity gets 
checked. If the master concept is already convex, the collision 
model can be computed based on the surface of each triangle. 
In the other cases the master concept is decomposed into 
convex parts following known algorithms [28-31]. 
Furthermore, as online simulation needs a fast adaption of the 
computational domain, each triangular plane of the master 
concept’s mesh gets evolved into a collision model. These 
collision models remain in the simulation as an interim 
solution until the convex decomposed collision model is 
computed.  

3.4. Parameterization 

In the next step the generated collision models gets 
enriched with the simulation-relevant parameters like mass, 
center of gravity or surface properties [27, 32]. The relevant 
data can be either extracted out of the CAD model or 
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Figure 2: Process of the generation of the geometric simulation model 
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Figure 1: General process of a simulation model generation in eulerian and 
lagrangian discretisation 
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extracted out of a database, for example a product data 
management system.  

3.5. Articulation 

Last but not least the kinematics of the physics model gets 
described. Kinematics can be subdivided into two types.  

The first type is passive kinematics like links or joints. 
This context gets defined in the model hierarchy on the basis 
of the restrictions made in the CAD model or manual 
adjustments.  

The second type is active kinematics like motors or fixed 
motion. Due to having online adapted simulation models, the 
generation of motion has to follow the same concepts. Thus, 
fixed motion gets defined with an interactive motion planer. 
Thus the motion of parts can be changed online. As the 
motion sticks on hierarchy parts with an unique identification 
it still remains constant even if the model changes.  

 

4. Use Case and Test Result 

The described method of an online CFD simulation with 
changing geometry information was carried out successfully. 
The lagrangian method used in this use case was the 
Smoothed Particle Hydrodynamics [13, 16, 33], which was 
executed on the Graphics Processing Unit (GPU). 
Furthermore, the CFD-domain was prepared on the Central 
Processing Unit (CPU) and afterwards pushed onto the GPU. 
This way, the workload was balanced over the whole 
workstation and a real-time simulation of the fluid processes 
was possible. 

4.1. Performance measurement 

Figure 3 shows the test geometry modelled in a CAD-tool 
and updated online in the simulation. Each part was 
individually constructed and added successfully to the 
simulation domain without any restart. On this basis the effect 
of the derivation step was analyzed. To review the effect of 
the two-step solidification the exact influence of the convexity 
was analyzed. Furthermore, the decomposition was executed 
in an integral way. Thus, the impact of a partial or 
approximate convex decomposition could be evaluated. The 
whole process of updating the geometry online takes several 
milliseconds. Thus, leaving out the convex decomposition, the 
model can be updated without an interruption of the user. As 
convexity is crucial for the simulation performance, the 
derivation performs a convex decomposition. 

Figure 4 shows the dependency of the number of fluid 
particles and the shape (convexity) of the geometry with 1 
being fully concave and 12 being fully convex. Thus, the 
simultaneous convex decomposition of the master concept has 
a great impact on the computational effort and is needed to 
accomplish an online simulation for bigger models. Having a 
full convex decomposed geometry the computational time in 
our example utilizing a Nvidia Quadro 2000K could be 

reduced up to 35.6% of the concave mesh without any loss of 
solution precision in the lagrangian method. Thus, in our 
example the computation time was redurced from 12.1 ms to 
4,3 ms using  1 000 000 fluid particles.  

4.2. Use case of WYSIWYG-CFD-Simulation 

In addition, Figure 5 shows a possible development 
process utilizing the WYSIWYG-approach with an online-
modification of the geometries. In this case, divided into 10 
steps, on the left side the normal CAD-based development 
process of a concept is shown. In addition, on the right side, 
the simulation process is shown. In history, after each 
modification of the geometry, a new simulation run had to be 
started. Using the WYSIWYG-approach, the simulation 
model is synchronous to the CAD-concept.  

Thus, shown, in step 1, a fluid source has to be created and 
the simulation gets started. In addition, the design of a simple 
filling process gets performed with a first CAD-concept of a 
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Figure 4: Computation time of the geometry handling with changing number 
of fluid particles and grade of convex decomposition 

 

Figure 3: Test geometry of the online simulation 
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box, which directly gets transferred to the simulation (2). 
Neither a restart nor a manual effort has to be performed by 
the user. In step 3, the box gets eroded, which directly 
influenced the simulation model. As can be seen, the fluid 
fills the box. Between the steps 3 to 8, an outlet is designed 
independent of the simulation, which keeps on running. 
Having finished the design process the size of the outlet can 
be evaluated directly measuring the flow. Using this easy and 
fast feedback of design decisions as well as the fast 
modification of the geometry in the simulation, the user can 
simply try out the size of the outlet (step 7-10). This way, the 
user can concentrate on the design and can see the results of 
design changes directly in the simulation. 

5. Summary 

A new method for online model generation for lagrangian 
CFD consisting of four different steps was shown. 

Furthermore, a use case shows the potential of the method. In 
addition, first test were made showing the impact of proper 
convex decomposed geometry information in lagrangian 
simulations reducing the computational effort to 35.6%. 
Hence, the online model generation helps to make CFD 
simulation more economic and therefore allows CFD 
simulations in areas, which were not simulated yet because of 
not being economic. Furthermore, new applications like 
interactive construction are possible. 

Our next step is to check different convex decomposition 
algorithms and the effect of bigger models. Moreover, we 
plan to investigate multi-user changes as well as further 
optimizations in the workload of a multi-GPU system. 
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