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Abstract Heat-transfer coefficients (HTC) on surfaces exposed to convection environ-

ments are often measured by transient techniques such as thermochromic liquid crystal

(TLC) or infrared thermography. In these techniques, the surface temperature is

measured as a function of time, and that measurement is used with the exact solution

for unsteady, zero-dimensional (0-D) or one-dimensional (1-D) heat conduction into a

solid to calculate the local HTC. When using the 0-D or 1-D exact solutions, the

transient techniques assume the HTC and the free-stream or bulk temperature

characterizing the convection environment to be constants in addition to assuming the

conduction into the solid to be 0-D or 1-D. In this study, computational fluid dynamics

(CFD) conjugate analyses were performed to examine the errors that might be invoked

by these assumptions for a problem, where the free-stream/bulk temperature and the

heat-transfer coefficient vary appreciably along the surface and where conduction into

the solid may not be 0-D or 1-D. The problem selected to assess these errors is flow and

heat transfer in a channel lined with a staggered array of pin fins. This conjugate study

uses three-dimensional (3-D) unsteady Reynolds-averaged Navier–Stokes (RANS) closed

by the shear-stress transport (SST) turbulence model for the gas phase (wall functions
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not used) and the Fourier law for the solid phase. The errors in the transient techniques

are assessed by comparing the HTC predicted by the time-accurate conjugate CFD with

those predicted by the 0-D and 1-D exact solutions, where the surface temperatures

needed by the exact solutions are taken from the time-accurate conjugate CFD solution.

Results obtained show that the use of the 1-D exact solution for the semi-infinite wall to

give reasonably accurate ‘‘transient’’ HTC (less than 5% relative error). Transient

techniques that use the 0-D exact solution for the pin fins were found to produce large

errors (up to 160% relative error) because the HTC varies appreciably about each pin fin.

This study also showed that HTC measured by transient techniques could differ

considerably from the HTC obtained under steady-state conditions with isothermal

walls.

& 2013 National Laboratory for Aeronautics and Astronautics. Production and hosting by Elsevier B.V.

All rights reserved.
1. Introduction

Heat transfer plays an important role in many applica-
tions from manufacturing and materials processing to heat
exchangers and thermal management. In many applica-
tions such as cooling of gas turbines and electronic
components, it is important to know the temperature,
the heat flux, and the heat-transfer coefficient (HTC) from
surfaces exposed to convective and/or radiative environ-
ments. Considerable research has been conducted to
develop techniques to enable such measurements in benign
and in harsh environments (see reviews in Refs [1] and [2]).
Transient techniques that use thermochromic liquid crys-
tal and infrared imaging are widely used to measure the
HTC [2–4]. With these techniques, surface temperature
Twall at each location is measured experimentally as a
function of time. This measured temperature is then used
with one of the two exact solutions to compute the HTC.

One of the exact solutions used is that for unsteady
one-dimensional (1-D) conduction into a semi-infinite
solid given by [5,6]

TwallðtÞ�Tinitial

Tbulk�Tinitial
¼ 1�exp

h2at
k2

� �
erfc

h
ffiffiffiffiffi
at
p

k

� �
ð1Þ

where t is time; k is the thermal conductivity of the solid; a
is the thermal diffusivity of the solid; Tinitial is temperature
of the solid at t¼0; and Tbulk and h are respectively the
free-stream bulk temperature and the HTC, characterizing
the convection environment that the solid is exposed to
suddenly at t¼0. In Eq. (1), the assumptions are k, a, h,
and Tbulk are constants.

The other exact solution used is that for a lumped or
zero-dimensional (0-D) analysis of a solid initially at
Tinitial and then suddenly at time t¼0 is exposed to a
convection environment characterized by a constant h
and Tbulk. This exact solution, which is valid if the Biot
number is much less than 0.1, is given by [5]

TwallðtÞ�Tbulk

Tinitial�Tbulk
¼ exp �

hAs

rVCp

� �
t

� �
ð2Þ
where As is the area of the solid’s surface that is exposed
to the convection environment; V is the volume of the
solid; r is density; and Cp is the constant-pressure-
specific heat. All other parameters have the same
definition as those in Eq. (1).

As noted, Eqs. (1) and (2) involve a number of
assumptions. Of these, the most critical is the assumption
that h and Tbulk are constants because it is generally not
the case in practice. Also, for Eq. (1), the assumption of
1-D conduction is suspect for problems with complicated
geometries. Thus, the objective of this study is twofold.
The first is to examine the implications of the assump-
tions in Eqs. (1) and (2) when used with transient
measurements of the HTC. The second is to examine
whether the HTC obtained by a transient technique will
be the same as the HTC obtained at steady-state
conditions with isothermal wall boundary conditions.

This study is accomplished via computational fluid
dynamics (CFD) conjugate analysis based on both
steady and unsteady Reynolds-averaged Navier–Stokes
(RANS) for a problem in which the free-stream/bulk
temperature Tbulk and the heat-transfer coefficient h
vary appreciably along the surface and where conduc-
tion into the solid may not be 0-D or 1-D. The problem
selected is flow and heat transfer in a channel lined with
a staggered array of pin fins.

The organization of the rest of this paper is as follows.
First, the problem studied is described. This is followed by
the formulation of the problem, the numerical method of
solution, and the computational approach to achieve the
objectives of this study. Afterwards, the results of this
study are presented.
2. Description of test problem

The problem studied is shown in Figure 1 (not drawn
to scale). All dimensions in this figure are given in terms
of the diameter of the pin fin, which is D¼12.5 mm.
As shown in the figure, the problem consists of a
channel of length L2þL3þL4¼20Dþ25Dþ48D and



Nomenclature

h heat transfer coefficient (HTC), h¼q00/(Tbulk�Twall)

H height of duct

k thermal conductivity

L3 length of the test section with the pin fins

L1, L2, L4 length of channel upstream and downstream of

test section

Nu Nusselt number, Nu¼hDh/k

p pressure

q
00

wall heat flux at the wall

T, Tbulk temperature, bulk temperature

Tin temperature at the duct inlet

Twall wall temperature

Uin mean velocity at the duct inlet

X coordinate in the streamwise direction

yþ yþ¼rUty/m, where y is the normal distance from

the wall and Ut¼ (tw/r)
0.5

Y coordinate in the spanwise direction

Z coordinate in the direction aligned with the axis

of the pin fins

Greek letters

e dissipation rate of turbulent kinetic energy

m dynamic viscosity

r density

tw wall shear stress
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height 2H¼2.25D bounded by two plates of thickness
2D. Within this channel are 11 rows of pin fins located
between X¼0 and X¼L3 that are arranged in a
staggered fashion. The spacing between adjacent pin-
fin centers is P¼2.5D in the X-direction and W¼1.5D
in the Z-direction. For the two plates that form the
channel from X¼�L2 to X¼L3þL4, the surfaces at
Y¼Hþ2D and Y¼�(Hþ2D) are maintained adiabatic.
The portion of the channel from X¼�(L1þL2) and
X¼�L2, where L1¼200D, has adiabatic walls so that
the thermal boundary layer in the channel will not start
until X¼�L2. Because of the symmetry of this problem,
only the domain bounded by X¼�(L1þL2) and X¼
L3þL4, Y¼0 and Y¼Hþ2D, and Z¼0 and Z¼W is
considered in the analysis.
For this channel with pin fins, the fluid that enters the

channel is air. The plates that bound the channel are
made of plexiglass, and the pin fins in the channel are
made of aluminum. Plexiglass was selected as the
material for the channel plate so that the heat conduc-
tion into the plate will be nearly one-dimensional (1-D)
and occur slowly so that it will take relatively long time
before the heat conduction could penetrate across the
plexiglass plate. Aluminum was selected as the material
for the pin fin so that heat conduction into the pin fin is
so fast that the temperature evolution within the pin
could be approximately zero-dimensional (0-D) or
Figure 1 Schematic of
lumped, which will be the case if the Biot number is
small (e.g., much less than 0.1). These are typical of the
materials used by experimentalists when implementing
transient methods for measuring HTC. In this study, the
properties of the plexiglass and aluminum were assumed
to be constants. For the plexiglass, the thermal con-
ductivity k, the constant pressure specific heat Cp, the
density r, and the thermal diffusivity a are taken
to be 0.2085 W/(m �K), 1466 J/(kg �K), 1185 kg/m3, and
1.2� 10�7 m2/s, respectively. For the aluminum, k is
202.4 W/(m �K), Cp is 871 J/(kg �K), r is 2719 kg/m3,
and a is 8.5464� 10�5 m2/s.

On operating conditions, there are two types—a time-
accurate version to study the assumptions invoked in
the transient measurement techniques and a steady-state
version to study the connection between transient
measurements of the HTC and steady-state values of
the HTC with isothermal walls. For both operating
conditions, air with uniform temperature Tin of 350 K
and uniform velocity Uin of 20 m/s in the X-direction
enters the channel at X¼�(L1þL2), and the static
pressure at the exit of the channel pb is set at 1 bar
(100 kPa). For the time-accurate version, the tempera-
ture of the air and in all solids (plate and pin fins) was
initially at Tinitial¼300 K. For the steady-state version,
the temperature of the plate wall at Y¼H and between
X¼�L2 and X¼L3þL4 was maintained at Twall¼340 K.
the problem studied.
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The surfaces of all pin fins were also maintained at
Twall¼340 K.
3. Formulation of problem, numerical method
of solution, and approach to assess errors

In this study, the governing equations used for the gas
phase are the unsteady form of the ensemble-averaged
continuity, compressible Navier–Stokes, and energy equa-
tions for a thermally perfect gas with the Sutherland model
for the viscosity and temperature-dependent properties.
The effects of turbulence were modeled by the shear-
stress transport (SST) model of Mentor [7]. For the solid
phase in the conjugate analysis, the Fourier law was used.

Solutions to the governing equations were obtained
by using the ANSYS Fluent Version 13.0 code [8]. Both
time-accurate and steady-state solutions were obtained.
When time-accurate solutions were of interest, the implicit
coupled scheme with second-order accuracy in time was
employed, and 30 iterations per time step were used to
achieve convergence at each time step. This number of
iteration was determined by numerical experiments. When
steady-state solutions were sought, the SIMPLE (semi-
Figure 2 The grid system used.

Figure 3 The interpolation of the bulk temperature is linear betw
implicit method for pressure-linked equations) segregated
scheme was used for the gas phase until convergence is
achieved. For both steady and time-accurate solutions, the
fluxes for all equations at the cell faces were interpolated
by using the second-order upwind scheme. Pressure
equation and the Laplace equation for the conduction
were also computed by using second-order accuracy.

Figure 2 shows the grid system employed. The total
number of cells used is 4,139,030. The number of cells in
the channel is 1501 along the X-direction, 35 along the
Y-direction, and 38 along the Z-direction from X¼�L2

onwards and 16 cells in Z-direction upstream of X¼�L2.
The number of cell about 180 degrees of the pin fin in the
azimuthal direction is 111. Inside each half pin fin, the
number of cells is 54,460. In the plate, the total number
of cells is 1,893,430 with 1422 in the X-direction, 35 in the
Y-direction, 38 in the Z-direction. As shown in the figure,
cells are also clustered about the air–wall interface. This
is to capture the low-Reynolds-number region of the
turbulent flow next to the wall, where yþ of cells next to
walls were less than unity. The cluster next to the air–wall
interface on the solid side is to resolve the penetration of the
conduction heat transfer into the plate and the pin fin with
very small time-step sizes. The grid was arrived at via a grid
sensitivity study.

For time-accurate CFD conjugate analysis, the solu-
tion procedure is implemented in the following order:
ee
(1)
n ro
Set initial temperature everywhere (air, plexiglass,
and pin fins) at Tinitial¼350 K (instead of 300 K).
(2)
 Obtain steady-state solution with Tin¼350 K;
Uin¼20 m/s; and pb¼1 bar (100 kPa). Since Tin¼

Tinitial, the temperature field remains essentially
uniform since viscous dissipation is negligible.
(3)
 Reset the temperature in all solids (plexiglass and
pin fins) at Tinitial¼300 K.
(4)
 At time t¼0, start time accurate simulations.
ws of pin fins and constant within each row of pin fins.
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The time-step sizes Dt employed were as follows. For
the first 1500 time steps, Dt¼1� 10�5 seconds. Then,
it was ramped up steadily to 1� 10�3 seconds and
held there.
(5)
 At any time t, the bulk temperature Tbulk is
computed by linearly interpolating from the bulk
temperature at X¼�8D to X¼L3þ8D at that
instant of time, where Tbulk is taken to be constant
along X wherever there is a row of pin fin present
as shown in Figure 3.
(6)
Figure 4 Heat-transfer coefficient predicted by Eq. (3) denoted

as h-CFD & h-steady-state vs. that predicted by Eq. (1) denoted

as h-1D on the plate at X¼�8D, Y¼H, and Z¼W/2.
The HTC at any location and any instant of time is
computed by

h¼ q
00

wall=ðTbulk�TwallÞ ð3Þ

where q
00

wall, Tbulk, and Twall are the wall heat flux,
bulk temperature, and wall temperature respec-
tively at time t.
For steady-state solutions, h is also given by Eq. (3)
except q

00

wall and Tbulk are time independent and vary
only with position with Twall¼340 K.
Note that in transient measurement techniques, Twall

is measured and then inserted into Eq. (1) or (2) to get h.
In this computational study, Twall is computed by the
time-accurate conjugate CFD analysis and then inserted
into Eq. (1) or (2) to get h. Since the h computed by using
Eq. (3) does not invoke any of the assumptions employed
in Eq. (1) and Eq. (2), the h computed by Eq. (3) could be
used to assess the accuracy of the h computed by using
Eq. (1) for the surface of the flat plate at Y¼H and the h
computed by using Eq. (2) for the pin-fin surface. In this
comparison between the h obtained by Eq. (3) and Eq. (1)
or Eq. (2), Tinitial, Tbulk, and Twall are the same.
4. Results

The results of this study are organized to examine the
following three questions:
�
 What is the error invoked by using Eq. (1) when
measuring the HTC?

�
 What is the error invoked by using Eq. (2) when

measuring HTC?

�
 Is transient measurement/computation of HTC the

same as steady-state measurement/computation of
the HTC?
4.1. Error invoked by using Eq. (1)

Figure 4 shows the HTC computed by using Eq. (3)
and Eq. (1) as a function of time at X¼�8D, Y¼H,
and Z¼W/2 on the surface of the plexiglass plate. From
this figure, it can be seen that as time progresses, the
HTC given by the 1-D solution denoted as h-1D
approaches the correct HTC given by Eq. (3) denoted
as h-CFD. This excellent agreement is expected since far
upstream of the pin fins, the assumptions invoked by
Eq. (1) are sound approximations. This excellent agree-
ment is also a check on the unsteady CFD conjugate
analysis and in the algorithm used to solve for the HTC
in Eq. (1). However, it is interesting to note that h-1D
and h-CFD do not equal the HTC computed by CFD at
steady-state conditions with isothermal walls, a subject
that will be discussed in Section 4.3.

Figures 5 to 7 show the HTC computed by using Eqs.
(1) and (3) as a function of time at several locations on
the surface of the plexiglass plate—just upstream of the
first, third, fourth, and fifth pin fin, denoted as p1a, p3a,
p4a, and p5a, respectively; near the side of the first,
second, third, fourth, and fifth pin fin, denoted as p1b,
p2b, p3b, p4b, and p5b, respectively; and just
downstream of the first, third, fourth, and fifth pin
fin, denoted as p1c, p3c, p4c, and p5c, respectively.
From Figure 5, it can be seen that h-CFD is always
higher than h-1D just upstream of the pin fins except
near the beginning (to4 seconds). Also, h-CFD appears
to plateau as time advances, but h-1D does not. As a
result, the difference between h-CFD and h-1D increases
with time. Figure 6 shows the evolution of h-CFD and h-
1D with time at points just downstream of the pin fins to
be quite different from those just upstream of pin fins.
Except for the first pin, h-1D is larger than h-CFD for the
first eight to ten seconds. Afterwards, h-CFD becomes
larger than h-1D. Figure 7 shows the evolution of h with
time for locations next to pin fins, and they are similar to
those at locations just upstream of pin fins. These
differences show the effects of the multi-dimensional
conduction in the solid and the spatial variations of the
HTC and the bulk temperature.

In thermochromic-liquid-crystal measurements of the
HTC, only the temperature 37.6 1C is measured because
it emits the highest intensity radiation (green light) and
so could be detected most accurately. Thus, the time t at
which every point on the surface reaches 37.6 1C
is recorded. Then, Eq. (1) uses the Tbulk at that time



Figure 6 Heat-transfer coefficient predicted by Eq. (3) denoted as h-CFD & h-steady-state vs. that predicted by Eq. (1) denoted as

h-1D on the plexiglass plate at locations just downstream pin fins.

Figure 5 Heat-transfer coefficient predicted by Eq. (3) denoted as h-CFD & h-steady-state vs. that predicted by Eq. (1) denoted as h-1D

on the plexiglass plate at locations just upstream pin fins.

Time-accurate CFD conjugate analysis of transient measurements of the heat-transfer coefficient in a channel with pin fins 15
along with with Twall¼37.6 1C to compute h-1D.
Figure 8 shows the relative error in h-1D thus computed
by comparing with h-CFD computed at that same time
when T¼37.6 1C. From Figure 8, it can be seen that the
error created by Eq. (1) is less than 5% for the
conditions of the present study. Though less than a



Figure 8 Relative error between h-CFD and h-1D at selected points.

Figure 7 Heat-transfer coefficient predicted by Eq. (3) denoted as h-CFD & h-steady-state vs. that predicted by Eq. (1) denoted as

h-1D on the plexiglass plate at locations just on the side of pin fins.

Tom I-P. Shih et al.16
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5% relative error may be acceptable, it is important to
note that the HTC measured/computed is generated
under unsteady conditions, where the wall temperature
is constantly changing. Thus, the question that remains
is: Are transient measurements/computations of HTC
representative of HTC under steady-state conditions?
The answer to this question is addressed in Section 4.3.
4.2. Error invoked by using Eq. (2)

Figure 9 shows the temperature in the pin fin at time
t¼2.2 seconds computed by the time-accurate CFD
conjugate analysis. From this figure, it can be seen that
the temperature distribution in the pin fin is nearly
uniform (o1 1C difference throughout). This is
expected since the Biot number for the pin fins is
extremely small (50.1). Thus, the 0-D assumption for
the pin fin is quite good. However, though the tempera-
ture inside each pin fin is nearly uniform at each instant
of time, Figure 9 shows the HTC given by h-CFD to
Figure 9 Temperature and heat-transfer co
vary considerably about the surface of each pin fin. This
large variation in HTC is expected since the flow around
each pin fin is quite complicated with flow impinging on
the pin fin’s leading edge, horseshoe vortex at the pin-
fin/plate junction, and wake behind each pin fin. Each
of these flow structures produces very different
local HTC.

Figure 10 shows the HTC predicted by Eq. (2) and
denoted by h-0D. From this figure, it can be seen that
h-0D at selected points on the pin fin surface all
approach some common value on the order around
150 W/(m2

�K). However, this value differs considerably
from h-CFD at the same selected points on the pin-fin
surface. The relative error in h-0D could be as much as
200%. Thus, Eq. (2) produces very poor results. This is
because Eq. (2) assumes the HTC to be the same about
the entire pin fin, and for the problem studied, this is
simply not true. Thus, Eq. (2) must be used carefully.
Not only the Biot number must be less than 0.1, the
HTC must also be nearly the same about the entire
object being lumped.
efficient for pin fins at t¼2.2 seconds.



Figure 10 Relative error between h-CFD and h-1D at selected points.
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4.3. Transient measurement/computation of h vs.
steady-state measurement/computation of h

Figures 5 to 7 show transient measurements/compu-
tations of the HTC do not match the steady-state
measurements/computations of the HTC. Figure 8
shows the error in h-1D relative to h-CFD-steady on
the plate surface to be as high as 11% just upstream of
pin fins, 16% just downstream of pin fins, and 23% on
the plate between pin fins. From Figure 5 to 8, it can be
shown that the HTC obtained from time-accurate CFD
conjugate analysis at the time when T¼37.6 1C can
have a relative error as high as 20%–30% when
compared to the HTC obtained from steady-state
CFD analysis with isothermal-wall boundary condi-
tions. This error occurs because the HTC of compres-
sible flows is a strong function of the wall temperature,
and for transient methods, the temperature on the wall
is constantly changing. Since transient measurements of
the HTC are often used to guide the design of steady-
state devices and to validate results from steady RANS
with isothermal wall boundary conditions, this question
on whether transient measurements/computations of
the HTC is meaningful under steady-state conditions
needs further investigation. In the above discussion, the
wall temperature for the steady-state simulations was
set at 340 K¼67 1C, which is considerably higher than
37.6 1C, the temperature at which the HTC was mea-
sured by the experiment. If the temperature of the
isothermal wall was set at 37.6 1C for the steady-state
simulations, then the HTC from the steady and the
unsteady simulations do match better.
5. Conclusion

Time-accurate CFD conjugate analyses were per-
formed to examine possible errors in transient techni-
ques used to measure the heat-transfer coefficients. For
the conditions of the present study (flow and heat
transfer in a channel with pin fins), it was shown that
transient techniques that use the unsteady, 1-D exact
solution for the semi-infinite wall to give reasonably
accurate ‘‘transient’’ heat-transfer coefficients on the
wall (o5% relative error). Transient techniques that use
the exact solution of the lump analysis, however, were
shown to give heat-transfer coefficients with consider-
able error for the pin fins (up to 160% relative error).
This is because for each pin fin, though the temperature
distribution can be lumped, the heat-transfer coefficient
varies greatly. This study also showed that the heat-
transfer coefficient obtained under transient conditions,
where the wall temperature is changing with time, could
differ considerably from those obtained under steady-
state conditions with isothermal walls. This error
could be reduced if the steady-state simulation sets the
temperature of the isothermal equal to the temperature
at which the heat-transfer coefficient is measured, which
is 37.6 1C for the present problem.
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