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#### Abstract

We consider superlinear $p$-Laplacian equations in $\mathrm{R}^{N}$ with a potential which is periodic or has a bounded potential well. Without assuming the Ambrosetti-Rabinowitz type condition and the monotonicity of the function $t \mapsto \frac{f(x, t)}{|t|^{p-1}}$, we prove the existence of ground states. Even for the case $p=2$, our results extend the recent results of Li , Wang and Zeng [Ann. Inst. H. Poincaré Anal. Non Linéaire 23 (2006) 829-837].
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## 1. Introduction

In this paper, we consider the following $p$-Laplacian equation $(1<p<N)$ :

$$
\left\{\begin{array}{l}
-\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)+V(x)|u|^{p-2} u=f(x, u)  \tag{1.1}\\
u \in W^{1, p}\left(\mathrm{R}^{N}\right)
\end{array}\right.
$$

We assume that the potential $V(x)$ and the nonlinearity $f(x, u)$ satisfies the following conditions:
$\left(\mathrm{V}_{1}\right) V \in C\left(\mathrm{R}^{N}\right)$, and $0<\alpha \leqslant V(x) \leqslant \beta<+\infty$.
( $\mathrm{f}_{1}$ ) $f \in C\left(\mathrm{R}^{N} \times \mathrm{R}\right)$ is 1-periodic in $x_{1}, \ldots, x_{N}$, and

$$
\begin{equation*}
\lim _{|t| \rightarrow \infty} \frac{f(x, t)}{|t|^{p^{*-1}}}=0, \quad \lim _{|t| \rightarrow \infty} \frac{F(x, t)}{|t|^{p}}=+\infty \tag{1.2}
\end{equation*}
$$

uniformly in $x \in \mathrm{R}^{N}$, where $F(x, t)=\int_{0}^{t} f(x, s) \mathrm{d} s ; p^{*}=N p /(N-p)$ for $N \geqslant 3$ and an arbitrary real number greater than $p$ for $N=1,2$.
( $\mathrm{f}_{2}$ ) $f(x, t)=o\left(|t|^{p-2} t\right)$ as $|t| \rightarrow 0$, uniformly in $x \in \mathrm{R}^{N}$.
( $\mathrm{f}_{3}$ ) There exists $\theta \geqslant 1$ such that $\theta \mathcal{F}(x, t) \geqslant \mathcal{F}(x, s t)$ for $(x, t) \in \mathrm{R}^{N} \times \mathrm{R}$ and $s \in[0,1]$, where $\mathcal{F}(x, t)=f(x, t) t-p F(x, t)$.
Note that if the nonlinearity is subcritical and $p$-superlinear, that is for some $C>0$ and $q \in\left(p, p^{*}\right)$,

$$
\begin{equation*}
|f(x, t)| \leqslant C\left(1+|t|^{q-1}\right), \quad \lim _{|t| \rightarrow \infty} \frac{f(x, t) t}{|t|^{p}}=+\infty \tag{1.3}
\end{equation*}
$$

[^0]then (1.2) is satisfied. Our condition (1.2) is slightly weaker. The condition (1.2) was first introduced by Liu and Wang [23] and then was used in [19].

The study of elliptic problems of the form (1.1) in the semilinear case $p=2$, has been motivated in part by searching standing waves for the nonlinear Schrödinger equation

$$
\begin{equation*}
\mathrm{i} \hbar \frac{\partial \psi}{\partial t}=-\frac{\hbar^{2}}{2 m} \Delta \psi+\tilde{V}(x) \psi-g(x, \psi) \tag{1.4}
\end{equation*}
$$

namely, solutions of the form $\psi(t, x)=\exp (-\mathrm{i} E t / \hbar) u(x)$. Where $m$ and $\hbar$ are positive constants and $g$ satisfies

$$
g(x, s \xi)=f(x, s) \xi, \quad(x, s) \in \mathrm{R}^{N} \times \mathrm{R}, \quad \text { and } \quad \xi \in \mathrm{C} \quad \text { with }|\xi|=1
$$

for some $f \in C\left(\mathrm{R}^{N} \times \mathrm{R}\right)$. The quasilinear case $p \in(1, N)$ also arise in a lot of applications, such as image processing, nonNewtonian fluids, pseudo-plastic fluids, nonlinear elasticity and reaction-diffusions, see [8] for more details.

By conditions ( $\mathrm{f}_{1}$ ) and ( $\mathrm{f}_{2}$ ), we deduce that there exists a constant $C>0$ such that

$$
\begin{equation*}
|F(x, t)| \leqslant C\left(|t|^{p}+|t|^{p^{*}}\right) \tag{1.5}
\end{equation*}
$$

Consequently, the energy functional $\Phi: W^{1, p}\left(\mathrm{R}^{N}\right) \rightarrow \mathrm{R}$,

$$
\begin{equation*}
\Phi(u)=\frac{1}{p} \int_{\mathrm{R}^{N}}\left(|\nabla u|^{p}+V(x)|u|^{p}\right) \mathrm{d} x-\int_{\mathrm{R}^{N}} F(x, u) \mathrm{d} x \tag{1.6}
\end{equation*}
$$

is of class $C^{1}$. The critical points of $\Phi$ are weak solutions of (1.1).
In many study on $p$-superlinear elliptic equations, the following superlinear condition of Ambrosetti and Rabinowitz [3] is assumed:
(AR) there is $\mu>p$ such that $0<\mu F(x, t) \leqslant t f(x, t)$ for $x \in \mathrm{R}^{N}$ and $t \neq 0$.
For the semilinear problem on $R^{N}$, we refer to the classical works [5,6,17,25], which are concerning standing waves solutions of the nonlinear Schrödinger equation (1.4) mentioned above. On the other hand, the quasilinear case is usually considered on a bounded domain, the reader may find some results in this direction in [4,7,9,21,24]. In recent years more and more attention is paid to the quasilinear elliptic equations setting on $R^{N}$. To name a few we mention [1,2,11]. We would also like to mention a recent paper [12] where a quasilinear problem on $\mathrm{R}^{N}$ involving a more general differential operator, namely the so-call $p(x)$-Laplacian, is considered.

The role of (AR) is to ensure the boundedness of the Palais-Smale (PS) sequences of the functional $\Phi$. This is very crucial in applying the critical point theory. However, there are many functions which are $p$-superlinear at infinity, but do not satisfy the condition (AR) for any $\mu>p$. In fact, (AR) implies that $F(x, t) \geqslant C|t|^{\mu}$ for some $C>0$. Thus, for example the $p$-superlinear function

$$
f(x, t)=|t|^{p-2} t \log (1+|t|)
$$

does not satisfy (AR). However, it satisfies our condition $\left(f_{1}\right)-\left(f_{3}\right)$.
The purpose of this paper is to study the problem (1.1) without assuming (AR). Our basic assumptions on the nonlinearity are $\left(\mathrm{f}_{1}\right)-\left(\mathrm{f}_{3}\right)$. Note that for the semilinear case $p=2$, the condition ( $\mathrm{f}_{3}$ ) is due to Jeanjean [14]. To overcome the difficulty that the (PS) sequences of $\Phi$ may be unbounded, he established a variant of Mountain Pass Lemma which asserts that a sequence of perturbed functionals possesses bounded ( $P S$ ) sequences. In [16], this condition is also used with a Cerami type argument in singularly perturbed elliptic problems in $\mathrm{R}^{N}$ with autonomous nonlinearity. For quasilinear elliptic problems setting on a bounded domain, the condition $\left(f_{3}\right)$ is also used in [22] to obtain infinitely many solutions and in [13] to compute the critical groups of $\Phi$ at infinity and obtain nontrivial solutions via Morse theory. It is also important to note that if $\frac{f(x, t)}{|t|^{p-1}}$ is increasing in $t$, then $\left(\mathrm{f}_{3}\right)$ is satisfied, see [22, Proposition 2.3] for a proof.

By condition ( $\mathrm{f}_{2}$ ), we have $f(x, 0)=0$. Therefore the zero function $u=\mathbf{0}$ is a trivial solution of (1.1). We shall investigate the existence of nontrivial solutions for the problem (1.1). First, we assume that the potential $V$ satisfies the following periodic condition.
$\left(\mathrm{V}_{2}\right) V(x)$ is 1-periodic in $x_{1}, \ldots, x_{N}$.
Then we have the following theorem.
Theorem 1.1. Suppose the conditions $\left(\mathrm{V}_{1}\right),\left(\mathrm{V}_{2}\right)$ and $\left(\mathrm{f}_{1}\right)-\left(\mathrm{f}_{3}\right)$ hold, then the problem (1.1) has a ground state, i.e. a nontrivial solution $v$ such that

$$
\Phi(v)=\inf \left\{\Phi(u): u \neq \mathbf{0} \text { and } \Phi^{\prime}(u)=0\right\} .
$$

As in [19], we can also consider the potential well case. We assume that the potential $V$ satisfies the following condition:

$$
\begin{equation*}
V(x)<V_{\infty}:=\lim _{|x| \rightarrow \infty} V(x)<\infty, \quad \text { for all } x \in \mathrm{R}^{N} \tag{2}
\end{equation*}
$$

and the nonlinearity $f(x, t)=f(t)$ does not depend on $x$. That is, the problem is of the form

$$
\left\{\begin{array}{l}
-\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)+V(x)|u|^{p-2} u=f(u)  \tag{1.7}\\
u \in W^{1, p}\left(R^{N}\right)
\end{array}\right.
$$

Then we have an analogue of Theorem 1.1. For the sake of simplicity, we only consider the case $N \geqslant 3$.
Theorem 1.2. Let $N \geqslant 3$. If the conditions $\left(\mathrm{V}_{1}\right),\left(\mathrm{V}_{2}^{*}\right)$ and $\left(\mathrm{f}_{1}\right)-\left(\mathrm{f}_{3}\right)$ hold with $f$ independent of $x$, then the problem (1.7) has a ground state.

For the case $p=2$, assuming in addition that $f$ is of class $C^{1}$ and $\frac{f(x, t)}{|t|}$ is strictly increasing in $t$, the existence of ground state has been proved by Li, Wang and Zeng [19]. Since the solution there is obtained as a minimizer of $\Phi$ on the Nehari manifold $\mathcal{N}$, it is crucial to require that $f$ is of class $C^{1}$. Otherwise $\mathcal{N}$ may not be a smooth submanifold of the Sobolev space and it is not clear that the minimizer on $\mathcal{N}$ is a critical point of $\Phi$. Our Theorems 1.1 and 1.2 do not require this smoothness condition. Therefore, even for the case $p=2$ our results extend those of Li, Wang and Zeng [19].

Instead of minimizing the functional $\Phi$ on the Nehari manifold $\mathcal{N}$, we will prove our results by an mountain pass type argument. A crucial step is to prove that some kind of almost critical sequence is bounded. In Lemma 2.3 we adopt a technique developed in [14,16] and the Lions Lemma [20, Lemma I.1] to show that any Cerami sequence of $\Phi$ is bounded. Then we obtain nontrivial solution by taking advantage of the $Z^{N}$-invariant of the problem for the periodic case and by energy comparison method for the potential well case. Finally, we show the existence of ground states by using a technique of Jeanjean and Tanaka [15, Theorem 4.5], where for the case $p=2$, in the potential well case, an asymptotically linear problem with autonomous nonlinearity is considered.

## 2. Proof of Theorem 1.1

Let $X$ be a real Banach space, $\Phi \in C^{1}(X, \mathrm{R})$. Recall that a sequence $\left\{u_{n}\right\} \subset X$ is called a Palais-Smale sequence of $\Phi$ at the level $c$, a $(P S)_{c}$ sequence for short, if $\Phi\left(u_{n}\right) \rightarrow c$ and $\Phi^{\prime}\left(u_{n}\right) \rightarrow 0$. A sequence $\left\{u_{n}\right\} \subset X$ is called a Cerami sequence of $\Phi$ at the level $c$, a $(C)_{c}$ sequence for short, if

$$
\Phi\left(u_{n}\right) \rightarrow c, \quad\left(1+\left\|u_{n}\right\|\right)\left\|\Phi^{\prime}\left(u_{n}\right)\right\| \rightarrow 0
$$

For simplicity, from now on we denote $X=W^{1, p}\left(\mathrm{R}^{N}\right)$. Using condition $\left(\mathrm{V}_{1}\right)$, we can introduce a new norm $\|\cdot\|$ on $X$ as follow

$$
\begin{equation*}
\|u\|=\left(\int_{\mathrm{R}^{N}}\left(|\nabla u|^{p}+V(x)|u|^{p}\right) \mathrm{d} x\right)^{1 / p}, \quad u \in X \tag{2.1}
\end{equation*}
$$

It is well known that the new norm $\|\cdot\|$ is equivalent to the standard norm $\|\cdot\|_{1, p}$ on $X$. With the norm $\|\cdot\|$, the functional $\Phi$ can be written as

$$
\Phi(u)=\frac{1}{p}\|u\|^{p}-\int_{\mathrm{R}^{N}} F(x, u) \mathrm{d} x .
$$

As an easy consequence of $\left(f_{1}\right)$ and ( $f_{2}$ ), we have the following lemma.
Lemma 2.1. There exists $r>0$ and $\phi \in X$ such that $\|\phi\|>r$ and

$$
\begin{equation*}
b:=\inf _{\|u\|=r} \Phi(u)>\Phi(\mathbf{0})=0 \geqslant \Phi(\phi) \tag{2.2}
\end{equation*}
$$

Remark 2.2. In fact, ( $\mathrm{f}_{2}$ ) implies that as $\|u\| \rightarrow 0$ we have

$$
\left\langle\Phi^{\prime}(u), u\right\rangle=\|u\|^{p}+o\left(\|u\|^{p}\right), \quad \Phi(u)=\frac{1}{p}\|u\|^{p}+o\left(\|u\|^{p}\right)
$$

Therefore, it is also easy to see that:
(i) There exists $\rho_{0}>0$ such that for any nontrivial critical point $u$ of $\Phi$, there holds $\|u\| \geqslant \rho_{0}$.
(ii) For any $c>0$, there exists $\rho_{c}>0$ such that if $\Phi\left(u_{n}\right) \rightarrow c$, then $\left\|u_{n}\right\| \geqslant \rho_{c}$.

By Lemma 2.1 we see that $\Phi$ has a mountain pass geometry: that is, setting

$$
\Gamma=\{\gamma \in C([0,1], X): \gamma(0)=\mathbf{0} \text { and } \Phi(\gamma(1))<0\}
$$

we have $\Gamma \neq \emptyset$. By a special version of the Mountain Pass Lemma (see [10]), for the mountain pass level

$$
\begin{equation*}
c=\inf _{\gamma \in \Gamma} \max _{t \in[0,1]} \Phi(\gamma(t)) \tag{2.3}
\end{equation*}
$$

there exists a $(C)_{c}$ sequence $\left\{u_{n}\right\}$ for $\Phi$. Moreover, by (2.2) we see that $c>0$.
Next, we show that this $(C)_{c}$ sequence is bounded. Before that, we deduce from ( $\mathrm{f}_{3}$ ) that

$$
f(x, t) t-p F(x, t) \geqslant 0, \quad \text { for all }(x, t) \in \mathrm{R}^{N} \times \mathrm{R}
$$

Let $t>0$. For $x \in \mathrm{R}^{N}$, we have

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\frac{F(x, t)}{t^{p}}\right)=\frac{t^{p} f(x, t)-p t^{p-1} F(x, t)}{t^{2 p}} \geqslant 0 \tag{2.4}
\end{equation*}
$$

By ( $\mathrm{f}_{2}$ ),

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \frac{F(x, t)}{t^{p}}=0 \tag{2.5}
\end{equation*}
$$

From (2.4) and (2.5) we conclude that $F(x, t) \geqslant 0$ for all $x \in \mathrm{R}^{N}$ and $t \geqslant 0$. Arguing similarly for the case $t \leqslant 0$, eventually we obtain

$$
\begin{equation*}
F(x, t) \geqslant 0, \quad \text { for all }(x, t) \in \mathrm{R}^{N} \times \mathrm{R} . \tag{2.6}
\end{equation*}
$$

Now we are ready to prove the following lemma, which is inspired by [16, §3], where the boundedness of Cerami sequences for the modified functional related to a singular perturbed elliptic problem is considered. The potential $V(x)$ there is different from ours, the nonlinearity there is autonomous and satisfies the stronger condition (1.3) with $p=2$.

Lemma 2.3. Suppose that $\left(\mathrm{V}_{1}\right)$, $\left(\mathrm{f}_{1}\right)$, $\left(\mathrm{f}_{2}\right)$ and $\left(\mathrm{f}_{3}\right)$ hold, $c \in \mathrm{R}$, then any $(\mathrm{C})_{c}$ sequence of $\Phi$ is bounded.
Proof. Let $\left\{u_{n}\right\}$ be a $(C)_{c}$ sequence of $\Phi$. If $\left\{u_{n}\right\}$ is unbounded, up to a subsequence we may assume that

$$
\Phi\left(u_{n}\right) \rightarrow c, \quad\left\|u_{n}\right\| \rightarrow \infty, \quad\left\|\Phi^{\prime}\left(u_{n}\right)\right\|\left\|u_{n}\right\| \rightarrow 0
$$

In particular,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathrm{R}^{N}}\left(\frac{1}{p} f\left(x, u_{n}\right) u_{n}-F\left(x, u_{n}\right)\right) \mathrm{d} x=\lim _{n \rightarrow \infty}\left\{\Phi\left(u_{n}\right)-\frac{1}{p}\left\langle\Phi^{\prime}\left(u_{n}\right), u_{n}\right\rangle\right\}=c \tag{2.7}
\end{equation*}
$$

Let $v_{n}=\left\|u_{n}\right\|^{-1} u_{n}$, then $\left\{v_{n}\right\}$ is bounded in $X$. We claim that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{y \in \mathrm{R}^{N}} \int_{B_{2}(y)}\left|v_{n}\right|^{p} \mathrm{~d} x=0 \tag{2.8}
\end{equation*}
$$

Otherwise, for some $\delta>0$, up to a subsequence we have

$$
\sup _{y \in \mathrm{R}^{N}} \int_{B_{2}(y)}\left|v_{n}\right|^{p} \mathrm{~d} x \geqslant \delta>0
$$

We can choose $\left\{z_{n}\right\} \subset \mathrm{R}^{N}$ such that

$$
\int_{B_{2}\left(z_{n}\right)}\left|v_{n}\right|^{p} \mathrm{~d} x \geqslant \frac{\delta}{2}
$$

It is easy to see that the number of points in $Z^{N} \cap B_{2}\left(z_{n}\right)$ is less than $4^{N}$. So there exists $y_{n} \in Z^{N} \cap B_{2}\left(z_{n}\right)$, such that

$$
\begin{equation*}
\int_{B_{2}\left(y_{n}\right)}\left|v_{n}\right|^{p} \mathrm{~d} x \geqslant \kappa:=\frac{\delta}{2 \times 4^{N}}>0 . \tag{2.9}
\end{equation*}
$$

Let $\tilde{v}_{n}=v_{n}\left(\cdot+y_{n}\right)$. Using condition $\left(\mathrm{V}_{1}\right)$ and (2.1), we have

$$
\begin{aligned}
\left\|\tilde{v}_{n}\right\|^{p} & =\int_{\mathrm{R}^{N}}\left(\left|\nabla \tilde{v}_{n}\right|^{p}+V(x)\left|\tilde{v}_{n}\right|^{p}\right) \mathrm{d} x \\
& \leqslant \int_{\mathrm{R}^{N}}\left(\left|\nabla \tilde{v}_{n}\right|^{p}+\beta\left|\tilde{v}_{n}\right|^{p}\right) \mathrm{d} x=\int_{\mathrm{R}^{N}}\left(\left|\nabla v_{n}\right|^{p}+\beta\left|v_{n}\right|^{p}\right) \mathrm{d} x \\
& \leqslant \frac{\beta}{\alpha} \int_{\mathrm{R}^{N}}\left(\left|\nabla v_{n}\right|^{p}+\alpha\left|v_{n}\right|^{p}\right) \mathrm{d} x \\
& \leqslant \frac{\beta}{\alpha} \int_{\mathrm{R}^{N}}\left(\left|\nabla v_{n}\right|^{p}+V(x)\left|v_{n}\right|^{p}\right) \mathrm{d} x=\frac{\beta}{\alpha}
\end{aligned}
$$

That is, $\left\{\tilde{v}_{n}\right\}$ is also bounded in $X$. Passing to a subsequence we have

$$
\tilde{v}_{n} \rightarrow \tilde{v} \quad \text { in } L_{\mathrm{loc}}^{p}\left(\mathrm{R}^{N}\right), \quad \tilde{v}_{n}(x) \rightarrow \tilde{v}(x) \quad \text { a.e. } x \in \mathrm{R}^{N} .
$$

Since

$$
\begin{equation*}
\int_{B_{2}(0)}\left|\tilde{v}_{n}\right|^{p} \mathrm{~d} x=\int_{B_{2}\left(y_{n}\right)}\left|v_{n}\right|^{p} \mathrm{~d} x \geqslant \kappa>0, \tag{2.10}
\end{equation*}
$$

we see that $\tilde{v} \neq \mathbf{0}$. Let $\tilde{u}_{n}=\left\|u_{n}\right\| \tilde{v}_{n}$. If $\tilde{v}(x) \neq 0$ we have $\left|\tilde{u}_{n}(x)\right| \rightarrow+\infty$, and using (1.2) we obtain

$$
\begin{equation*}
\frac{F\left(x, \tilde{u}_{n}(x)\right)}{\left|\tilde{u}_{n}(x)\right|^{p}}\left|\tilde{v}_{n}(x)\right|^{p} \rightarrow+\infty \tag{2.11}
\end{equation*}
$$

Since $f(x, u)$ is 1-periodic with respect to $x$, we have

$$
\begin{equation*}
\int_{\mathrm{R}^{N}} F\left(x, u_{n}\right) \mathrm{d} x=\int_{\mathrm{R}^{N}} F\left(x, \tilde{u}_{n}\right) \mathrm{d} x . \tag{2.12}
\end{equation*}
$$

Since the set $\Theta=\left\{x \in \mathrm{R}^{N}: \tilde{v}(x) \neq 0\right\}$ has positive Lebesgue measure, using (2.11) we have

$$
\begin{align*}
\frac{1}{p}-\frac{c+o(1)}{\left\|u_{n}\right\|^{p}} & =\int_{\mathrm{R}^{N}} \frac{F\left(x, u_{n}\right)}{\left\|u_{n}\right\|^{p}} \mathrm{~d} x \\
& =\int_{\mathrm{R}^{N}} \frac{F\left(x, \tilde{u}_{n}\right)}{\left\|u_{n}\right\|^{p}} \mathrm{~d} x \\
& \geqslant \int_{\tilde{v} \neq 0} \frac{F\left(x, \tilde{u}_{n}\right)}{\left|\tilde{u}_{n}\right|^{p}}\left|\tilde{v}_{n}\right|^{p} \mathrm{~d} x \rightarrow+\infty \tag{2.13}
\end{align*}
$$

This is impossible. Therefore we have proved (2.8). Now applying the Lions Lemma [20, Lemma I.1] we obtain

$$
\begin{equation*}
v_{n} \rightarrow \mathbf{0} \quad \text { in } L^{q}\left(\mathrm{R}^{N}\right), \quad \forall q \in\left(p, p^{*}\right) \tag{2.14}
\end{equation*}
$$

Next, we shall derive a contradiction as follow. Given a real number $R>0$, by ( $\mathrm{f}_{1}$ ) and ( $\mathrm{f}_{2}$ ), for any $\varepsilon>0$, there exists $C_{\varepsilon}>0$ such that

$$
\begin{equation*}
|F(x, R t)| \leqslant \varepsilon\left(|t|^{p}+|t|^{p^{*}}\right)+C_{\varepsilon}|t|^{q} . \tag{2.15}
\end{equation*}
$$

Since $\left\|v_{n}\right\|=1$, there exists a constant $C_{1}>0$ such that

$$
\left|v_{n}\right|_{p}^{p}+\left|v_{n}\right|_{p^{*}}^{p^{*}} \leqslant C_{1} .
$$

Therefore, by (2.14) and (2.15),

$$
\limsup _{n \rightarrow \infty} \int_{\mathrm{R}^{N}}\left|F\left(x, R v_{n}\right)\right| \mathrm{d} x \leqslant \limsup _{n \rightarrow \infty}\left\{\varepsilon\left(\left|v_{n}\right|_{p}^{p}+\left|v_{n}\right|_{p^{*}}^{p^{*}}\right)+C_{\varepsilon}\left|v_{n}\right|_{q}^{q}\right\} \leqslant \varepsilon C_{1}
$$

Since $\varepsilon>0$ is arbitrary, we deduce

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathrm{R}^{N}} F\left(x, R v_{n}\right) \mathrm{d} x=0 . \tag{2.16}
\end{equation*}
$$

As in $[14,28]$, we choose a sequence $\left\{t_{n}\right\} \subset[0,1]$ such that

$$
\begin{equation*}
\Phi\left(t_{n} u_{n}\right)=\max _{t \in[0,1]} \Phi\left(t u_{n}\right) \tag{2.17}
\end{equation*}
$$

Given $m>0$. Since for $n$ large enough we have $\sqrt[p]{2 p m}\left\|u_{n}\right\|^{-1} \in(0,1)$, using (2.16) with $R=\sqrt[p]{2 p m}$, we obtain

$$
\Phi\left(t_{n} u_{n}\right) \geqslant \Phi\left((2 p m)^{1 / p} v_{n}\right)=2 m-\int_{\mathrm{R}^{N}} F\left(x,(2 p m)^{1 / p} v_{n}\right) \mathrm{d} x \geqslant m
$$

That is, $\Phi\left(t_{n} u_{n}\right) \rightarrow+\infty$. But $\Phi(\mathbf{0})=0, \Phi\left(u_{n}\right) \rightarrow c$, using (2.17) we see that $t_{n} \in(0,1)$, and

$$
\begin{aligned}
\int_{\mathrm{R}^{N}}\left(\left|\nabla\left(t_{n} u_{n}\right)\right|^{p}+V(x)\left|t_{n} u_{n}\right|^{p}\right) \mathrm{d} x-\int_{\mathrm{R}^{N}} f\left(x, t_{n} u_{n}\right) t_{n} u_{n} \mathrm{~d} x & =\left\langle\Phi^{\prime}\left(t_{n} u_{n}\right), t_{n} u_{n}\right\rangle \\
& =\left.t_{n} \frac{\mathrm{~d}}{\mathrm{~d} t}\right|_{t=t_{n}} \Phi\left(t u_{n}\right)=0 .
\end{aligned}
$$

Now, by assumption ( $\mathrm{f}_{3}$ ),

$$
\begin{aligned}
\int_{\mathrm{R}^{N}}\left(\frac{1}{p} f\left(x, u_{n}\right) u_{n}-F\left(x, u_{n}\right)\right) \mathrm{d} x & \geqslant \frac{1}{\theta} \int_{\mathrm{R}^{N}}\left(\frac{1}{p} f\left(x, t_{n} u_{n}\right) t_{n} u_{n}-F\left(x, t_{n} u_{n}\right)\right) \mathrm{d} x \\
& =\frac{1}{\theta}\left(\frac{1}{p} \int_{\mathrm{R}^{N}}\left(\left|\nabla\left(t_{n} u_{n}\right)\right|^{p}+V(x)\left|t_{n} u_{n}\right|^{p}\right) \mathrm{d} x-\int_{\mathrm{R}^{N}} F\left(x, t_{n} u_{n}\right) \mathrm{d} x\right) \\
& =\frac{1}{\theta} \Phi\left(t_{n} u_{n}\right) \rightarrow+\infty
\end{aligned}
$$

This contradicts with (2.7). Therefore we have proved that $\left\{u_{n}\right\}$ is bounded.
Remark 2.4. In the proof of Lemma 2.3, instead of (2.12), the existence of $\mu>0$ such that

$$
\int_{\mathrm{R}^{N}} F\left(x, u_{n}\right) \mathrm{d} x \geqslant \mu \int_{\mathrm{R}^{N}} F\left(x, \tilde{u}_{n}\right) \mathrm{d} x
$$

is sufficient for deriving the contradiction (2.13). Therefore, it is not necessary to require $f(x, t)$ to be periodic in $x$. For example, the conclusion of Lemma 2.3 remains valid if we replace $f(x, t)$ with $b(x) f(t)$, where $b \in C\left(\mathrm{R}^{N}\right), 0<b_{0} \leqslant b(x) \leqslant$ $b_{1}<+\infty$ for all $x \in \mathrm{R}^{N}$.

Proof of Theorem 1.1. The proof consists of two steps.
Step 1. We use the standard argument (see e.g. [27, p. 106] for the case that (AR) holds and $p=2$ ) to show that (1.1) has a nontrivial solution $\tilde{v}$. For $c>0$ given in (2.3), there exists a $(C)_{c}$ sequence $\left\{u_{n}\right\}$ for the functional $\Phi$. Using Lemma 2.3, the sequence $\left\{u_{n}\right\}$ is bounded in $X$. Let

$$
\begin{equation*}
\delta=\lim _{n \rightarrow \infty} \sup _{y \in \mathrm{R}^{N}} \int_{B_{2}(y)}\left|u_{n}\right|^{p} \mathrm{~d} x . \tag{2.18}
\end{equation*}
$$

If $\delta=0$, applying the Lions Lemma [20, Lemma I.1] again,

$$
u_{n} \rightarrow \mathbf{0} \text { in } L^{q}\left(\mathrm{R}^{N}\right), \quad \forall q \in\left(p, p^{*}\right)
$$

Thus, similar to (2.16), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{\mathrm{R}^{N}} F\left(x, u_{n}\right) \mathrm{d} x=0, \quad \lim _{n \rightarrow \infty} \int_{\mathrm{R}^{N}} f\left(x, u_{n}\right) u_{n} \mathrm{~d} x=0 . \tag{2.19}
\end{equation*}
$$

Hence using (2.7) we have $c=0$, a contradiction. Therefore $\delta>0$. Similar to (2.10), we can find a sequence $\left\{y_{n}\right\} \subset Z^{N}$ and a real number $\kappa>0$ such that

$$
\begin{equation*}
\int_{B_{2}(0)}\left|v_{n}\right|^{p} \mathrm{~d} x=\int_{B_{2}\left(y_{n}\right)}\left|u_{n}\right|^{p} \mathrm{~d} x>\kappa, \tag{2.20}
\end{equation*}
$$

where $v_{n}=u_{n}\left(\cdot+y_{n}\right)$. Note that $\left\|v_{n}\right\|=\left\|u_{n}\right\|$, we see that $\left\{v_{n}\right\}$ is bounded. Going if necessary to a subsequence, we obtain

$$
v_{n} \rightharpoonup \tilde{v} \quad \text { in } X, \quad v_{n} \rightarrow \tilde{v} \quad \text { in } L_{\mathrm{loc}}^{p}\left(\mathrm{R}^{N}\right)
$$

and, by (2.20) we see that $\tilde{v} \neq \mathbf{0}$. Moreover, by the $Z^{N}$ invariance of the problem, $\left\{v_{n}\right\}$ is also a $(C)_{c}$ sequence of $\Phi$. Thus for every $\phi \in C_{0}^{\infty}\left(R^{N}\right)$, we have

$$
\left\langle\Phi^{\prime}(\tilde{v}), \phi\right\rangle=\lim _{n \rightarrow \infty}\left\langle\Phi^{\prime}\left(v_{n}\right), \phi\right\rangle=0
$$

So $\Phi^{\prime}(\tilde{v})=0$ and $\tilde{v}$ is a nontrivial solution of (1.1).
Step 2. Using the technique in the proof of [15, Theorem 4.5], where in the potential well case, an asymptotically linear problem with autonomous nonlinearity is considered, we show that the problem (1.1) has a ground state. Let

$$
\begin{equation*}
m=\inf \left\{\Phi(u): u \neq \mathbf{0} \text { and } \Phi^{\prime}(u)=0\right\} . \tag{2.21}
\end{equation*}
$$

Assume that $u$ is an arbitrary critical point of $\Phi$. Since ( $\mathrm{f}_{3}$ ) implies

$$
\begin{equation*}
\mathcal{F}(x, t) \geqslant 0, \quad \text { for all }(x, t) \in \mathrm{R}^{N} \times \mathrm{R}, \tag{2.22}
\end{equation*}
$$

we deduce

$$
\begin{equation*}
\Phi(u)=\Phi(u)-\frac{1}{p}\left\langle\Phi^{\prime}(u), u\right\rangle=\frac{1}{p} \int_{\mathrm{R}^{N}} \mathcal{F}(x, u) \mathrm{d} x \geqslant 0 \tag{2.23}
\end{equation*}
$$

and thus $m \geqslant 0$. Therefore $0 \leqslant m \leqslant \Phi(\tilde{v})<+\infty$. Let $\left\{u_{n}\right\}$ be a sequence of nontrivial critical points of $\Phi$ such that $\Phi\left(u_{n}\right) \rightarrow m$. According to Remark 2.2(i) we see that

$$
\begin{equation*}
\left\|u_{n}\right\| \geqslant \rho_{0} \tag{2.24}
\end{equation*}
$$

for some $\rho_{0}>0$. Since $u_{n}$ is critical we also have

$$
\left(1+\left\|u_{n}\right\|\right)\left\|\Phi^{\prime}\left(u_{n}\right)\right\| \rightarrow 0
$$

Thus $\left\{u_{n}\right\}$ is a Cerami sequence at the level $m$. By Lemma 2.3, $\left\{u_{n}\right\}$ is bounded in $X$. For this sequence $\left\{u_{n}\right\}$, we denote $\delta$ as in (2.18). If $\delta=0$, similar to (2.19) we obtain

$$
\lim _{n \rightarrow \infty} \int_{\mathrm{R}^{N}} f\left(x, u_{n}\right) u_{n} \mathrm{~d} x=0
$$

and hence

$$
\begin{equation*}
\left\|u_{n}\right\|^{p}=\left\langle\Phi^{\prime}\left(u_{n}\right), u_{n}\right\rangle+\int_{\mathrm{R}^{N}} f\left(x, u_{n}\right) u_{n} \mathrm{~d} x \rightarrow 0 \tag{2.25}
\end{equation*}
$$

This contradicts with (2.24). Hence $\delta>0$. Now by the $Z^{N}$ invariance of the problem, the same argument of Step 1 shows that a suitable translation of $\left\{u_{n}\right\}$, denoted by $\left\{v_{n}\right\}$, satisfies

$$
\Phi^{\prime}\left(v_{n}\right)=0, \quad \Phi\left(v_{n}\right)=\Phi\left(u_{n}\right) \rightarrow m
$$

and $\left\{v_{n}\right\}$ converges weakly to some $v \neq \mathbf{0}$, a nonzero critical point of $\Phi$. Moreover, because of (2.22), using Fatou's lemma we deduce

$$
\begin{align*}
\Phi(v) & =\Phi(v)-\frac{1}{p}\left\langle\Phi^{\prime}(v), v\right\rangle=\frac{1}{p} \int_{\mathrm{R}^{N}} \mathcal{F}(x, v) \mathrm{d} x \\
& \leqslant \liminf _{n \rightarrow \infty} \frac{1}{p} \int_{\mathrm{R}^{N}} \mathcal{F}\left(x, v_{n}\right) \mathrm{d} x \\
& =\liminf _{n \rightarrow \infty}\left(\Phi\left(v_{n}\right)-\frac{1}{p}\left\langle\Phi^{\prime}\left(v_{n}\right), v_{n}\right\rangle\right)=m \tag{2.26}
\end{align*}
$$

Therefore, $v$ is a nontrivial critical point of $\Phi$ with $\Phi(v)=m$, and Theorem 1.1 is proved.

## Remark 2.5.

(i) Although $v$ is a nontrivial solution, it is possible that $m=\Phi(v)=0$. To obtain ground states with positive energy, in view of (2.23), it suffices to assume in addition that

$$
\mathcal{F}(x, t)>0, \quad \text { for } x \in \mathrm{R}^{N}, t \neq 0
$$

This is the case if $\frac{f(x, t)}{|t|^{p-1}}$ is strictly increasing in $t$.
(ii) In general we only have $0 \leqslant m \leqslant c$. To guarantee $m=c$, we have to assume that $\frac{f(x, t)}{|t|^{-1}}$ is strictly increasing in $t$. Then we can follow the standard argument (see e.g. [25,27]) to show that

$$
m=c=\inf \left\{\Phi(u): u \neq \mathbf{0},\left\langle\Phi^{\prime}(u), u\right\rangle=0\right\}
$$

except that instead of Palais-Smale sequences we should use the Cerami sequences which are bounded by Lemma 2.3. Here we don't need the condition (AR).
(iii) Observe that the truncated nonlinearity

$$
f_{+}(x, u)= \begin{cases}f(x, u), & u \geqslant 0 \\ 0, & u<0\end{cases}
$$

satisfies $\left(f_{1}\right)-\left(f_{3}\right)$ except that the limits in (1.2) are now taken as $t \rightarrow \infty$. Thus, a parallel argument shows that the truncated problem

$$
\left\{\begin{array}{l}
-\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)+V(x)|u|^{p-2} u=f_{+}(x, u) \\
u \in W^{1, p}\left(\mathrm{R}^{N}\right)
\end{array}\right.
$$

has a ground state $v_{+}$. By the strong maximum principle $v_{+}$is a positive solution of (1.1) with least energy among all positive solutions.

## 3. Proof of Theorem 1.2

The proof of Theorem 1.2 goes as [15], where for the case $p=2$, an asymptotically linear problem is considered. Recall that if $g \in C\left(R^{N}\right)$,

$$
|g(t)| \leqslant C\left(|t|^{p-1}+|t|^{p^{*}-1}\right)
$$

and $u \in W^{1, p}\left(R^{N}\right)$ is a nontrivial solution of

$$
\begin{equation*}
-\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)=g(u) \tag{3.1}
\end{equation*}
$$

then we have the Pohozaev identity

$$
\begin{equation*}
\frac{N-p}{N p} \int_{\mathrm{R}^{N}}|\nabla u|^{p} \mathrm{~d} x=\int_{\mathrm{R}^{N}} G(u) \mathrm{d} x \tag{3.2}
\end{equation*}
$$

where $G(t)=\int_{0}^{t} g(s) \mathrm{d} s$. The identity (3.2) follows from

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} \lambda}\right|_{\lambda=1} \varphi\left(u^{\lambda}\right)=0
$$

with $u^{\lambda}(x)=u(\lambda x), \lambda>0$, and $\varphi \in C^{1}(X, \mathrm{R})$ given by

$$
\varphi(u)=\frac{1}{p} \int_{\mathrm{R}^{N}}|\nabla u|^{p} \mathrm{~d} x-\int_{\mathrm{R}^{N}} G(u) \mathrm{d} x
$$

For a nontrivial critical point $v \in X$ of $\varphi$, as in [15, §5] we set

$$
\begin{equation*}
v_{t}(x)=v\left(t^{-1} x\right) \tag{3.3}
\end{equation*}
$$

for $t>0$. By a direct calculation it is easy to see that $v_{t}$ has the following properties:

$$
\left.\begin{array}{l}
\left|\nabla v_{t}\right|_{p}^{p}=t^{N-p}|\nabla v|_{p}^{p} \\
\left|v_{t}\right|_{q}^{q}=t^{N}|v|_{q}^{q} \text { for all } q \in\left[p, p^{*}\right] \\
\int_{\mathrm{R}^{N}} G\left(v_{t}\right) \mathrm{d} x=t^{N} \int_{\mathrm{R}^{N}} G(v) \mathrm{d} x . \tag{3.4}
\end{array}\right\}
$$

Using these properties, we can prove the following analogue of [15, Proposition 4.2].

Proposition 3.1. If $v \in X$ is a nontrivial critical point of $\varphi$, then there exists $\gamma \in C([0,1], X)$ such that $\gamma(0)=\mathbf{0}, \varphi(\gamma(1))<0$, $v \in \gamma([0,1])$ and

$$
\max _{t \in[0,1]} \varphi(\gamma(t))=\varphi(v)
$$

Proof. The proof is similar to that of [15, Proposition 4.2]. Let $v_{t}$ be given as in (3.3). By (3.4) and the Pohozaev identity (3.2) we have

$$
\varphi\left(v_{t}\right)=\frac{t^{N-p}}{p}|\nabla v|_{p}^{p}-t^{N} \int_{\mathrm{R}^{N}} G(v) \mathrm{d} x=\left(\frac{1}{p} t^{N-p}-\frac{N-p}{N p} t^{N}\right)|\nabla v|_{2}^{2}
$$

We see that:
(i) $\max _{t>0} \varphi\left(v_{t}\right)=\varphi(v)$;
(ii) $\varphi\left(v_{t}\right) \rightarrow-\infty$ as $t \rightarrow \infty$;
(iii) $\left\|v_{t}\right\|_{1, p}^{p}=\left|\nabla v_{t}\right|_{p}^{p}+\left|v_{t}\right|_{p}^{p}=t^{N-2}|\nabla v|_{p}^{p}+t^{N}|v|_{p}^{p} \rightarrow 0$, as $t \rightarrow 0$.

Choose $\alpha>1$ such that $\varphi\left(v_{\alpha}\right)<0$ and set $\gamma(t)=v_{\alpha t}$ for $t \in(0,1]$ and $\gamma(0)=\mathbf{0}$, we obtain the desired $\gamma$.
Proof of Theorem 1.2. We can now follow the approach presented in [15] to give the proof of Theorem 1.2. Since the nonlinearity does not depend on $x$, the functional $\Phi$ is now written as

$$
\Phi(u)=\frac{1}{p} \int_{\mathrm{R}^{N}}\left(|\nabla u|^{p}+V(x)|u|^{p}\right) \mathrm{d} x-\int_{\mathrm{R}^{N}} F(u) \mathrm{d} x .
$$

We also need to consider the functional $\Phi_{\infty}: X \rightarrow \mathrm{R}$,

$$
\Phi_{\infty}(u)=\frac{1}{p} \int_{\mathrm{R}^{N}}\left(|\nabla u|^{p}+V_{\infty}|u|^{p}\right) \mathrm{d} x-\int_{\mathrm{R}^{N}} F(u) \mathrm{d} x .
$$

Note that by condition $\left(\mathrm{V}_{2}^{*}\right)$, if $u \in X \backslash\{\mathbf{0}\}$, then

$$
\begin{equation*}
\Phi(u)<\Phi_{\infty}(u) . \tag{3.5}
\end{equation*}
$$

Step 1. We show that $\Phi$ has a nontrivial critical point. As before, for the mountain pass level $c>0, \Phi$ has a $(C)_{c}$ sequence $\left\{u_{n}\right\}$. By Lemma 2.3, $\left\{u_{n}\right\}$ is bounded in $X$. Hence $u_{n} \rightharpoonup u$ in $X$, and $u$ is a critical point of $\Phi$. Assume that $u=\mathbf{0}$. Using condition $\left(\mathrm{V}_{2}^{*}\right)$ and the fact that $u_{n} \rightarrow u$ in $L_{\mathrm{loc}}^{p}\left(\mathrm{R}^{N}\right)$, we see that

$$
\begin{aligned}
& \left|\Phi_{\infty}\left(u_{n}\right)-\Phi\left(u_{n}\right)\right|=\int_{\mathrm{R}^{N}}\left(V_{\infty}-V(x)\right)\left|u_{n}\right|^{p} \mathrm{~d} x \rightarrow 0, \\
& \left\|\Phi_{\infty}^{\prime}\left(u_{n}\right)-\Phi^{\prime}\left(u_{n}\right)\right\|=\sup _{\phi \in X,\|\phi\|=1}\left|\int_{\mathrm{R}^{N}}\left(V_{\infty}-V(x)\right) u_{n} \phi \mathrm{~d} x\right| \rightarrow 0 .
\end{aligned}
$$

That is, the bounded sequence $\left\{u_{n}\right\}$ is also a $(P S)_{c}$ sequence of $\Phi_{\infty}$. Let

$$
\begin{equation*}
\delta=\lim _{n \rightarrow \infty} \sup _{y \in \mathrm{R}^{N}} \int_{B_{2}(y)}\left|u_{n}\right|^{p} \mathrm{~d} x \tag{3.6}
\end{equation*}
$$

If $\delta=0$, similar to (2.25) we have $\left\|u_{n}\right\|^{p} \rightarrow 0$. This is a contradiction with Remark 2.2(ii). Therefore, $\delta>0$ and there exists a sequence $\left\{y_{n}\right\} \subset R^{N}$ such that

$$
\begin{equation*}
\int_{B_{2}\left(y_{n}\right)}\left|u_{n}\right|^{p} \mathrm{~d} x \geqslant \frac{\delta}{2}>0 . \tag{3.7}
\end{equation*}
$$

Let $v_{n}=u_{n}\left(\cdot+y_{n}\right)$. Since

$$
\left\|v_{n}\right\|=\left\|u_{n}\right\|, \quad \Phi_{\infty}\left(v_{n}\right)=\Phi_{\infty}\left(u_{n}\right), \quad \Phi_{\infty}^{\prime}\left(v_{n}\right)=\Phi_{\infty}^{\prime}\left(u_{n}\right)
$$

we see that $\left\{v_{n}\right\}$ is also a bounded $(P S)_{c}$ sequence of $\Phi_{\infty}$. As in Step 1 in the proof of Theorem 1.1, using (3.7) we see that $v_{n} \rightharpoonup v$ in $X, v \neq \mathbf{0}$ and $v$ is a critical point of $\Phi_{\infty}$. Moreover, estimating as (2.26) we have

$$
\Phi_{\infty}(v) \leqslant c
$$

Now applying Proposition 3.1 to $\Phi_{\infty}$, with

$$
g(t)=f(t)-V_{\infty} t
$$

we see that there exists $\gamma \in C([0,1], X)$ such that $\gamma(0)=\mathbf{0}, \Phi_{\infty}(\gamma(1))<0, v \in \gamma([0,1])$ and

$$
\max _{t \in[0,1]} \Phi_{\infty}(\gamma(t))=\Phi_{\infty}(v)
$$

By the construction of $\gamma$ in the proof of Proposition 3.1, we also know that $\mathbf{0} \notin \gamma((0,1])$. Therefore according to (3.5) we have

$$
\begin{equation*}
\Phi(\gamma(t))<\Phi_{\infty}(\gamma(t)) \tag{3.8}
\end{equation*}
$$

for all $t \in(0,1]$. In particular $\Phi(\gamma(1)) \leqslant \Phi_{\infty}(\gamma(1))<0$ and hence $\gamma \in \Gamma$. Note that $\Phi(\mathbf{0})=\Phi_{\infty}(\mathbf{0})=0$ and $c>0$, we deduce

$$
\begin{equation*}
c \leqslant \max _{t \in[0,1]} \Phi(\gamma(t))<\max _{t \in[0,1]} \Phi_{\infty}(\gamma(t))=\Phi_{\infty}(v) \leqslant c . \tag{3.9}
\end{equation*}
$$

This is a contradiction. Thus $u \neq \mathbf{0}$ and $u$ is a nontrivial solution of problem (1.7). Note that since $\left\{u_{n}\right\}$ is a (C) sequence of $\Phi$ and $u_{n} \rightharpoonup u$ in $X$, estimating as in (2.26) we have $\Phi(u) \leqslant c$.

Step 2. We show that the problem (1.7) has a ground state. Denote $m$ as in (2.21). As before,

$$
\begin{equation*}
0 \leqslant m \leqslant \Phi(u) \leqslant c \tag{3.10}
\end{equation*}
$$

Now let $\left\{u_{n}\right\}$ be a sequence of nontrivial critical points of $\Phi$ such that $\Phi\left(u_{n}\right) \rightarrow m$. As in the proof of Theorem 1.1, $\left\{u_{n}\right\}$ is bounded and $\delta>0$, where $\delta$ is defined via (3.6). Moreover, up to a subsequence $u_{n} \rightharpoonup \tilde{u}$ in $X$, and $\tilde{u}$ is a critical point of $\Phi$, with $\Phi(\tilde{u}) \leqslant m$. If $\tilde{u}=\mathbf{0}$, as in Step 1 the bounded sequence $\left\{u_{n}\right\}$ is also a $(P S)_{m}$ sequence of $\Phi_{\infty}$. Since $\delta>0$, a suitable translation of $\left\{u_{n}\right\}$, denoted by $\left\{v_{n}\right\}$, converges weakly to a nonzero critical point $v$ of $\Phi_{\infty}$, with $\Phi_{\infty}(v) \leqslant m$. Similar to (3.9), using Proposition 3.1, we can find a path $\gamma \in \Gamma$ such that

$$
c \leqslant \max _{t \in[0,1]} \Phi(\gamma(t))<\max _{t \in[0,1]} \Phi_{\infty}(\gamma(t))=\Phi_{\infty}(v) \leqslant m
$$

This is a contradiction with (3.10). Therefore $\tilde{u} \neq \mathbf{0}$ is a nontrivial critical point of $\Phi$ with $\Phi(\tilde{u})=m$. The proof is complete.

Remark 3.2. In the proof of Theorem 1.2, the strict inequality (3.8) is crucial. For its validity, since we don't know whether the nontrivial critical point $v$ of $\Phi_{\infty}$ can vanish on some set with positive Lebesgue measure, we have to assume $V(x)<V_{\infty}$ for all $x \in \mathrm{R}^{N}$.

If we are intended to find positive solutions of (1.7), then we are led to the truncated problem as described in Remark 2.5 (iii). In this case the nontrivial critical point $v$ of the truncated $\Phi_{\infty}$ is positive everywhere, thus we only need to assume $V(x) \leqslant V_{\infty}$ for all $x \in \mathrm{R}^{N}$, because this condition is sufficient for (3.8) in the case $V(x) \not \equiv V_{\infty}$, while the case $V(x) \equiv V_{\infty}$ is simpler.

In view of Remark 2.4, if we replace $f(t)$ with $b(x) f(t)$, where $b \in C\left(\mathrm{R}^{N}\right)$,

$$
\begin{equation*}
0<b_{0}:=\lim _{|t| \rightarrow \infty} b(x) \leqslant b(x) \leqslant b_{1}<+\infty \tag{3.11}
\end{equation*}
$$

for all $x \in \mathrm{R}^{N}$, the Cerami sequences are still bounded. Working with the limiting functional

$$
\Phi_{\infty}(u)=\frac{1}{p} \int_{\mathrm{R}^{N}}\left(|\nabla u|^{p}+V_{\infty}|u|^{p}\right) \mathrm{d} x-\int_{\mathrm{R}^{N}} b_{0} F(u) \mathrm{d} x,
$$

with little changes, we see that The conclusion of Theorem 1.2 remains valid.

## 4. Summary

The purpose of this paper is to investigate the existence of nontrivial solutions for superlinear $p$-Laplacian equations in $R^{N}$ in the case that the nonlinearity may not satisfy the standard Ambrosetti-Rabinowitz condition (AR). Our results are new and improve some recent results in the literature even for the semilinear case $p=2$, see the paragraph after Theorem 1.2.

The main ingredient of this work is Lemma 2.3. For the semilinear case $p=2$ the boundedness of Cerami sequences has been proved in $[15, \S 3]$, for the modified functional related to an autonomous problem. To deal with the nonautonomous case considered here, in the proof of Lemma 2.3 we have employed the argument between (2.9) and (2.13).

To conclude this paper, we state some further problems related to this work.

Problem 4.1. In (3.11), if $b_{0}=0$, then the limiting functional becomes

$$
\Phi_{\infty}(u)=\frac{1}{p} \int_{\mathrm{R}^{N}}\left(|\nabla u|^{p}+V_{\infty}|u|^{p}\right) \mathrm{d} x
$$

This functional does not have nonzero critical points. Therefore the energy comparison method does not work. Thus it seems interesting to investigate the existence of solutions for this case.

Problem 4.2. For the semilinear case $p=2$. It is well known that if $V \in C\left(R^{N}\right)$ is periodic, then the Schrödinger operator $S: H^{2}\left(\mathrm{R}^{N}\right) \rightarrow L^{2}\left(\mathrm{R}^{N}\right)$,

$$
u \mapsto-\Delta u+V(x) u
$$

has purely continuous spectrum which is bounded below and consists of closed disjoint intervals, see e.g. [26, Theorem XIII.100]. Under the assumption of Theorem 1.1, except that $V$ is now allowed to take negative values. If 0 lies in a spectral gap of $S$, then the corresponding function $\Phi$ is strongly indefinite and the mountain pass lemma is not applicable. Naturally one may try to apply the generalized linking theorem [18, Theorem 2.1] to produce a Cerami sequence $\left\{u_{n}\right\}$ for $\Phi$. Unfortunately the proof of Lemma 2.3 is not sufficient to obtain the boundedness of $\left\{u_{n}\right\}$ : in the later part we cannot deduce $\Phi\left(t_{n} u_{n}\right) \rightarrow+\infty$ because $\Phi$ is strongly indefinite. Therefore, it is interesting and challenging to prove the existence of nontrivial solutions for this case.
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