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Suppose x*( .) is a solution to an optimal control problem formulated in terms 
of a differential inclusion. Known tirst-order necessary conditions of optimahty 
assert existence of a coextremal, or adjoint function, p( .). which together with x*( ) 
satisfies the Hamiltonian inclusion and associated transversality condition. In this 
paper we interpret extremals in terms of generalized gradients of the value function 
V by demonstrating that p( .) can in addition be chosen to satisfy 

(P(f).m*(r), -P(o)EaV(& x*(f)), a.e 

The hypothesis imposed are more or less the weakest under which the Hamiltonian 
inclusion condition is known to apply and permit, in particular, measurable time 
dependence of the data. The proof of the results relies on recent developments in 
Hamilton Jacobi theory applicable in such circumstances. An analogous result is 
proved for problems where the dynamics are modelled by a differential equation 
with control term. c 1990 Academic Press, Inc. 

1. INTRODUCTION 

Two major elements in optimal control theory are first-order necessary 
conditions (exemplified by the Pontryagin maximum principle or Clarke’s 
Hamiltonian inclusion) and dynamic programming. We briefly review these 
in relation to a free right endpoint problem, labelled (P), where the 
dynamics are modelled by a differential inclusion: 

Minimize g(x( 1)) 

over arcs XE W’,’ (0, 1; [w”) 

which satisfy 

i(f) E F(f, x(t)), a.e. [0, l] 

x(t,) = x0. 
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Suppose x*( .) is a minimizer. On one hand, Clarke [2] has shown that 
there exists an absolutely continuous function p( .) : [0, 1 ] + OX”, named a 
coextremal, such that 

(-b(t), i-*(t)) E WC x*(t), P(f)), a.e. [0, l] (1.1) 

and 

-P(l)E&(X*(l)). (1.2) 

Here H is the Hamiltonian function 

H(t, x, p) :=sup{p.e: e~F(t, x)}, 

8g denotes the (Clarke) generalized gradient, and dH is the generalized 
gradient of H(t, x, p) in the x, p variables. 

On the other hand, dynamic programming concerns properties of 
the value function V. The value function V(r, 0, evaluated at 
(r, 5) E [0, 1 ] x KY, is the inlimum cost of a modified version of problem 
(P) in which [r, 1 ] replaces the underlying time interval [0, l] and 4 
replaces x0 as the initial state. 

Control theorists have long been familiar with heuristic arguments which 
suggest a relationship between the two theories. Expressed in terms of the 
differential inclusion problem (P), it asserts 

(h(t), -P(f)) =wt, x*(l)), (1.3) 

where h(t) is the Hamiltonian function evaluated along x*(t) and its 
coextremal p(t): 

h(t) = H(t, x*(t), p(t)). 

As is well known, the assumption that I/ is continuously differentiable is 
not justified outside a narrow class of problems (see [6]). Thus (1.3) does 
not make sense, strictly speaking, in a framework of any generality. 
However, one may reasonably suppose that V will be locally Lipschitz con- 
tinuous. It is natural then to seek in place of (1.3) a relationship involving 
the generalized gradient aV of V and the coextremal 

(h(t), -P(f)) E avt, x*(t)), a.e. [0, 11. (1.4) 

If we supplement the hypotheses under which the necessary conditions 
(1.1) and (1.2) have been proved by the extra hypotheses (m) and (m), 
then it is easy to establish the validity of (1.4). 

(Hl) F is locally Lipschitz continuous in both the t and the x 
variables, and 
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(m) for each t E [0, 11, there is at most one absolutely continuous 
function pI : [t, 1 ] + R” satisfying 

(--d,(s), i*(s)) 65 =a x*(s), P,(S)), a.e. [t, l] (1.5) 

-P,(l)E&r(x*(l)). (1.6) 

We must just note that, for each t E (0, l), the time T = t and the restriction 
of x*( .) to [t, l] provide a solution to the problem (labelled (P,)): 

Minimize g(x( 1)) + V(T, X(T)) 

over times T E (0, 1) and arcs x( .) E W’,’ (T, 1; IF) 

which satisfy 

i.(s) E FC’(s, x(s)), a.e. [T, 11. 

(This fact is easily deduced from the definition of the value function.) Note 
that, in passing from (P) to (P,), besides replacing the time interval [0, l] 
by [T, l] in which T is a choice variable, we have substituted an initial cost 
term V(T, X(T)) for the initial state condition x(0) =x0. Under hypotheses 
which include (Hl), known “free time” necessary conditions for problems 
such as (P,) are available [2] which give information about x*( .). They 
tell us that, for each t E (0, 1) there exists an absolutely continuous function 
pZ: [t, l] + R” such that (1.5) and (1.6) are satisfied and 

(4th -p,(t)) E au4 x*(t)). (1.7) 

Now take p( .) to be the coextremal in (1.1) and (1.2). Assuming (m) we 
have that, for each t E (0, 1 ), the restriction of p( .) to [t, l] coincides with 
pt; the desired inclusion (1.4) now follows from (1.7). Versions of this 
argument were given in a specialized setting by Barbu [l] and are 
implicit in the material in [2, Chap. 31. 

Our objective in this paper is to prove the inclusion (1.4) under more or 
less the weakest hypotheses invoked in the proof of the necessary condi- 
tions (Ll), (1.2) and for which V is known to be Lipschitz continuous. 
They are 

(Hl ) F is compact valued, F( ., x) is measurable for each x E R” and 
g is locally Lipschitz continuous; 

(H2) there exists an integrable function II such that 

F(t,x)cF(t, y)+4t) Iv-xl B, for all x, y E R” and tE co, 11 

(B denotes the open unit ball); and 
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(H3) there exists a constant K such that 

F(t,x)cK(l+lxl)& for all tE [0, 11, XE R”. 

Note in particular that no conditions akin to (H2) are imposed; this is 
important, since we cannot expect, outside special cases, that the costate 
differential inclusion will have a unique solution. 

Here the simple arguments outlined above justifying the inclusion (1.4) 
break down. For one thing, free time optimality conditions for problem 
(P,), of the type required, are not available for problem (P,) when F is a 
measurable multifunction in t (although new optimality conditions in [3] 
give some information about minimizers for (P,)). For another, there may 
be many solutions (x*( .), p( .)) to the Hamiltonian inclusion (1.1) and 
transversality condition (1.2) and we do not know that p(t) can be 
matched up to p,(t). 

Clearly then more subtle arguments are required. Our approach is based 
on new results of Vinter and Wolenski [8] which establish that, under 
hypotheses somewhat weaker than (Hl )-(H3), V is a “lower Dini” solution 
of the Hamiltonian Jacobi equation. This fact is used to construct a family 
of auxiliary problems involving V, each having solution x*( .), whose 
coextremals satisfy the desired inclusion (1.4) in the limit. 

The relationship we establish between the value function and 
coextremals in this paper improves upon those obtainable by the methods 
of [7], which require F to be continuous with respect to the time variable, 
and upon those of [4], which merely establish “-pea, J”’ and supply 
no information about h(t). 

2. THE MAIN RESULT 

THEOREM 2.1. Let x*( .) be a solution to problem (P) and suppose that 
hypotheses (Hl )-(H3) are in force. Then there exists an absolutely con- 
tinuous function p( .) : [0, l] + R” such that 

(-d(t), a*(t)) E awt, x*(t), p(t)), a.e. [0, 1 ] (2.1) 

-P(l)Eag(x*(l)) (2.2) 

-P(O) E 8, VO, x0) 
and 

(h(t), -p(t)) E af’(t, x*(t)), a.e. [0, 11, 

where h(t) is the function 

h(t) :=max{p(t).e: egF(t, x*(t))} 

and aH denotes the generalized gradient of H(t, x, p) in the (x, p) variables. 
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Existence of a function p( .) satisfying (2.1) and (2.2) constitutes familiar 
optimality conditions, of “Hamiltonian inclusion” type. These are derivable 
from [2, Thm. 3.2.61 in view of the fact that (P) is a free right endpoint 
problem. Since g is continuous and state trajectories for the convexitied dif- 
ferential inclusion i E co F can be uniformly approximated by state trajec- 
tories for 1~ F, this means that x*( .) remains a solution when F(t, x) in 
problem (P) is replaced by co F( t, x) (see, for example, [2, p, 1171); the 
right side of the differential inclusion convex is thereby rendered convex, as 
is required for satisfaction of the hypotheses in [2, Thm. 3.2.61. It also 
means that the transversality condition (2.2) is expressible in normalized 
form; i.e., the cost multiplier A in [2, Thm. 3.2.61 can be set to 1. 

The novel component of this theorem is of course the assertion that p( .) 
can be chosen to satisfy the stated relationship involving the value function, 
in addition to (2.1) and (2.2). 

3. PROPERTIES OF THE VALUE FUNCTION 

Given an open set A c IF!“, a function II/: A + R, and points a in A and 
u in R”, we define the lower Dini derivative of $ at a in the direction U, 
written d -~++(a; u), as 

d--$(a; U) := limlrrf i [$(a + hu) - $(a)]. (3.1) 

We make use of properties of the value function, summarized in the 
following proposition: 

PROPOSITION 3.1. Let V be the value function, as defined in Section 1, 
and assume hypotheses (H 1 )-(H3). Then V is a (finite valued) locally 
Lipschitz continuous function, and there exists a set JC [0, l] of zero 
measure such that, for all t $ J and < E R”, we have 

min d-V((t, 5); (1, v))aO. 
“EF(r,r) (3.2) 

The demonstration that V is locally Lipschitz continuous under the 
stated hypotheses is easily accomplished, along the lines of the proof of 
[5, Thm. 4.21. That V satisfies the Hamilton Jacobi inequality (3.2) is 
implied by the somewhat stronger assertions of [8, Thm. 2.31. 

4. PROOF OF THEOREM 2.1 

Proof of the theorem hinges on consideration of an appropriate auxiliary 
differential inclusion. It is constructed from data for problem (P) and 
generalized gradients of the value function. 
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For any E E (0, 1) define the set valued function G,( .) on [0, l] and the 
functiona,:RxR”xR-+Ras 

G,(t) := {(a, j?)~dV(s, y):O<s< 1, (s, y)~(t,x*(t))+sB} (4.1) 

and 

OE(C v, w) := sup{b, P) ( w, -(l+w)v):(~~,8)~GE(f)}. (4.2) 

Here x*( .) is the solution to (P) under consideration. 
Observe the following boundedness and continuity properties of the 

function oE, which are straightforward consequences of the fact that the 
graph of 8V, viewed as a multifunction of its base point, has closed graph 
(see [2, Prop. 2.1.51). 

LEMMA 4.1. For E > 0, the function aE(t, v, w) is upper semicontinuous, 
continuous in (v, w) for fixed t, measurable in t for fixed (v, w) and bounded 
on bounded subsets of [0, l] x R” x R. 

The auxiliary differential inclusion is 

(9, a) E Fc(t, (Y, w)), (4.3) 

where 

FAt, (Y, xl) := ((4, v,~),(e+v)(l+w)):e~F(t,x),v~~~,~~~~}. 

Associated with (4.3) is the cost function 

J,(Y(.),X(.)) :=&7(x(l))- w,x(o))+Y(l)-Y(o). 

We now show that (x*( .), y( .) E 0) supplies a solution to the problem of 
minimizing .I, over arcs satisfying the differential inclusion (4.3). 

LEMMA 4.2. For any E E (0, 1) let (y, x) be an absolutely continuous 
function which satisfies 

Ix(t)-xx*(t)1 <E for all t E [0, 1 ] (4.4) 

and the differential inclusion (4.3). Then 

JAO, x*(.))GJ,(Y(.), -4.)). 

ProoJ We make use of the following “chain rule” which in turn follows 
from elementary properties of locally Lipschitz continuous functions 
applied at points t where the absolutely continuous function s + 4(s, x(s)) 
(introduced below) is differentiable, and which are Lebesgue points of 
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xi-: “suppose that 4: R x R” -+ IR is a locally Lipschitz continuous function 
and x: [0, l] + R” is absolutely continuous. Then 

f 44 x(t)) = d-&c x(t); (1,4r)) a.e.” 

Here, as usual, d -4 denotes the lower Dini derivative (3.1). 
Let (y( . ), x( .)) be as in Lemma 4.2. In view of the hypotheses on F and 

the assertions of Lemma 4.1, we may appeal to a measurable selection 
theorem [2, p. 1111 to obtain measurable functions e(t), u(t) and w(t), and 
a set S, c [0, l] of zero measure such that 

P(t) = o,(t, u(t), w(t)), 

i(f) = (e(t) + u(t))(l + w(t)), (4.5) 

e(f) ~F(l’(t, x(t)), (4.6) 

IlU(~ d E and Iw(t)l < &, 

for all t E [0, 1 ]\S,. 
Let S, be the null set on which the Hamilton Jacobi equation (3.2) is not 

satisfied and set S= S, u Sz. Then for t E [0, l)\S we have (evaluating the 
functions x, e, and w at t) 

O<liminf[V(t+h,x+he)-V(t,~)]h~‘(l+w) 
h10 

by (3.1) and (3.2) and since 1 + w > 0, 

=liy,d [V(t+h(l+w),x+he(l+w))-V(t,x)]h-’ 

by positive homogeneity 

<liminf[V(t+h,x+h(e+u)(l+w))-V(t,x)]W’ 
h10 

+ lim sup [ V( t’ + hw, x’ - hu( 1 + w)) - V( t’, x’)] h ~ ‘, 
hl0 

where t’ = t + h and x’ = x + h(e + u)( 1 + w) 

<dpV(/(t,x; l,(e+u)(l+w)) 

+limsup[V(t’+hw,x’-hu(l+w))-V(t’,x’)]W’, 

where now the lim sup is taken over h 10, t’ -P t, x’ -+ x 

=d-V(t,x;l,(e+u)(l+~))+D~V(t,x;w, -u(l+w)). 
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Here D”V denotes the Clarke generalized directional derivative [2]. It 
follows now from (4.1), (4.4), and the characterization of D”V in terms of 
subgradients provided by [2, p. lo] that 

by (4.2). Putting these estimates together, and noting that S is a null set, 
we obtain the inequality 

D’V(t,x;w, -v(1+w))<sup{(c1,~)~(w, -u(l+w):(tl,/I)~G~(f)} 

= GE(f> u, w) 

d-V(t,x(t); l,(e(t)+u(t))(l+w))+(~,(t,u(t),w(t))30 a.e.. (4.7) 

We calculate 

JAY, x) = gM1)) - W, x(O)) + 5,’ g,(t, 4th w(t)) df 

= V(l,x(l))- Y(O,r(O))+J; o,dt 

since t -+ V( t, x(t)) is absolutely continuous, 

= I d {Cd- V(t, x(t); 1, (e(t) + u(f))(l + w(t))1 + aA& 4th w(t))) dt 

by the chain rule referred to above, and 

20 
by (4.7). This establishes that 

Je(Y(.),X(.))20 

for the arbitrary arc(y( . ), x( .)) satisfying the auxiliary differential inclu- 
sion. Proof of the lemma is concluded by noting that V(1, x*(l)) = 
V(0, x*(O)) by the properties of the value function, and 
a,( ., u E 0, w e 0) E 0, whence 

J,(O, x*( ‘)) = 0. 

Lemma 4.2 tells us that, for each E E (0, l), (y( .) = 0, x*( .)) is a local 
solution to the problem 

Minimize J,( y( . ), x( )) 

subject to 

a.e. 
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(The solution is “local” in the sense that it is minimizing with respect to all 
arcs(y( .), x( .)) satisfying 11x(.)-x*( .)I] C < E.) Now (y( .) = 0, x*( .)) 
remains a local solution when we replace Fe by its convex hull. This is 
because J, is continuous with respect to the supremum norm and state 
trajectories for i E co F, can be uniformly approximated by those for i E F,. 

Following convexilication, the hypotheses under which we may apply the 
necessary conditions [2, Thm. 3.2.61 at the minimizer (y( .) E 0, x*( .)) are 
now satisfied. Note that we are justified in setting the cost multiplier A = 1, 
since the problem has a free right endpoint. This tells us that, for each 
t E (0, l), there exist absolutely continuous functions p’( .) and q’( .) such 
that 

( -4’(t), -d’(t), P(t) = 0, i*(t)) E dH,(t, (y(t) = 0, x*(t)), (q’(t), p’(t)) a.e. 
(4.8) 

P’(O) E -8, w, x*(o)), -P’(l)EMx*(l))> q’(l)=q’(O)= -1. 

(4.9) 

HereH,:lRxW’+‘xlR”+’ + R is the Hamiltonian function of the auxiliary 
differential inclusion, that is, 

HA& (v, xl, (4, p)) := max{qo,(t, 0, w) + P. (e + u)( 1 + WI} 

in which the maximum is taken over e E F(t, x), u E E& and UJ E EB. In (4.8), 
the generalized gradient is taken jointly with respect to the (y, x), (q, p) 
variables. 

Bearing in mind that (1 + w) > 0 for all w E ED, we can decompose H, : 

H,(t, (Y, ~1, (4, PI) = H(t, x, P) + .fe(t, x, q, P). (4.10) 

Here, the function f, is defined to be 

.fAt,x,q,p):=max {H(t,x,p)w+(l+w)p.u+qa,(t,u,w)}. c, K’ 

It is a simple matter to show that there exists a constant K, with the 
property 

I%,., @At, x*(t), 4, P)I G K,4lPl + 1) (4.11) 

for all t E [0, 11, p E KY, q E R”. Here LJf, denotes the generalized gradient of 
fE(r, X, q, p) with respect to the x, q, p variables and PX:,P denotes projection 
onto the x, p variables. 

It follows now from (4.8)-(4.11) and basic properties of generalized 
gradients that 

(-P’(t), i*(t))EWt, x*(t), P’(t))+K,GIP’(t)l+ 1)B (4.12) 

409/153.:1-4 
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and 

q’( .) = - 1. 

It is known [2, Thm. 3.2.41 that the Hamiltonian inclusion (4.8) implies 
that, almost everywhere, values of the function (j( .) = 0, a*(. )) achieve the 
maximum in the definition of the Hamiltonian function, i.e., 

ff,(c (y(t) = 0, x*(t)), (q’(l), p’(t)) = p’(t) .i*(t) a.e. 

Recalling the definition of aE(t, u, w) (see (4.2)), we deduce from this 
equation and our knowledge that q’( .) E - 1 that 

inf {wH(t,x*(t),p’(t))+(1+w)p’(t)~u-c0~+/?~u(1+w)}~O 
(kB)~Ge(O 

for all w E EB, u E EB. 
Since (1 + w) > 0 for w E EB, we preserve the inequality if, inside the 

brackets { .. }, we divide by (1 + w). Making the substitutions w’ = 
w/( 1 + w) and u’ = -u, we obtain 

H(t, x*(r), p’(t)) w’-p’(t)~u’<sup(clw’+~u’: (CI, p)~G,(t)} 

for all points (w’, u’) in some ball in [w” about the origin. A simple applica- 
tion of the separation theorem now gives 

(NC x*(t), p’(f)), --P’(~))E= G,(t). (4.13) 

Up to this point we have treated E E (0, 1) as arbitrary. Now let {si} be a 
sequence in (0, l), converging to zero. We follow through the preceding 
steps with si replacing E, for i = 1, 2, . . . . Write pi( .) in place of the 
coextremal p( .) corresponding to E = si. The pi( . )‘s are uniformly bounded 
and equicontinuous. So by replacing the original sequence with a sub- 
sequence if necessary, we can arrange that the pi(. )‘s converge uniformly to 
some absolutely continuous function p( .). 

Along the sequence, (4.13) is satisfied with E; taking the place of E and 
pi( . ) that of p( . ). Passage to the limit, i + co, gives 

w(t), -p(t)k n ~u{a~(s,y):(s,y)E(t,X*(t))+6~,~ds~1} 
6>0 

for all t E T, where Tc [0, 11 is a set of full measure. H(t, x*(t), p(t)) has 
been written briefly H(t). We wish to show that 

(ff(th -p(t)) E avt, x*(t)), for all s E T. (4.14) 

If this were not true we could strictly separate the point (H(t), -p(t)) and 
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the closed convex set aV( t, x*(t)). In other words there exist a E R, BE R”, 
and y > 0 such that 

crH(t)-p(t).p-y>max{az+5.p:(z,5)~aV(t,x*(t))} 

= ~“~((~, x*(f)); (% PI). (4.15) 

We have used here the fact that the generalized directional derivative D”V 
is the support function of the generalized gradient. 

Appealing to the upper semicontinuity of D”V in its arguments [2, 
Prop. 2.1.51, we can assert the existence of some 6, > 0, such that 

cmt) -P(t) .B - Y/2 > DOl/(b, y); (4 PI) 

for all points (s, y) E (t, x*(t)) + 6, B with 0 <s < 1. It follows that 

where 

w(f) := (J (am y): (s, .Y)E(& x*(t))+G,B, O<sd 11. 

We conclude that 

in contradiction of (4.15). Equation (4.14) is proved. Finally we note that, 
in the limit, (4.9) and (4.12) yield 

-P(o)~~,w-xx*(o)), -P(l)E&Y(X*(l)) 

and 

(-P(t), i*(t))EdH(t, x*(t), p(t)) a.e. 

Proof of Theorem 2.1 is complete. 

5. DIFFERENTIAL EQUATIONS WITH CONTROL 

So far, we have adopted a differential inclusion formulation of the 
optimal control problem. Our methods carry over to relate value functions 
and coextremals when the control system dynamics are described by 
differential equations. 
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Take functions L : [0, l] x R”x R” + R, h : R” -+ R, f: [0, l] x R” x KY--+ R”, 
a multifunction t + U, with values subsets of R”, and a point x0 E R”. Now 
consider the following minimization problem, labelled (C), 

Minimize ‘L(t,x(t),u(t))dt+h(x(l)) 
i 0 

over x( .) E W’,’ (0, 1; Rn) and measurable functions u( .): [0, l] -+ R”, 

subject to 

i(t) E At, x(t), u(t)), a.e. [0, l] 

u(t) E u,, a.e. [0, l] 

and 

x(0) =x0. 

Definethefunction~(~,~,~):[0,1]xR”xR”+R”+’ 

To, x, u) := col{L(c 4 u), .I-(& x, 4>. 

We invoke the following hypotheses: 

(Cl) T(t, x, u) is measurable in t for fixed (x, u) E R” x UP and 
continuous in u for fixed (t, x) E [0, l] x R”, and h is Lipschitz continuous; 

(C2) there exists CI( .) E L’ such that 

IS(t,x,U)-~(t,Y,u)I~a(t)Ix-yl forall x,~ER”,uEU, a.e. tE[O,l]; 

(C3) there exists a constant K such that 

I&,x, ~11 GK(l + I.4) for all x E R”, u E U, a.e. t E [0, 11; 

and 

(C4) U, is compact for all t E [0, l] and graph {t + U,} is Bore1 
measurable. 

The value function W( ., .): [0, l] x R” + R we associate with problem (C) 
is the following: for (7, 5) E [0, l] x R”, W(r, <) is the minimum cost for a 
related problem in which [r, l] replaces the underlying time interval and 
5 replaces the initial condition x0. Under the hypotheses, W( ., .) is locally 
Lipschitz continuous. 

Definethefunction~(~,~,~,~):[O,l]xR”xR”xRm+Rtobe 

ff(t,x, 24, p) :=p.f(t,x, U)-L(t,x, u). 
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THEOREM 5.1. Let (x*( .), u*( .)) solve (C). Assume hypotheses 
(Cl)-(C4) are satisfied. Then there exists an absolutely continuous function 
p(.): [0, l] + R” such that 

-@(t)eiY,A(t, x*(t), p(t), u*(t)) a.e. 

m, x*(t), p(t), u*(t)) = ye;; m, x*(t), p(t), 0) a.e. 

and 
-P(l)~Wx(l)). 

Furthermore p( .) can be chosen so that 

and 
-P(O) E a, ~(0, x0) 

(W), -p(t)) E aW(t, x*(t)) 

Here h( ‘) is the function 

a.e. 

E(t) := p(t) .f(t, x*(t), u*(t))- L(t, x*(t), u*(t)). 

Once again we have asserted that functions p( .) exist which are 
coextremals, i.e., they meet the requirements of the appropriate necessary 
conditions (in this case the Pontryagin maximum principle), and which 
are, at the same time, related to gradients of the value function in the 
desired manner. 

Proof: We associate with (C) the following differential inclusion 
problem, labelled (P): 

Minimize y( 1) + h(x( 1)) 

over arcs (y( .), x( .)) E IV’,’ (0, 1; [w’+n) 

subject to 

(I’(r), 4t)) E {bw, 4 WI, f(t, x, w)): UE U,) 
and 

(Y(O)> x(O)) = (0, x0). 

The arc x*( .) solves problem (P), as follows from application of an 
appropriate measurable selection theorem [2, p. 1111. 

Let v((t, (y, x)) be the value function for (P), in the sense of Section 1. 
It is easy to see that F is related to the value function W referred to in 
Theorem 5.1 according to 

64 (Y, x)) = W(t, x) + y, for all (t, y, x) E [0, 11 x tR x R”. (5.1) 
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In conseqence of hypotheses (Cl)-(C4), the data for problem (P) satisfy 
hypotheses (Hl )-(H3). The conclusions of Lemma 4.2 are available to us 
and, along with some calculations involving (5.1) and application of a 
measurable selection theorem, yield the following information: for arbitrary 
E > 0, (x*( .), (u*( .), u( .) - 0, w( .) - 0)) solves the following optimal 
control problem (Q,): 

Minimize jAL(t, x(t), u(t)) [l + w(t)] dt + h(x(1)) + 
j: aetf, 4th w(t)) dt over arcs x( .) E W’V1 (0, 1; R”) and 
measurable functions u(.): [0, l] + KY, u(.): [0, 1) -+ R”, 
and w( . ): [0, 1 ] + R, subject to 

i(t) = [f(t, x(t), u(t)) + o(t)](l + w(t)) a.e. 

(u(t), 4th w(t)) E u, x (&a x (&a a.e. 

and 

Here si > 0 is a number whose magnitude is determined by E and the 
function CI( .) in hypothesis (C2). The function a,( ., ., .) is as defined by 
(4.1) and (4.2). 

From this point we proceed along lines very similar to the analysis in 
Section 4, except that we apply a nonsmooth version of the Pontryagin 
maximum principle to problem (Q,) [2, Thm.] with reference to the mini- 
mizer (x*( .), (u*( .), u( .) = 0, w( .) = 0)), in place of the previously used 
Hamiltonian inclusion conditions. Detailed examination of the maximum 
principle conditions and passage to the limit, E JO, gives the assertions of 
Theorem 5.1. The analysis, which is in fact simpler than that required 
for the differential inclusion problem, was previously carried out in 
[7, pp. 103-1051 under extra hypotheses on the data, extra hypotheses, 
however, which have no role in the arguments involved at this stage of the 
proof. 
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