The convergence of stochastic algorithms solving flow shop scheduling
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Abstract

In the paper, we apply logarithmic cooling schedules of simulated annealing-based algorithms to flow shop scheduling. In our problem setting, the objective is to minimize the overall completion time, which is called the makespan. We prove a lower bound for the number of steps that are sufficient to approach an optimum solution with a certain probability. The result is related to the maximum escape depth $l'$ from local minima of the underlying energy landscape. In our approach, we need $n^{O(l')} + \log^{O(1)}(1/\delta)$ steps to be in an optimum solution with probability $1 - \delta$, where $n$ denotes the total number of tasks. The auxiliary computations are of polynomial complexity. Since the model cannot be approximated arbitrarily closely in the general case (unless P = NP), the approach can be used to obtain approximation algorithms that work well in the average case. © 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

In the flow shop scheduling problem, $l$ jobs have to be processed on $m$ different machines. Each job consists of a sequence of tasks that have to be processed during an
uninterrupted time period of a given length. The order in which each job is processed by the machines is the same for all jobs. A schedule is an allocation of the tasks to time intervals on the machines and the aim is to find a schedule that minimizes the overall completion time which is called the makespan.

Flow shop scheduling has long been identified as having a number of important practical applications. Baumgärtel addresses in [4] the flow shop problem in order to deal with the planning of material flow in car plants. His approach was applied to the logistics for the Mercedes Benz automobile. A more general overview on scheduling algorithms and their application is given in [1,8,12,13]. The NP-hardness of the general problem setting with \( m \geq 3 \) was shown by Garey, Johnson, and Sethi [9] in 1976. The existence of a polynomial approximation scheme for the flow shop scheduling problem with an arbitrary fixed number of machines is demonstrated by Hall in [11]. A recent work of Williamson et al., constitutes theoretical evidence that the general problem, which is considered in the present paper, is hard to solve even approximately. They proved that finding a schedule that is shorter than \( \frac{5}{4} \) times the optimum is NP-hard [15].

We are concentrating on the convergence analysis of simulated annealing-based algorithms which employ a logarithmic cooling schedule. The algorithms utilize a simple neighborhood which is reversible and ensures a priori that transitions always result in a feasible solution. The neighborhood relation determines a landscape of the objective function over the configuration space \( \mathcal{F} \) of feasible solutions of a given flow shop scheduling problem. Let \( a_S(k) \) denote the probability to obtain the schedule \( S \in \mathcal{F} \) after \( k \) steps of a logarithmic cooling schedule \( c(k) = \frac{1}{\ln(k + 2)} \). The problem is to find a lower bound for \( k \) such that \( \sum_{S \in \mathcal{F}} a_S(k) > 1 - \delta \) for schedules \( S \) minimizing the makespan. The general framework of logarithmic cooling schedules has been studied intensely, e.g., by Hajek [10] and Catoni [6, 7]. Hajek proved a lower bound on \( c \) that ensures the convergence to optimum solutions. Catoni investigated the speed of convergence and obtained upper bounds for the probability to be in a non-optimum state of the type \( O(k^{-\alpha}) \). Parameters of the optimization problem like the number of configurations are treated as constants and \( \alpha \) depends on the structure of the associated energy landscape. In our approach, we tried to find upper bounds which are independent of structural properties of the configuration space.

Our convergence result, i.e., the lower bound on the number of steps \( k \) that ensure \( \sum_{S \in \mathcal{F}} a_S(k) > 1 - \delta \), is based on a very detailed analysis of transition probabilities between neighboring elements of the configuration space \( \mathcal{F} \). We obtain a run-time of \( n^{O(\Gamma)} + \log^{O(1)}(1/\delta) \) to have with probability \( 1 - \delta \) a schedule with the minimum value of the makespan, where \( \Gamma \) is a parameter of the energy landscape characterizing the escape depth from local minima.

To our knowledge, logarithmic simulated annealing has not been applied previously to flow shop scheduling. Thus, we cannot present a comparison to results from the literature. In [15, 16], we used simulated annealing in computational experiments on job shop scheduling benchmark problems. For example, for one of the unsolved Yamada/Nakano instances we succeeded to improve the upper bound of the makespan. However, in job shop scheduling, the configuration space induced by the disjunctive
graph model and appropriate neighborhood relation is not reversible (see the remarks after Definition 1). Therefore, our convergence result cannot be extended in a straightforward way to job shop scheduling.

2. The flow shop problem

The flow shop scheduling problem can be formalized as follows. There are a set $J$ of $l$ jobs and a set $M$ of $m$ machines. Each job has exactly one task to be processed on each machine. Therefore, we have $n:=lm$ tasks each with a given processing time $p(t) \in \mathbb{N}$. There is a binary relation $R$ on the set of tasks $\mathcal{T}$ that decomposes $\mathcal{T}$ into chains corresponding to the jobs. The binary relation, which represents precedences between the tasks is defined as follows: For every $t \in \mathcal{T}$ there exists at most one $t'$ such that $(t, t') \in R$. If $(t, t') \in R$, then $J(t) = J(t')$ and there is no $x \in \{t, t'\}$ such that $(t, x) \in R$ or $(x, t') \in R$. For any $(v, w) \in R$, $v$ has to be performed before $w$. $R$ induces a total ordering of the tasks belonging to the same job. There exist no precedences between tasks of different jobs. Clearly, if $(v, w) \in R$ then $M(v) \neq M(w)$. The order in which a job passes all machines is the same for all jobs.

In Table 1 we give a small example of a flow shop problem. It consists of four jobs that need to be processed on four machines. As the task number of a task $t$ we will denote the number of tasks preceding $t$ within its job. We can therefore assume that all tasks with task number $i$ are processed on machine $M_i$. A schedule is a function $S: \mathcal{T} \to \mathbb{N} \cup \{0\}$ that defines for each task $t$ a starting time $S(t)$.

The length, respectively, the makespan of a schedule $S$ is defined by

$$\hat{\lambda}(S) := \max_{v \in \mathcal{T}}(S(v) + p(v)),$$

i.e., the earliest time at which all tasks are completed. The problem is to find an optimum schedule, that is feasible and of minimum length.

A flow shop scheduling problem can be represented by a disjunctive graph, a model introduced by Roy and Sussmann in [14]. As shown in Fig. 1 the disjunctive graph is a graph $G=(V,A,E,\mu)$, which is defined as follows:

$$V = \mathcal{T} \cup \{I,O\},$$

$$A = \{[v,w] | v, w \in \mathcal{T}, (v,w) \in R\} \cup \{[I,w] | w \in \mathcal{T}, \exists v \in \mathcal{T} : (v,w) \in R\} \cup \{[v,O] | v \in \mathcal{T}, \exists w \in \mathcal{T} : (v,w) \in R\},$$

<table>
<thead>
<tr>
<th>Job</th>
<th>Machine 0</th>
<th>Machine 1</th>
<th>Machine 2</th>
<th>Machine 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>J0</td>
<td>M0/7</td>
<td>M1/4</td>
<td>M2/1</td>
<td>M3/4</td>
</tr>
<tr>
<td>J1</td>
<td>M0/8</td>
<td>M1/1</td>
<td>M2/6</td>
<td>M3/3</td>
</tr>
<tr>
<td>J2</td>
<td>M0/1</td>
<td>M1/4</td>
<td>M2/2</td>
<td>M3/5</td>
</tr>
<tr>
<td>J3</td>
<td>M0/4</td>
<td>M1/4</td>
<td>M2/3</td>
<td>M3/1</td>
</tr>
</tbody>
</table>

Table 1
Example of a flow shop instance with 4 jobs and 4 machines
Fig. 1. The disjunctive graph $G$ of the example from Table 1.

$$E = \{\{v, w\} | v, w \in T, v \neq w, M(v) = M(w)\},$$

$$\mu: V \rightarrow \mathbb{N}.$$

The vertices in $V$ represent the tasks. In addition, there are a source ($I$) and a sink ($O$) which are two dummy vertices. All vertices in $V$ are weighted. The weight of a vertex $\mu(v)$ is given by the processing time $p(v)$, $\mu(v) := p(v)$, ($\mu(I) = \mu(O) = 0$). The arcs in $A$ represent the given precedences between the tasks. The edges in $E$ represent the machine capacity constraints, i.e., $\{v, w\} \in E$ with $v, w \in T$ and $M(v) = M(w)$ denotes the disjunctive constraint and the two ways to settle the disjunction correspond to the two possible orientations of $\{v, w\}$. The source $I$ has arcs emanating to all first tasks of the jobs and the sink $O$ has arcs coming from all final tasks of jobs.

An orientation on $E$ is a function $\Omega: E \rightarrow T \times T$ such that $\Omega(\{v, w\}) \in \{(v, w), (w, v)\}$ for each $\{v, w\} \in E$. A schedule is feasible if the corresponding orientation $\Omega$ on $E$ ($\Omega(E) = \{\Omega(e) | e \in E\}$) results in a directed graph (called digraph) $D := G' = (V, A, E, \mu, \Omega(E))$ which is acyclic.

A path $P$ from $x_i$ to $x_j$, $i, j \in \mathbb{N}, i < j : x_i, x_j \in V$ of the digraph $D$ is a sequence of vertices $(x_i, x_{i+1}, \ldots, x_j) \in V$ such that for all $i \leq k < j$, $[x_k, x_{k+1}] \in A$ or $(x_k, x_{k+1}) \in \Omega(E)$.

The length of a path $P(x_i, x_j)$ is defined by the sum of the weights of all vertices in $P$: $\lambda(P(x_i, x_j)) = \sum_{k=i}^{j} \mu(x_k)$. The makespan of a feasible schedule is determined by the length of a longest path (i.e., a critical path) in the digraph $D$. The problem of minimizing the makespan therefore can be reduced to finding an orientation $\Omega$ on $E$ that minimizes the length of $\lambda(P_{\text{max}})$.

Table 2 shows a benchmark instance of flow shop scheduling. It was introduced by Carlier [5] and is called car7 since it consists of seven jobs on seven machines. In order to illustrate a feasible schedule and that an optimum makespan does not imply that the order of jobs on each machine is the same we give in Fig. 2 an example of an optimum solution of car7. The bar graph used in Fig. 2 is called Gantt chart named
after H. Gantt. It is a standard scheme to visualize schedules. Each color indicates a job and each row symbolizes a machine. The tasks are represented as boxes and labeled with the job number ($j_n$) and the task number ($t_n$) such that ($j_n: t_n$). The $x$-axis shows the time and therefore, the width of a box equals the processing time of the task. At time 6558, all tasks are completed, the makespan equals 6558 which is an optimum solution of $car7$ [5].

### 3. Basic definitions

Simulated annealing algorithms are acting within a configuration space in accordance with a certain neighborhood structure or a set of transition rules, where the particular steps are controlled by the value of an objective function. The configuration space, i.e., the set of feasible solutions of a given problem instance, is denoted by $F$. For all instances, the number of tasks of each job equals the number of machines and each job has precisely one operation on each machine. Therefore, the size of $F$ can be upper bounded in the following way. In the disjunctive graph $G$ there are at most
l! possible orientations to process l tasks on a single machine. Hence, we have $|\mathcal{F}| \leq (l!)^m$.

To describe the neighborhood of a solution $S \in \mathcal{F}$, we define a neighborhood function $\eta : \mathcal{F} \rightarrow Q(\mathcal{F})$. The neighborhood of S is given by $\eta(S) \subseteq \mathcal{F}$, and each solution in $\eta(S)$ is called a neighbor of S. Van Laarhoven et al. [17] propose a neighborhood function $\eta_L$ for solving job shop scheduling problems which is based on interchanging two adjacent tasks of a block. A block is a maximal sequence of adjacent tasks that are processed on the same machine and do belong to a longest path. We will use their neighborhood function with the extension that we allow changing the orientation of an arbitrary arc which connects two tasks on the same machine:

(i) Choosing two vertices $v$ and $w$ such that $M(v) = M(w) = k$ with $e = \langle v, w \rangle \in \Omega(E)$;
(ii) Reversing the order of $e$ such that the resulting arc $e' \in \Omega'(E)$ is $\langle w, v \rangle$;
(iii) If there exists an arc $\langle u, v \rangle$ such that $v \neq u, M(u) = k$, then replace the arc $\langle u, v \rangle$ by $\langle u, w \rangle$;
(iv) If there exists an arc $\langle w, u' \rangle$ such that $w \neq u', M(u') = k$, then replace the arc $\langle w, u' \rangle$ by $\langle v, u' \rangle$.

Fig. 3 illustrates our transition rules. Thus, the neighborhood structure is characterized by

Definition 1. The schedule $S'$ is a neighbor of $S$, $S' \in \eta(S)$, if $S'$ can be obtained by the transition rules 1 – 4 or $S' = S$.

Our choice is motivated by two facts:

- In contrast to the job shop scheduling the transition rules do guarantee for the flow shop a priori that the resulting schedule is feasible, i.e., that the corresponding digraph is acyclic.
- The extension of allowing to reverse the orientation of an arbitrary arc leads to an important property of the neighborhood function, namely reversibility.

Thus, the neighborhood structure is such that the algorithm visits only digraphs corresponding to feasible solutions and is equipped with a symmetry property which is required by our convergence analysis.

Lemma 1. Suppose that $e = \langle v, w \rangle \in \Omega(E)$ is an arbitrary arc of an acyclic digraph $D$. Let $D'$ be the digraph obtained from $D$ by reversing the arc $e$. Then $D'$ is also acyclic.
Proof. Suppose $D'$ is cyclic. Any arc $e = \langle v, w \rangle$ of $D$ that is allowed to be reversed connects tasks which are processed on the same machine only. Because $D$ is acyclic, the arc $\langle w, v \rangle$ is part of the cycle in $D'$. Consequently, there is a path $P = (v, x_1, x_2, \ldots, x_i, w)$ in $D'$. Since $w$ is processed before $v$ on machine $M_k$ at least two arcs of the path $P$ are connecting vertices of the same job. From the definition of the flow shop problem that implies at least two vertices have a task number greater than $k$. Neither within a job nor within a machine there is an arc $\langle y, z \rangle$ such that the task number of $y$ is greater than the task number of $z$. This contradicts that the path $P$ exists in $D'$. Hence, $D'$ is acyclic.

As already mentioned in Section 2, the objective is to minimize the makespan of feasible schedules. Hence, we define $\mathcal{Z}(S) := \lambda(P_{\text{max}})$, where $P_{\text{max}}$ is a longest path in $D(S)$. Furthermore, we set

$$\mathcal{F}_{\text{min}} := \{ S \mid S \in \mathcal{F} \text{ and } \forall S' (S' \in \mathcal{F} \to \mathcal{Z}(S') \geq \mathcal{Z}(S)) \}. \quad (2)$$

For the special case of $\eta_L$, Van Laarhoven et al. have proved the following.

**Theorem 1** (Van Laarhoven et al. [17]). For each schedule $S \in \mathcal{F}_{\text{min}}$, there exists a finite sequence of transitions leading from $S$ to an element of $\mathcal{F}_{\text{min}}$.

The probability of generating a solution $S'$ from $S$ can be expressed by

$$G[S, S'] := \begin{cases} 1/|\eta| & \text{if } S' \in \eta(S), \\ 0 & \text{otherwise}, \end{cases} \quad (3)$$

with $|\eta| \leq n - m + 1$ which follows from Definition 1.

The acceptance probability $A[S, S']$, $S' \in \eta(S) \subseteq \mathcal{F}$, is given by

$$A[S, S'] := \begin{cases} 1 & \text{if } \mathcal{Z}(S') - \mathcal{Z}(S) \leq 0, \\ e^{-(\mathcal{Z}(S') - \mathcal{Z}(S))/c} & \text{otherwise}, \end{cases} \quad (4)$$

where $c$ is a control parameter having the interpretation of a temperature in annealing procedures. Finally, the probability of performing the transition between $S$ and $S'$, $S, S' \in \mathcal{F}$, is defined by

$$\Pr\{S \rightarrow S'\} = \begin{cases} G[S, S']A[S, S'] & \text{if } S' \neq S, \\ 1 - \sum_{Q \neq S} G[S, Q]A[S, Q] & \text{otherwise}. \end{cases} \quad (5)$$

Let $a_S(k)$ denote the probability of being in the configuration $S$ after $k$ steps performed for the same value of $c$. The probability $a_S(k)$ can be calculated in accordance
with
\[ a_S(k) := \sum_Q a_Q(k - 1) \Pr\{ Q \rightarrow S \}. \tag{6} \]

The recursive application of (6) defines a Markov chain of probabilities \( a_S(k) \). If the parameter \( c = c(k) \) is a constant \( c \), the chain is said to be a \textit{homogeneous} Markov chain; otherwise, if \( c(k) \) is lowered at any step, the sequence of probability vectors \( a(k) \) is an \textit{inhomogeneous} Markov chain.

We consider a cooling schedule which defines a special type of inhomogeneous Markov chains. For this cooling schedule, the value \( c(k) \) changes in accordance with
\[ c(k) = \frac{\Gamma}{\ln(k + 2)}, \quad k = 0, 1, \ldots \tag{7} \]

The choice of \( c(k) \) is motivated by Hajek’s Theorem [10] on logarithmic cooling schedules for inhomogeneous Markov chains. If there exists \( S_0, S_1, \ldots, S_r \in \mathcal{F} \) such that \( G[S_u, S_{u+1}] > 0, u = 0, 1, \ldots, (r - 1) \) and \( \mathcal{Z}(S_u) \leq h \), for all \( u = 0, 1, \ldots, r \), we denote \( \text{height}(S \Rightarrow S') \leq h \). The schedule \( S \) is a \textit{local minimum}, if \( S \in \mathcal{F} \setminus \mathcal{F}_{\text{min}} \) and \( \mathcal{Z}(S') > \mathcal{Z}(S) \) for all \( S' \in \eta(S) \setminus S \). By \( \text{depth}(S_{\text{min}}) \) we denote the smallest \( h \) such that there exists a \( S' \in \mathcal{F} \), where \( \mathcal{Z}(S') < \mathcal{Z}(S_{\text{min}}) \), which is reachable at height \( \mathcal{Z}(S_{\text{min}}) + h \).

The following convergence property has been proved by Hajek.

**Theorem 2** (Hajek [10]). Given a configuration space \( \mathcal{C} \) and a cooling schedule defined by
\[ c(k) = \frac{\Gamma}{\ln(k + 2)}, \quad k = 0, 1, \ldots, \]
the asymptotic convergence \( \sum_{H \in \mathcal{C}} a_H(k) \rightarrow_{k \rightarrow \infty} 1 \) of the stochastic algorithm, which is based on (2), (4), and (5), is guaranteed if and only if

(i) \( \forall H, H' \in \mathcal{C} \exists H_0, H_1, \ldots, H_r \in \mathcal{C} (H_0 = H \land H_r = H'): G[H_u, H_{u+1}] > 0, \quad l = 0, 1, \ldots, (r - 1); \)
(ii) \( \forall h: \text{height}(H \Rightarrow H') \leq h \Leftrightarrow \text{height}(H' \Rightarrow H) \leq h; \)
(iii) \( \Gamma \geq \max_{H \in \mathcal{C}} \text{depth}(H_{\text{min}}). \)

Condition (i) expresses the connectivity of the configuration space. As already mentioned above, with the choice of our neighborhood relation we can guarantee the mutual reachability of schedules. Therefore, Hajek’s Theorem can be applied to our configuration space \( \mathcal{F} \) with the neighborhood relation \( \eta \).

Before we perform the convergence analysis of the logarithmic cooling schedule defined in (7), we point out some properties of the configuration space and the neighborhood function. Let \( S \) and \( S' \) be feasible schedules and \( S' \in \eta(S) \). To obtain \( S' \) from \( S \), we chose the arc \( e = (v, w) \) with \( M(v) = M(w) \).

If \( \mathcal{Z}(S) < \mathcal{Z}(S') \), then only a path containing one of the selected vertices \( v, w \) can determine the new makespan after the transition move. It can be shown that all paths
whose length increases contain the edge $e' = \langle w, v \rangle$. Therefore, we have the following upper bound.

**Lemma 2.** The increase of the objective function $\Delta Z$ in a single step according to $\eta$ ($S \rightarrow \eta S'$) can be upper by $p(v) + p(w)$.

The reversibility of the neighborhood function implies for the maximum distance of neighbors $S' \in \eta(S)$ to $F_{\text{min}}$ in relation to $S$ itself: If the minimum number of transitions to reach from $S$ an optimum element is $N$, then for any $S' \in \eta(S)$ the minimum number of transitions is at most $N + 1$.

4. Convergence analysis

Our convergence results will be derived from a careful analysis of the “exchange of probabilities” among feasible solutions which belong to adjacent distance levels to optimum schedules, i.e., in addition to the value of the objective function, the elements of the configuration space are further distinguished by the minimal number of transitions required to reach an optimum schedule. We first introduce a recurrent formula for the expansion of probabilities and then we prove the main result on the convergence rate which relates properties of the configuration space to the speed of convergence. Throughout the section we employ the fact that for a proper choice of $\eta$ the logarithmic cooling schedule leads to an optimum solution. Further, we employ a method that has been developed in the context of equilibrium computations [2, 3].

To express the relation between $S$ and $S'$ according to their value of the objective function we will use $\prec, \succ, \equiv$ to simplify the expressions

\[
S \prec S' \quad \text{instead of} \quad S' \in \eta(S) \land (Z(S) < Z(S')),
\]

\[
S \succ S' \quad \text{instead of} \quad S' \in \eta(S) \land (Z(S) > Z(S')),
\]

\[
S \equiv S' \quad \text{instead of} \quad S \neq S' \land S' \in \eta(S) \land (Z(S) = Z(S')).
\]

Furthermore, we denote

\[
p(S) := |\{ S < \prec S' \}|, \quad q(S) := |\{ S \equiv S' \}|, \quad r(S) := |\{ S \succ S' \}|.
\]

These notations imply

\[
p(S) + q(S) + r(S) = |\eta(S)| - 1 = ml - m - 1.
\]

The equation is valid because there are $m$ $(l - 1)$ arcs which are allowed to be switched and $S$ belongs to its own neighborhood. Therefore, the size of the neighborhood is independent of the particular schedule $S$, and we set $n' := ml - m$.

Now, we analyze the probability $a_S(k)$ to be in the schedule $S \in F$ after $k$ steps of the logarithmic cooling schedule defined in Eq. (7), and we use the notation

\[
\frac{1}{(k + 2)^{(Z(S) - Z(S'))/T}} = e^{-(Z(S) - Z(S'))/c(k)}, \quad k \geq 0.
\]
By using (3)–(5), one obtains from (6) by straightforward calculations

\[ a_S(k) = a_S(k-1) \left( \frac{p(S) + 1}{n'} - \sum_{i=1}^{p(S)} \frac{1}{n' (k+1) (S_i - (X(S) - X(S'))/T)} \right) \]

\[ + \sum_{i=1}^{p(S)} a_S(k-1) \frac{1}{n'} + \sum_{j=1}^{r(S)} a_S(k-1) \frac{1}{n'} (k+1) (X(S) - X(S'))/T. \]  \quad (10)

The representation (expansion) will be used in the following as the main relation reducing \( a_S(k) \) to probabilities from previous steps.

We introduce the following partition of the set of schedules with respect to the value of the objective function:

\[ L_0 := \mathcal{F}_{\text{min}} \]

and

\[ L_{h+1} := \left\{ S : S \in \mathcal{F} \land \forall S' \left( S' \in \mathcal{F} \setminus \bigcup_{i=0}^{h} L_i \rightarrow \mathcal{X}(S') \geq \mathcal{X}(S) \right) \right\}. \]

The highest level within \( \mathcal{F} \) is denoted by \( L_{\text{max}} \). Given \( S \in \mathcal{F} \), we further denote by \( \mathcal{W}_{\text{min}}(S) := [S, S_{k-1}, \ldots, S'] \) a shortest sequence of transitions from \( S \) to \( \mathcal{F}_{\text{min}} \), i.e., \( S' \in \mathcal{F}_{\text{min}} \). Thus, we have for the distance \( d(S) := \text{length}(\mathcal{W}_{\text{min}}(S)) \). We introduce another partition of \( \mathcal{F} \) with respect to \( d(S) \):

\[ S \in D_i \iff d(S) = i \geq 0, \quad \text{and} \quad \mathcal{D}_s = \bigcup_{i=1}^{s-1} D_i, \text{ i.e., } \mathcal{F} = \mathcal{D}_s. \]

Thus, we distinguish between distance levels \( D_i \) related to the minimal number of transitions required to reach an optimal schedule from \( \mathcal{F}_{\text{min}} \) and the levels \( L_h \) which are defined by the objective function. By definition, we have \( D_0 := L_0 = \mathcal{F}_{\text{min}} \). We will use the following abbreviations:

\[ f(S', S, t) := \frac{1}{(k+2-t)(X(S') - X(S))/T} \]  \quad (11)

and

\[ K_S(k-t) := \frac{p(S) + 1}{n'} \sum_{i=1}^{p(S)} \frac{1}{n'} (k+2-t) - (X(S) - X(S'))/T. \]  \quad (12)

We are going backwards from the \( k \)th step and expanding \( a_S(k) \) in accordance with (10). Our aim is to find a close upper bound for the value \( \sum_{S \in D_0} a_S(k) \) in terms of probabilities from previous steps.

During the expansion (10) of \( a_S(k) \), \( S \notin D_0 \), terms according to \( S \) are generated as well as according to all neighbors \( S' \) of \( S \). Some terms generated by the expansion of
S contain the factor $a_S(k - 1)$ and can therefore be summarized with terms generated by the expansion of $S'$. However, it is important to distinguish between elements from $D_1$ and elements from $D_i, i \geq 2$. For all $S \in D_1$, we obtain the following:

$$a_S(k - 1) \left( \frac{p(S) + 1 + q(S) + r(S)}{n'} - \sum_{S < S'} \frac{1}{n'(k + 1)^{(\mathcal{Z}(S') - \mathcal{Z}(S))}} \right) + \sum_{S < S'} \frac{1}{n'(k + 1)^{(\mathcal{Z}(S') - \mathcal{Z}(S))}} = a_S(k - 1).$$

(13)

In case of $S \in D_1$, some neighbors $S'$ of $S$ are elements of $D_0$ and do not generate the terms related to $S \not< S'$ because the $a_{S'}(k)$ are not expanded since they are not present in the sum $\sum_{S \in D_0} a_S(k)$. Therefore, $r'(S) \leq r(S)$ many terms are missing for $S \in D_1$ and the following arithmetic term is generated:

$$a_S(k - 1) \left( 1 - \frac{r'(S)}{n'} \right).$$

(14)

where $r'(S) := |\{ S' : S' \in \eta(S) \land S' \in D_0 \}|$. On the other hand, the expansion of $a_{S'}(k)$ generates terms related to $S' \in D_0$ with $S' < S$ and containing $a_{S'}(k - 1)$ as a factor. Those terms are not canceled by expansions of $a_{S'}(k)$. All $S \in D_1$ therefore generate the following term:

$$\sum_{j=1}^{r'(S)} \sum_{S_j \in D_0 \cap \eta(S)} \frac{a_{S_j}(k - 1)}{n'} \frac{1}{(k + 1)^{(\mathcal{Z}(S) - \mathcal{Z}(S_j))}}.$$

(15)

Now, we consider the entire sum and take the negative product $a_S(k) r'(S)/n'$ separately. By using the abbreviations introduced in Eq. (12) we derive the following lemma.

**Lemma 3.** After one step of the expansion of $\sum_{S \in D_0} a_S(k)$, the sum can be represented by

$$\sum_{S \in D_0} a_S(k) = \sum_{S \in D_0} a_S(k - 1) - \sum_{S \in D_1} \frac{r'(S)}{n'} a_S(k - 1) + \sum_{S \in D_1} \sum_{j=1}^{r'(S)} \frac{r(S) f(S, S_j, 1)}{n'} a_{S_j}(k - 1).$$

The diminishing factor $(1 - r'(S)/n')$ appears by definition for all elements of $D_1$. At subsequent reduction steps, the factor is “transmitted” successively to all probabilities from higher distance levels $D_i$ because any element of $D_i$ has at least one neighbor from $D_{i-1}$. The main task is now to analyze how this diminishing factor changes, if
it is propagated to the next higher distance level. We denote
\[ \sum_{S \in D_0} a_S(k) = \sum_{S \in D_0} \mu(S,t)a_S(k-t) + \sum_{S' \in D_0} \mu(S',t)a_{S'}(k-t), \] (16)
i.e., the coefficients \( \mu(S,t) \) and \( \mu(S',t) \) are the factors at probabilities after \( t \) steps of an expansion of \( \sum_{S \in D_0} a_S(k) \). Hence, for \( S \in D_1 \) we have \( \mu(S,1) = 1 - r'(S)/n' \), and \( \mu(S,1) = 1 \) for the remaining \( S \in \mathcal{D}_\lambda \setminus (D_0 \cup D_1) \). For \( S' \in D_0 \) we have from Lemma 3
\[ \mu(S',1) = \sum_{S \in D_1 \setminus S' \in \eta(S)} \frac{f(S_i,S',1)}{n'}. \] (17)
Starting from step \((k - 1)\), the generated probabilities \( a_{S'}(k - u) \) are expanded in the same way as all other probabilities. We set \( \mu(S,j) := 1 - v(S,j) \) because we are mainly interested in the convergence \( \mu(S,j) \to 0 \). We perform an inductive step from \((k - t + 1)\) to \((k - t)\) and obtain for \( t \geq 2 \):

**Lemma 4.** The following recurrent relation is valid for the coefficients \( v(S,t), t \geq 2 \):

\[ v(S,t) = v(S,t-1)K_S(k-t) + \sum_{S \prec S'} v(S',t-1) \frac{n' - 1}{n'} \]
\[ + \sum_{S \prec S''} \frac{v(S'',t-1)}{n'} f(S'',S,t). \]
Furthermore, for the three special cases \( S \in D_1, j > t, S \in D_1, t = 1, \) and \( S \in D_0, t = 1 \) we have, \( v(S,t) = 0 \), \( v(S,t) = r'(S)/n' \), and \( v(S,t) = 1 - \sum_{j=1}^{p(S)} f(S_j,S,1)/n' \), with \( S_j \in D_1 \setminus \eta(S_j) \), respectively.

Exactly the same structure of the equation is valid for \( \mu(S,t) \) which will be used for elements of \( D_0 \) only because these elements are not present in the original sum \( \sum_{S \in D_0} a_S(k) \). Now, any \( v(S,t) \) and \( \mu(S,t) \) is expressed by a sum \( \sum_u T_u \) of arithmetic terms. We consider in more details the terms associated with elements \( S^0 \) of \( D_0 \) and \( S^1 \) of \( D_1 \). We assume a representation \( \mu(S^0,t-1) = \sum T(S^0) \), and \( v(S,t-1) = \sum T(S), S \in D_0 \).

If we consider \( r'(S^1)/n' \) and \( \sum_{S^0 < S^1} f(S^1,S^0,t)/n' \) separately, the difficulties arising from the definition \( \nu(S,t) := 1 - \mu(S,t) \) can be avoided, i.e., we have to take into account only changing signs of terms during the transmission from \( D_1 \) to \( D_0 \) and vice versa.

**Definition 2.** The two expressions \( r'(S^1)/n' \) and \( \sum_{S^0 < S^1} f(S^1,S^0,t)/n' \), are called source terms of \( v(S^1,t) \) and \( \mu(S^0,t) \), respectively.

During an expansion of \( \sum_{S \in D_0} a_S(k) \) backwards according to (13), the source terms are distributed permanently to higher distance levels \( D_j \). Therefore, at higher distance levels the notion of a source term can be defined by an inductive step:
Definition 3. For all $S \in D_i$, $i \geq 1$, any term which is generated according to the equation of Lemma 4 from a source term of $v(S', t - 1)$, where $S' \in D_{i-1} \cap \eta(S)$, is said to be a source term of $v(S, t)$.

We introduce a counter $e(T)$ to terms $T$ which indicates the step at which the term has been generated from source terms. The value $e(T)$ is called the rate of a term and we set $e(T) = 1$ for source terms $T$.

The value $e(T) > 1$ is assigned to terms related to $D_0$ and $D_1$ in a slightly different way compared to higher distance levels because at the first step the $S^0$ do not participate in the expansion of $\sum_{S \in D_0} a_S(k)$. Furthermore, in the case of $D_0$ and $D_1$ we have to take into account the changing signs of terms which result from the simultaneous consideration of $v(S', t)$ (for $D_1$) and $\mu(S^0, t)$ (for $D_0$).

Definition 4. A term $T^0$ is called a $j$th rate term of $\mu(S^0, t)$, $S^0 \in D_0$ and $j \geq 2$, if either $S^0 = -T$ and $e(T) = j - 1$ for some $v(S, t - 1)$, $S \in D_1 \cap \eta(S^0)$, or $e(T^0) = j - 1$ for some $\mu(S', t^0 - 1)$, $S' \in D_0 \cap \eta(S^0)$.

A term $T$ is called a $j$th rate term of $v(S, t)$, $S^1 \in D_1$ and $j \geq 2$, if $e(T) = j - 2$ for some $v(S', t - 1)$, $S' \in D_2 \cap \eta(S^1)$, $e(T) = j - 1$ for some $v(S', t - 1)$, $S' \in D_1 \cap \eta(S^1)$, or $T = -T'$ and $e(T') = j - 1$ for some $S^0 \in D_0 \cap \eta(S^1)$ with respect to $\mu(S^0, t - 1)$.

A term $T$ is called a $j$th rate term of $v(S, t)$, $S \in D_i$ and $i, j \geq 2$, if $e(T) = j - 1$ for some $v(S', t - 1)$, $S' \in D_{i+1} \cap \eta(S)$, $e(T) = j - 1$ for some $v(S', t - 1)$, $S' \in D_i \cap \eta(S)$, or $T$ is a $j$th rate term of $v(S, t - 1)$ for some $S \in D_i$.

The classification of terms will be used for a partition of the summation over all terms which constitute particular values $v(S, t)$ and $\mu(S^0, t)$. Let $\mathcal{F}(S, t)$ be the set of $j$th rate arithmetic terms of $v(S^1, t)$ ($\mu(S^0, t)$) related to $S \in D_k$. We set

$$A_j(S, t) := \sum_{T \in \mathcal{F}(S, t)} T. \quad (18)$$

The same notation is used in case of $S = S^0 \in D_0$ with respect to $\mu(S^1, t)$, and we obtain by induction

$$v(S, t) = \sum_{j=1}^{t-j+1} A_j(S, t) \quad \text{and} \quad \mu(S^0, t) = \sum_{j=1}^{t} A_j(S^0, t). \quad (19)$$

For $S \in D_i \neq D_1$, $D_0$ and $j \geq 2$ we obtain immediately from Lemma 4 and Definition 4

$$A_j(S, t) = A_{j-1}(S, t - 1)K_S(k - t)$$

$$+ \sum_{S' \in S} \sum_{S' \in D_{i+1}} \frac{A_{j-2}(S', t - 1)}{n'} + \sum_{S'' \in S} \sum_{S'' \in D_{i+1}} \frac{A_{j-2}(S'', t - 1)}{n'} f(S'', S, t)$$
\[ \sum_{S' \leq_{S} S} \frac{A_{j-1}(S', t - 1)}{n'} + \sum_{S'' \geq_{S} S} \frac{A_{j-1}(S'', t - 1)}{n'} f(S'', S, t) \]

\[ + \sum_{S' \leq_{S} S} \frac{A_{j}(S', t - 1)}{n'} + \sum_{S'' \geq_{S} S} \frac{A_{j}(S'', t - 1)}{n'} f(S'', S, t). \]  

(20)

In case of \( S \in D_1 \) and \( j \geq 2 \), we have in accordance with Definition 4:

\[ A_{j}(S, t) = A_{j-1}(S, t - 1) K_{S}(k - t) \]

\[ + \sum_{S' \leq_{S} S} \frac{A_{j-1}(S', t - 1)}{n'} + \sum_{S'' \geq_{S} S} \frac{A_{j-1}(S'', t - 1)}{n'} f(S'', S, t) \]

\[ + \sum_{S'' \geq_{S} S} \frac{A_{j-2}(S'', t - 1)}{n'} f(S'', S, t) \]

\[ - \sum_{S' \in D_0 \cap \eta(S)} \frac{A_{j-1}(S', t - 1)}{n'}. \]  

(21)

Finally, the corresponding relation for \( S^0 \) is given by

\[ A_{j}(S^0, t) = A_{j-1}(S^0, t - 1) K_{S^0}(k - t) - \sum_{S > S^0} \frac{A_{j-1}(S, t - 1)}{n'} f(S, S^0, t). \]  

(22)

We compare the computation of \( \nu(S, t) \) and \( \mu(S', t) \) for two different values \( t = k_1 \) and \( k_2 \), i.e., \( \nu(S, t) \) is calculated backwards from \( k_1 \) and \( k_2 \), respectively. To distinguish between \( \nu(S, t) \) and related values, which are defined for different \( k_1 \) and \( k_2 \), we will use an additional upper index. At this point, we use again the representation (19) of \( \nu(S, t) \) (and the corresponding equation for \( \mu(S', t) \)).

**Lemma 5.** Given \( k_2 \geq k_1 \) and \( S \in D_i \), then

\[ A_2^1(S, t) = A_2^1(S, k_2 - k_1 + t) \quad \text{if} \quad t \geq i + 2. \]

We recall that our main goal is to upper bound the sum \( \sum_{S \in D_0} a_S(k) \). When \( \bar{a}(0) \) denotes the initial probability distribution, we have from Eq. (16)

\[ \left| \sum_{S \in D_0} a_S(k_1) - \sum_{S \in D_0} a_S(k_2) \right| \leq \left| \sum_{S \in D_0} (\nu(S, k_2) - \nu(S, k_1)) a_S(0) \right| \]

\[ + \left| \left( \sum_{S' \in D_0} \mu(S', k_2) - \sum_{S' \in D_0} \mu(S', k_1) \right) a_S(0) \right|. \]  

(23)
Any element of the initial distribution \( \bar{a}(0) \) is simply replaced by 1 and we obtain for the first part of the sum in accordance with Lemma 5

\[
\sum_{S \in D_0} |(v(S, k_2) - v(S, k_1))a_5(0)| \leq \sum_{S \in D_0} \sum_{j=1}^{k_2} |A_j^2(S, k_2)|.
\] (24)

Now, we are going to estimate the values \( |A_j^2(S, k_2)| \). The relations in (21)–(22) are expanded until \( D_1 \) and/or \( D_0 \) have been reached for \( t=1 \). The computation of \( A_j(S, t) \) can be represented by a tree, where the leaves are terms \( A_j(S', 1) \) for \( S' \in D_1 \cup D_0 \). Starting from these values, we are calculating \( A_j(S, t) \) backwards. We distinguish between the following types of terms that are calculated at intermediate steps: first, we consider negative and positive terms separately. We concentrate on positive terms only because there is no significant difference between these two types (except for an additional factor \( f(S, S', 1)/n' \) arising from elements of \( D_0 \); see Lemma 4). Secondly, the terms from \( D_1 \) distributed upwards are separated from the terms passing through \( D_0 \) since the latter terms are multiplied by \( f(S, S', t) \). When \( k_1 \geq n^{O(1)} \), each of these multiplications generates for a significant fraction of \( t \leq k_1 \) a small factor \( 1/n^{O(1)} \). Therefore, we consider in more details only the case when these multiplications are not guaranteed, i.e., when the terms are distributed to higher levels of the objective function.

We use two ways to represent upper bounds of the values \( A_j(S', v), v \leq t \), for \( S' \in D_1 \) and \( S' \notin D_1 \), respectively. For \( S' \in D_1 \), we use the notation by a single value \( P_t(v) \), whereas the terms at higher levels are represented by a sum of terms arising from terms \( P_t(v) \) of \( D_1 \)

\[
P_t'(v) + P_t''(v) + \cdots + P_{t-1}'(v).
\]

The \( P_t'(v) \) indicate that the original \( P_t(v) \) has been multiplied by factors related to the particular transition step, cf. (21) till (22). The factors from the same level of the neighborhood are taken together, e.g., we consider \( d' := (p_{t-1}/(n'(k + 2 - u)/r_{t-1} + r_{t-1}/n')) \) for the neighbors from the lower level \( D_{t-1} \).

From (21)–(22) we obtain the recursive relation

\[
P_t(v) \leq K'P_{t-1}(v) + d''d'P_{t-1}(v) + d'' \sum_{l=1}^{v-2} P_l'(v).
\] (25)

The factor \( d' \) summarizes the transition to the higher level at the previous step and \( d'' \) represents an upper bound for \( (p_{t+1}/(n'(k + 2 - u)/r_{t+1} + r_{t+1}/n')) \). It is important to note that \( K' < K_{S'} \) since \( (p_0/(n'(k + 2 - u)/r_0 + r_0/n')) \) is missing because the terms passing through \( D_0 \) are considered separately.

The recursive application of (25) generates products consisting of the same number of factors. These factors are of two types: factors \( K' \) from self-transitions (but smaller than \( K_{S'} \)) and factors of the type \( (p/(n'(k + 2 - u)/r + r/n')) \). As in [15], the products can be enumerated by the number of self-transitions, steps to higher levels and transitions to the same or lower levels. For a fixed assignment of numbers to these types of transitions, we derive an upper bound for the products in the same way as in [15]. The resulting upper bound leads to
Lemma 6. Given \( n^{O(n)} \geq k_2 \geq k_1 > n^{O(I)} \), then
\[
\left| \sum_{S \in D_0} (\nu(S, k_2) - \nu(S, k_1)) a_S(0) \right| < 2^{-k_1^\beta}
\]
for a suitable constant \( \beta > 1 \).

The same relation can be derived for the \( NSYN(S', k_1) \).

For \( l = m \), the size of \( \mathcal{F} \) is upper bounded by \( n^{O(n)} \) (see Section 3). Thus, a value of \( k_2 < n^{O(n)} \) allows a complete search of \( \mathcal{F} \). We assume that such an upper bound is sufficient for a convergence according to Theorem 2. Now, we can immediately prove

Theorem 3. When the convergence is guaranteed for \( k_2 \leq n^{O(n)} \), then the condition
\[
k > n^{O(I)} + \log^{O(1)} \frac{1}{\delta}
\]
implies for arbitrary initial probability distributions \( \bar{a}(0) \) and \( \delta > 0 \):
\[
\sum_{S \in D_0} a_s(k) < \delta \quad \text{and therefore,} \quad \sum_{S' \in D_0} a_{S'}(k) > 1 - \delta.
\]

Proof. We choose \( k \) in accordance with Lemma 6 and we consider
\[
\sum_{S \in D_0} a_s(k) = \sum_{S \in D_0} (a_s(k) - a_s(k_2)) + \sum_{S \in D_0} a_s(k_2)
= \sum_{S \in D_0} (\nu(S, k_2) - \nu(S, k_1)) a_s(0)
+ \sum_{S' \in D_0} (\mu(S', k) - \mu(S', k_2)) a_{S'}(0) + \sum_{S \in D_0} a_s(k_2).
\]
The value \( k_2 \) from Lemma 6 is larger but independent of \( k_1 = k \), i.e., we can take a \( k_2 > k \) such that \( \sum_{S \in D_0} a_s(k_2) < \delta/3 \). Here, we employ Theorems 1 and 2, i.e., if the constant \( \Gamma \) from (7) is sufficiently large, the inhomogeneous simulated annealing procedure defined by (3)–(5) tends to the global minimum of \( Z \) on \( \mathcal{F} \). We obtain the stated inequality, if additionally both differences \( \sum_{S \in D_0} (\nu(S, k_2) - \nu(S, k_1)) \) and \( \sum_{S' \in D_0} (\mu(S', k) - \mu(S', k_2)) \) are smaller than \( \delta/3 \). Lemma 6 implies that the condition on the differences is satisfied in case of \( k_1^\beta > \log (3/\delta) \). \( \square \)

For scheduling problems, it seems to be difficult to estimate a priori the values of \( \Gamma \) (in other applications of logarithmic simulated annealing, relatively tight bound of \( \Gamma \) can be provided, cf. [3]). However, the value of \( \Gamma \) can be estimated by computational experiments when the algorithm is applied to flow shop scheduling problems. We followed a similar approach when logarithmic simulated annealing was used for solving job shop scheduling benchmark problems [15, 16].
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